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Def i ni ng Network Capacity
Status of This Meno

This menmo provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Abst r act

Measuring capacity is a task that sounds sinple, but in reality can
be quite complex. |In addition, the lack of a unified nomenclature on
this subject makes it increasingly difficult to properly build, test,
and use techniques and tools built around these constructs. This
docunent provides definitions for the terns 'Capacity’ and ’Avail abl e
Capacity’ related to IP traffic traveling between a source and
destination in an I P network. By doing so, we hope to provide a
conmon framework for the di scussion and anal ysis of a diverse set of
current and future estimation techniques.
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1. Introduction

Measuring the capacity of a link or network path is a task that
sounds sinple, but in reality can be quite conplex. Any physica

medi um requi res that information be encoded and, depending on the
medi um there are various schenmes to convert information into a
sequence of signals that are transmitted physically fromone | ocation
to anot her.

VWil e on sone nedia, the maxi num frequency of these signals can be
thought of as "capacity", on other media, the signal transm ssion
frequency and the information capacity of the nedium (channel) may be
quite different. For exanple, a satellite channel nay have a carrier
frequency of a few gigahertz, but an information-carrying capacity of
only a few hundred kil obits per second. Oten similar or identica
terns are used to refer to these different applications of capacity,
adding to the anbiguity and confusion, and the |ack of a unified
nonencl ature nakes it difficult to properly build, test, and use
various techni ques and tools.

We are interested in information-carrying capacity, but even this is
not straightforward. Each of the |ayers, depending on the medi um
adds overhead to the task of carrying information. The wred

Et hernet uses Manchester coding or 4/5 coding, which cuts down
considerably on the "theoretical" capacity. Simlarly, RF (radio
frequency) communi cations will often add redundancy to the coding
schenme to inmplement forward error correction because the physica
medium (air) is lossy. This can further decrease the informtion
capacity.

In addition to codi ng schenes, usually the physical |ayer and the
link layer add framing bits for multiplexing and control purposes.
For exanple, on SONET there is physical-layer fram ng and typically
al so sone layer-2 fram ng such as Hi gh-Level Data Link Contro
(HDLC), PPP, or ATM

Asi de from questions of coding efficiency, there are issues of how
access to the channel is controlled, which also may affect the
capacity. For exanmple, a multiple-access mediumw th collision

det ection, avoi dance, and recovery nechani sns has a varying capacity
fromthe point of view of the users. This varying capacity depends
upon the total number of users contending for the nmedium how busy
the users are, and bounds resulting fromthe nechani sns thensel ves.
RF channels may al so vary in capacity, depending on range,
environnental conditions, mobility, shadow ng, etc.

Chimento & | shac I nf or mati onal [ Page 3]



RFC 5136 Net wor k Capacity February 2008

The inmportant points to derive fromthis discussion are these: First,
capacity is only neani ngful when defined relative to a given protoco
layer in the network. It is neaningless to speak of "link" capacity
wi t hout qualifying exactly what is nmeant. Second, capacity is not
necessarily fixed, and consequently, a single measure of capacity at
any layer may in fact provide a skewed picture (either optinmistic or
pessim stic) of what is actually avail abl e.

2. Definitions

In this section, we specify definitions for capacity. W begin by
first defining "link" and "path" clearly, and then we define a
baseline capacity that is sinply tied to the physical properties of
the 1ink.

2.1. Links and Paths

To define capacity, we need to broaden the notions of |ink and path
found in the IP Performance Metrics (I PPM framework docunent

[ RFC2330] to include network devices that can inpact |P capacity

wi t hout being IP aware. For exanple, consider an Ethernet switch
that can operate ports at different speeds.

We define nodes as hosts, routers, Ethernet sw tches, or any other
devi ce where the input and output |inks can have different
characteristics. A link is a connection between two of these network
devices or nodes. W then define a path P of length n as a series of
links (L1, L2, ..., Ln) connecting a sequence of nodes (N1, N2,
Nn+1). A source S and destination D reside at N1 and Nn+l
respectively. Furthernore, we define a link L as a special case
where the path length is one.

2.2. Definition: Nom nal Physical Link Capacity

Nom nal Physical Link Capacity, NonCap(L), is the theoretical maximm
amount of data that the link L can support. For exanple, an OC- 3
link woul d be capabl e of 155.520 Miit/s. W stress that this is a
neasurenent at the physical |ayer and not the network IP |ayer, which
we will define separately. While NomCap(L) is typically constant

over tine, there are |inks whose characteristics may all ow ot herw se,
such as the dynami c activation of additional transponders for a
satellite Iink.

The nom nal physical link capacity is provided as a nmeans to help
di stingui sh between the commonly used |ink-layer capacities and the
remai ning definitions for |IP-layer capacity. As a result, the value
of NomCap(L) does not influence the other definitions presented in
this docunment. |Instead, it provides an upper bound on those val ues.
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2.3. Capacity at the IP Layer

There are many factors that can reduce the IP information carrying
capacity of the link, some of which have already been discussed in
the introduction. However, the goal of this docunent is not to
becone an exhaustive list of such factors. Rather, we outline some
of the najor exanples in the follow ng section, thus providing food
for thought to those inplenenting the algorithnms or tools that
attenpt to nmeasure capacity accurately.

The remaining definitions are all given in ternms of "IP-layer bits”
in order to distinguish these definitions fromthe nom nal physica
capacity of the link.

2.3.1. Definition: IP-layer Bits

| P-layer bits are defined as eight (8) times the nunmber of octets in
all I P packets received, fromthe first octet of the |IP header to the
| ast octet of the |IP packet payl oad, inclusive.

| P-layer bits are recorded at the destination D beginning at tine T
and ending at a time T+l. Since the definitions are based on
averages, the two tine paraneters, T and |, nust acconpany any report
or estinate of the following values in order for themto remain
nmeaningful. It is not required that the interval boundary points
fall between packet arrivals at D. However, boundaries that fal
within a packet will invalidate the packets on which they fall
Specifically, the data fromthe partial packet that is contained
within the interval will not be counted. This may artificially bias
sone of the values, depending on the length of the interval and the
amount of data received during that interval. W el aborate on what
constitutes correctly received data in the next section.

2.3.1.1. Standard or Correctly Fornmed Packets

The definitions in this docunent specify that | P packets nust be
received correctly. The |PPMframework recomrends a set of criteria
for such standard-forned packets in Section 15 of [RFC2330].

However, it is inadequate for use with this docunment. Thus, we
outline our own criteria bel ow while pointing out any variations or
simlarities to [ RFC2330] .

First, data that is in error at |ayers below |IP and cannot be
properly passed to the IP [ayer nust not be counted. For exanple,

wi rel ess nmedia often have a considerably larger error rate than wred
media, resulting in a reduction in IP link capacity. In accordance
with the I PPM framework, packets that fail validation of the IP
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header nust be discarded. Specifically, the requirenents in
[ RFC1812], Section 5.2.2, on | P header validation nmust be checked,
whi ch includes a valid |l ength, checksum and version field.

The 1 PPM framework specifies further restrictions, requiring that any
transport header be checked for correctness and that any packets with
| P options be ignored. However, the definitions in this docunent are
concerned with the traversal of IP-layer bits. As a result, data
fromthe higher layers is not required to be valid or understood as
that data is sinmply regarded as part of the IP packet. The sane
holds true for IP options. Valid IP fragnents nust al so be counted
as they expend the resources of a |link even though assenbly of the
full packet may not be possible. The IPPMframework differs in this
area, discarding |IP fragnents.

For a discussion of duplicates, please see Section 3.2.

In summary, any | P packet that can be properly processed nust be
i ncl uded in these cal cul ati ons.

2.3.1.2. Type P Packets

The definitions in this document refer to "Type P" packets to
designate a particular type of flow or sets of flows. As defined in
RFC 2330, Section 13, "Type P" is a placeholder for what nay be an
explicit specification of the packet flows referenced by the netric,
or it may be a very | oose specification enconpassi ng aggregates. W
use the "Type P" designation in these definitions in order to
enphasi ze two things: First, that the value of the capacity

neasur enent depends on the types of flows referenced in the
definition. This is because networks nay treat packets differently
(in terns of queuing and scheduling) based on their markings and
classification. Networks may also arbitrarily decide to flow bal ance
based on the packet type or flow type and thereby affect capacity
measurenents. Second, the measurenent of capacity depends not only
on the type of the reference packets, but also on the types of the
packets in the "population" with which the flows of interest share
the links in the path.

Al of this indicates two different approaches to neasuring: One is
to neasure capacity using a broad spectrum of packet types,
suggesting that "Type P" should be set as generic as possible. The
second is to focus narrowy on the types of flows of particul ar

i nterest, which suggests that "Type P" should be very specific and
narrowy defined. The first approach is likely to be of interest to
provi ders, the second to application users.
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As a practical matter, it should be noted that some providers my
treat packets with certain characteristics differently than other

packets. For exanple, access control lists, routing policies, and
ot her mechani sms may be used to filter |1 CW packets or forward
packets with certain IP options through different routes. If a

capaci ty-neasurenent tool uses these special packets and they are
included in the "Type P" designation, the tool nay not be measuring
the path that it was intended to neasure. Tool authors, as well as
users, may wi sh to check this point with their service providers.

2.3.2. Definition: IP-type-P Link Capacity

We define the IP-layer link capacity, C(L,T,I), to be the naximm
nunber of IP-layer bits that can be transmtted fromthe source S and
correctly received by the destination D over the link L during the
interval [T, T+l], divided by I.

As nentioned earlier, this definition is affected by nany factors
that may change over time. For exanple, a device's ability to
process and forward | P packets for a particular Iink may have varying
ef fect on capacity, depending on the anount or type of traffic being
processed.

2.3.3. Definition: IP-type-P Path Capacity

Using our definition for IP-layer link capacity, we can then extend
this notion to an entire path, such that the |IP-layer path capacity
sinmply becones that of the link with the small est capacity al ong that
pat h.

C(P,T,1) =mn{1..n {CLn T 1)}

The previous definitions specify the nunber of IP-layer bits that can
be transmitted across a link or path should the resource be free of
any congestion. It represents the full capacity available for
traffic between the source and destination. Determ ning how nmuch
capacity is available for use on a congested link is potentially much
nore useful. However, in order to define the avail able capacity, we
nmust first specify how nuch is being used.

2.3.4. Definition: IP-type-P Link Usage
The average usage of a link L, Used(L,T,I), is the actual nunber of

| P-layer bits fromany source, correctly received over link L during
the interval [T, T+l], divided by I.
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An inportant distinction between usage and capacity is that
Used(L,T,l) is not the maxi mum nunber, but rather, the actual nunber
of IP bits sent that are correctly received. The information
transmtted across the link can be generated by any source, including
those sources that may not be directly attached to either side of the
link. In addition, each information flow fromthese sources may
share any nunber (fromone to n) of links in the overall path between
S and D.

2.3.5. Definition: IP-type-P Link Utilization
We express usage as a fraction of the overall |IP-layer |link capacity.
Uil (L, T,1) = ( Used(L,T,1) / CL,T,1) )

Thus, the utilization now represents the fraction of the capacity
that is being used and is a val ue between zero (neaning nothing is
used) and one (neaning the link is fully saturated). Miltiplying the
utilization by 100 yields the percent utilization of the |ink. By
usi ng the above, we can now define the capacity avail abl e over the
link as well as the path between S and D. Note that this is
essentially the definition in [ PDM.

2.3.6. Definition: IP-type-P Available Link Capacity

We can now determ ne the anmpbunt of avail able capacity on a congested
[ink by multiplying the IP-layer link capacity with the conpl ement of
the IP-layer link utilization. Thus, the IP-layer available Iink
capacity becomes:

Avail Cap(L, T,1) = C(L, T,I) * (1 - Wil(L,T,1) )
2.3.7. Definition: IP-type-P Avail able Path Capacity

Using our definition for IP-layer available |ink capacity, we can
then extend this notion to an entire path, such that the |IP-I|ayer
avai | abl e path capacity sinply becones that of the link with the
smal | est avail abl e capacity al ong that path.

Avail Cap(P, T,1) = mn {1..n} {Avail Cap(Ln, T, 1)}

Si nce nmeasurenents of avail able capacity are nore volatile than that
of link capacity, we stress the inportance that both the tine and
interval be specified as their values have a great deal of influence
on the results. In addition, a sequence of neasurenents may be
beneficial in offsetting the volatility when attenpting to
characterize avail abl e capacity.
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3. Discussion
3.1. Time and Sanpling

We nust enphasi ze the inmportance of time in the basic definitions of
these quantities. W know that traffic on the Internet is highly
variable across all tinme scales. This argues that the tine and

| ength of neasurenments are critical variables in reporting avail able
capacity neasurements and must be reported when using these
definitions.

The closer to "instantaneous"” a netric is, the nore inportant it is
to have a plan for sanpling the netric over a tinme period that is
sufficiently large. By doing so, we allow valid statistica

i nferences to be made fromthe neasurenments. An obvious pitfall here
is sanpling in a way that causes bias. For exanple, a situation
where the sanpling frequency is a nultiple of the frequency of an
underlying condition

3.2. Hardware Duplicates

We briefly consider the effects of paths where hardware duplication
of packets may occur. In such an environnent, a node in the network
path nay duplicate packets, and the destination may receive nultiple,
i dentical copies of these packets. Both the original packet and the
duplicates can be properly received and appear to be originating from
the sender. Thus, in the nost generic form duplicate |IP packets are
counted in these definitions. However, hardware duplication can

af fect these definitions depending on the use of "Type P' to add
additional restrictions on packet reception. For instance, a
restriction only to count uni quel y-sent packets nmay be nore useful to
users concerned with capacity for neaningful data. 1In contrast, the
nore general, unrestricted nmetric nmay be suitable for a user who is
concerned with raw capacity. Thus, it is up to the user to properly
scope and interpret results in situations where hardware duplicates
may be preval ent.

3.3. Oher Potential Factors

| P encapsul ati on does not affect the definitions as all |IP header and
payl oad bits nust be counted regardl ess of content. However, IP
packets of different sizes can lead to a variation in the anmunt of
overhead needed at the lower layers to transnmt the data, thus
altering the overall |IP link-layer capacity.
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Shoul d the link happen to enploy a conpression schene such as RObust
Header Conpression (ROHC) [ RFC3095] or V.44 [V44], sonme of the
original bits are not transnmitted across the link. However, the
inflated (not conmpressed) nunber of IP-layer bits should be counted.

3.4. Common Terminology in Literature

Certain terms are often used to characterize specific aspects of the
presented definitions. The link with the snallest capacity is
commonly referred to as the "narrow I ink" of a path. Also, the link
with the small est avail able capacity is often referred to as the
"tight link" within a path. So, while a given link may have a very

| arge capacity, the overall congestion |evel on the |ink nakes it the
i kely bottleneck of a connection. Conversely, a link that has the
smal | est capacity may not be the bottleneck should it be lightly

| oaded in relation to the rest of the path.

Al'so, literature often overloads the term"bandw dth" to refer to
what we have described as capacity in this docunent. For exanple,
when inquiring about the bandwi dth of a 802.11b |ink, a network

engineer will likely answer with 11 Mit/s. However, an electrica
engi neer may answer with 25 MHz, and an end user may tell you that
hi s observed bandwidth is 8 Miit/s. 1In contrast, the term "capacity"

is not quite as overloaded and is an appropriate termthat better
reflects what is actually being neasured.

3.5. Conparison to Bulk Transfer Capacity (BTC)

Bul k Transfer Capacity (BTC) [RFC3148] provides a distinct
perspective on path capacity that differs fromthe definitions in
this docunment in several fundanmental ways. First, BTC operates at
the transport |ayer, gauging the anpbunt of capacity available to an
application that wi shes to send data. Only unique data is neasured,
nmeani ng header and retransnitted data are not included in the
calculation. In contrast, IP-layer link capacity includes the IP
header and is indifferent to the uni queness of the data contained

wi thin the packet payload. (Hardware duplication of packets is an
anonmal y addressed in a previous section.) Second, BTC utilizes a
singl e congestion-aware transport connection, such as TCP, to obtain
nmeasurenents. As a result, BTC inplenentations react strongly to

di fferent path characteristics, topol ogies, and distances. Since
these differences can affect the control |oop (propagation del ays,
segnent reordering, etc.), the reaction is further dependent on the
al gorithnms bei ng enpl oyed for the neasurenents. For exanpl e,

consi der a single event where a link suffers a large duration of bit
errors. The event could cause |P-1ayer packets to be di scarded, and
the | ost packets would reduce the IP-layer |ink capacity. However,
the sanme event and subsequent | osses would trigger |oss recovery for
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a BTC nmeasurenent resulting in the retransm ssion of data and a
potentially reduced sending rate. Thus, a measurenent of BTC does
not correspond to any of the definitions in this docunment. Both
techni ques are useful in exploring the characteristics of a network
path, but fromdifferent perspectives.

4. Security Considerations

Thi s docunent specifies definitions regarding IP traffic traveling
bet ween a source and destination in an IP network. These definitions
do not raise any security issues and do not have a direct inpact on
the networking protocol suite.

Tool s that attenpt to inplenent these definitions may introduce
security issues specific to each inplenentation. Both active and
passi ve neasurenent techni ques can be abused, inpacting the security,
privacy, and performance of the network. Any measuremnent techniques
based upon these definitions nmust include a discussion of the

techni ques needed to protect the network on which the neasurenents
are bei ng perforned.

5. Concl usion

In this docunent, we have defined a set of quantities related to the
capacity of links and paths in an |IP network. |n these definitions,
we have tried to be as clear as possible and take into account
various characteristics that Iinks and paths can have. The goal of
these definitions is to enable researchers who propose capacity
metrics to relate those nmetrics to these definitions and to eval uate
those netrics with respect to how well they approxi mate these
guantities.

In addition, we have pointed out sonme key auxiliary parameters and
opened a discussion of issues related to valid inferences from
avai | abl e capacity netrics.
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