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Status of This Meno

This meno provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
meno is unlimted.

Abstract

Qperation of a Multiprotocol Label Switching (MPLS) traffic

engi neering (TE) network as a client network to a CGeneralized MPLS
(GQWPLS) network has enhanced operational capabilities conpared to
those provided by a coexistent protocol nodel (i.e., operation of
MPLS- TE over an independently managed transport |ayer).

The GWLS network nmay be a packet or a non-packet network, and may
itself be a multi-layer network supporting both packet and non-packet
technol ogies. An MPLS-TE Label Switched Path (LSP) originates and
term nates on an MPLS Label Switching Router (LSR). The GWPLS
networ k provides transparent transport for the end-to-end MPLS-TE
LSP.

Thi s docunent describes a framework and Service Provider requirenents
for operating MPLS-TE networks over GVPLS networks.
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1

| ntroducti on

Mul ti protocol Label Switching traffic engineering (MPLS-TE) networks
are often depl oyed over transport networks such that the transport
net wor ks provi de connectivity between the Label Swi tching Routers
(LSRs) in the MPLS-TE network. Increasingly, these transport
networ ks are operated using a Ceneralized Miltiprotocol Labe

Swi tching (GWLS) control plane. Label Switched Paths (LSPs) in the
GWLS network provide connectivity as virtual data |inks advertised
as TE links in the MPLS-TE networKk.

GWPLS protocol s were devel oped as extensions to MPLS-TE protocols.
MPLS-TE is linmted to the control of packet sw tching networks, but
GWPLS can al so control technol ogies at |ayers one and two.

The GWLS network may be managed by an operator as a separate network
(as it may have been when it was under managenent plane contro

before the use of GWLS as a control plane), but optimzations of
nmanagenent and operation may be achi eved by coordinating the use of
the MPLS-TE and GWPLS networ ks and operating the two networks with a
close client/server relationship

GWPLS LSP setup may be triggered by the signaling of MPLS-TE LSPs in
the MPLS-TE network so that the GVWPLS network is reactive to the
needs of the MPLS-TE network. The triggering process can be under
the control of operator policies wthout needing direct intervention
by an operator.

The client/server configuration just described can also apply in

m gration scenarios for MPLS-TE packet sw tching networks that are
being migrated to be under GWPLS control. [RFC5145] describes a

m gration scenario called the Island Model. |In this scenario, groups
of nodes (islands) are mgrated fromthe MPLS-TE protocols to the
GWPLS protocols and operate entirely surrounded by MPLS-TE nodes (the
sea). This scenario can be effectively nanaged as a client/server
network rel ationship using the framework described in this docunent.

In order to correctly manage the dynami c interaction between the MPLS
and GWLS networks, it is necessary to understand the operationa
requi rements and the control that the operator can inpose. Although
this problemis very simlar to the multi-layer networks described in
[MLN-REQ, it nust be noted that those networks operate GVWPLS
protocols in both the client and server networks, which facilitates
snoot her interworking. Were the client network uses MPLS-TE
protocol s over the GWLS server network, there is a need to study the
i nterworking of the two protocol sets.
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Thi s docunent exani nes the protocol requirenents for protoco
interworking to operate an MPLS-TE network as a client network over a
GWPLS server network, and provides a framework for such operations.

1.1. Term nol ogy

Al t hough this Infornmational docunent is not a protocol specification
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119] for clarity
of exposure of the requirenents.

2. Reference Mde

The reference nodel used in this document is shown in Figure 1. It
can easily be seen that the interworking between MPLS-TE and GWPLS
protocol s nust occur on a node and not on a link. Nodes on the

i nterface between the MPLS-TE and GWPLS networ ks nust be responsible
for handling both protocol sets and for providing any protoco
interworking that is required. W call these nodes Border Routers.

| MPLS ddient | | GWLS Server Network | | MPLS dient
| Net wor k || || Net wor k
| | | |
| - e U S e - |
| | || || || || || | |
| | MPLS| | Border |__ | GWLS| | GWPLS| __ | Border | _| MPLS|
| |[LSR| | Router | | LSR| | LSR| | Router | |LSR |
| | |1 | |1 | |1 | |
| -—-- me e e emeee aaaea R R -—-- |
| || || |
| | | |
| | GWLS LSP |
| R R EEEEEEEEEE >| |
| |
I T >

End-t o- End MPLS-TE LSP
Figure 1. Reference nodel of MPLS-TE/ GVWPLS i nterworking

MPLS- TE network connectivity is provided through a GWLS LSP which is
created between Border Routers. End-to-end connectivity between MPLS
LSRs in the client MPLS-TE networks is provided by an MPLS-TE LSP
that is carried across the MPLS-TE network by the GWLS LSP using

hi erarchi cal LSP techni ques [ RFC4206], LSP stitching segnents
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[ RFC5150], or a contiguous LSP. LSP stitching segnents and
conti guous LSPs are only avail abl e where the GWLS network is a
packet switching network.

3. Detail ed Requirenents

This section describes detailed requirenents for MPLS- TE GWPLS
i nterworking in support of the reference nodel shown in Figure 1

The functional requirenents for GWLS- MPLS interworking described in
this section nust be net by any device participating in the
interworking. This may include routers, servers, network nmanagenent
devi ces, path conputation el enments, etc.

3.1. End-to-End Signaling

The solution MJST be able to preserve MPLS signaling informtion
signaled within the MPLS-TE client network at the start of the MPLS-
TE LSP and deliver it on the other side of the GWLS server network
for use within the MPLS-TE client network at the end of the MPLS-TE
LSP. This may require protocol mapping (and re-mapping), protoco
tunneling, or the use of renpte protocol adjacencies.

3.2. Triggered Establishnent of GWLS LSPs

The solution MJST provide the ability to establish end-to-end MPLS-TE
LSPs over a GWPLS server network. |t SHOULD be possible for GWLS
LSPs across the core network to be set up between Border Routers
triggered by the signaling of MPLS-TE LSPs in the client network, and
in this case, policy controls MJST be nmade avail abl e at the border
routers so that the operator of the GWLS network can manage how core
network resources are utilized. GVWLS LSPs MAY al so be pre-
established as the result of managenent plane control

Note that nultiple GWLS LSPs may be set up between a given pair of
Border Routers in support of connectivity in the MPLS client network.
If these LSPs are advertised as TE links in the client network, the
use of link bundling [ RFC4201] can reduce any scaling concerns

associ ated with the adverti senents.

The application of the Path Conputation El enent (PCE) [ RFC4655] in

the context of an inter-layer network [PCE-1NT] may be considered to
determ ne an end-to-end LSP with triggered GWLS segnent or tunnel
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3.3. Diverse Paths for End-to-End MPLS-TE LSPs

The sol ution SHOULD provide the ability to establish end-to-end
MPLS- TE LSPs havi ng diverse paths for protection of the LSP traffic.
This means that MPLS-TE LSPs SHOULD be kept diverse both within the
client MPLS-TE network and as they cross the server GWLS networKk.
Thi s means that there SHOULD be a nmechanismto request the provision
of diverse GWPLS LSPs between a pair of Border Routers to provide
protection of the GWLS span, but also that there SHOULD be a way to
keep GWLS LSPs between different Border Routers disjoint.

3.4. Advertisement of MPLS-TE Information via the GWLS Net wor k

The sol ution SHOULD provide the ability to exchange adverti senents of
TE i nformati on between MPLS-TE client networks across the GWLS
server network.

The advertisenment of TE information fromwithin an MPLS-TE cli ent
network to all LSRs in the client network enabl es a head-end LSR to
conpute an optinal path for an LSP to a tail-end LSR that is reached
over the GWLS server network.

VWhere there is nore than one client MPLS-TE network, the TE
i nformati on from separate MPLS-TE networks MJUST be kept private
confidential and secure.

3.5. Selective Advertisenent of MPLS-TE Information via a Border Node

The sol ution SHOULD provide the ability to distribute TE reachability
information fromthe GWLS server network to MPLS-TE networks

sel ectively. This information is useful for the LSRs in the MPLS-TE
networks to conpute paths that cross the GWLS server network and to
sel ect the correct Border Routers to provide connectivity.

The solution MJUST NOT distribute TE information fromw thin a non- PSC
(Packet Switch Capable) GVWPLS server network to any client MPLS-TE
network as that infornmation may cause confusion and sel ection of

i nappropri ate paths.

The use of PCE [ RFC4655] may provide a solution for non-PSC GWLS
net wor ks supporting PSC MPLS net works.
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3.6. Interworking of MPLS-TE and GWPLS Protection

If an MPLS-TE LSP is protected using MPLS Fast Reroute (FRR)

[ RFC4090], then simlar protection MJST be provided over the GWLS

i sland. Operator and policy controls SHOULD be nmade avail abl e at the
Border Router to determne how suitable protection is provided in the
GWPLS i sl and.

3.7. Independent Failure Recovery and Reoptim zation

The sol ution SHOULD provide failure recovery and reoptimzation in
the GWPLS server network w thout inpacting the MPLS-TE client network
and vice versa. That is, it SHOULD be possible to recover froma
fault within the GWwWLS island or to reoptim ze the path across the
GWLS island without requiring signaling activity within the MPLS-TE
client network. Simlarly, it SHOULD be possible to performrecovery
or reoptimzation within the MPLS-TE client network w thout requiring
signaling activity within the GWLS server networks.

If a failure in the GWLS server network can not be repaired
transparently, some kind of notification of the failure SHOULD be
transmtted to MPLS-TE networKk.

3.8. Conplexity and Ri sks
The sol ution SHOULD NOT introduce unnecessary conplexity to the
current operating network to such a degree that it would affect the
stability and di mi nish the benefits of deploying such a solution in
service provi der networks.

3.9. Scalability Considerations

The solution MJST scale well with consideration to at |east the
followi ng nmetrics.

- The nunber of GWPLS-capable nodes (i.e., the size of the GWLS
server network).

- The number of MPLS-TE-capabl e nodes (i.e., the size of the MPLS-TE
client network).

- The nunber of MPLS-TE client networks.
- The nunber of GWLS LSPs.

- The nunber of MPLS-TE LSPs.
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3.10. Performance Consi derations

The sol ution SHOULD be evaluated with regard to the foll ow ng
criteria.

- Failure and restoration tinme.
- Inpact and scalability of the control plane due to added overheads.

- Inpact and scalability of the data/forwardi ng pl ane due to added
over heads.

3.11. Managenent Consi derations

Manageabi lity of the depl oyment of an MPLS-TE client network over
GWPLS server network MJST addresses the foll ow ng considerations.

- Need for coordination of MB nodul es used for control plane
managenent and nonitoring in the client and server networks.

- Need for diagnostic tools that can discover and isolate faults
across the border between the MPLS-TE client and GVWPLS server
net wor ks.

4. Security Considerations

Border routers in the nodel described in this docunent are present on
admi ni strative domai n boundaries. That is, the administrative
boundary does not lie on a link as it mght in the inter-Autononous-
System (i nter-AS) case seen in IP networks. Thus, many security
concerns for the inter-donmai n exchange of control plane nessages do
not arise in this nodel -- the border router participates fully in
both the MPLS and the GWLS network and nust participate in the
security procedures of both networks. Security considerations for
MPLS- TE and GWPLS protocols are discussed in [ SECURITY].

However, policy considerations at the border routers are very

i mportant and nmay be considered to formpart of the security of the
networks. In particular, the server network (the GWLS network) nay
wish to protect itself frombehavior in the client network (such as
frequent demands to set up and tear down server LSPs) by appropriate
policies inplenented at the border routers. It should be observed
that, because the border routers formpart of both networks, they are
trusted in both networks, and policies configured (whether locally or
centrally) for use by a border router are expected to be observed.

Nevert hel ess, authentication and access controls for operators wll
be particularly inmportant at border routers. Operators of the client
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MPLS- TE network MJST NOT be allowed to configure the server GWLS
network (including setting server network policies), and operators of
the server GWLS network MUST NOT be able configure the client MPLS-
TE network. Qbviously, it SHOULD be possible to grant an operator
privileges in both networks. It may also be desirable to give
operators of one network access to (for exanple) status information
about the other network.

Mechani sns for authenticating operators and providing access control s
are not part of the responsibilities of the GWLS protocol set, and
wi |l depend on the management pl ane protocols and techni ques

i mpl enent ed.

5. Recomrended Sol ution Architecture

The recommended solution architecture to neet the requirements set
out in Section 3 is known as the Border Peer Mdel. This
architecture is a variant of the Augnented Mddel described in

[ RFC3945]. The renni nder of this docunent presents an overvi ew of
this architecture.

In the Augrmented Model, routing information fromthe | ower |ayer
(server) network is filtered at the interface to the higher |ayer
(client) network and a subset of the information is distributed
within the higher |ayer network.

In the Border Peer Mddel, the interface between the client and server
networks is the Border Router. This router has visibility of the
routing information in the server network yet also participates as a
peer in the client network. Thus, the Border Router has ful
visibility into both networks. However, the Border Router does not
di stribute server routing information into the client network, nor
does it distribute client routing information into the server

net wor k.

The Border Peer Mbdel nay al so be contrasted with the Overlay Mde
[RFC3945]. In this nodel there is a protocol request/response
interface (the user network interface (UNI)) between the client and
server networks. [RFC4208] shows how this interface nay be supported
by GWLS protocol s operated between client edge and server edge
routers while retaining the routing information within the server
network. That is, in the Overlay Mdel there is no exchange of
routing or reachability informati on between client and server

net wor ks, and no network el enent has visibility into both client and
server networks. The Border Peer Mdel can be viewed as placing the
UNI within the Border Router thus giving the Border Router peer
capabilities in both the client and server network.
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5.1. Use of Contiguous, Hi erarchical, and Stitched LSPs

Al three LSP types MAY be supported in the Border Peer Mdel, but
contiguous LSPs are the hardest to support because they require
prot ocol mappi ng between the MPLS-TE client network and the GWLS
server network. Such protocol mapping can be achieved currently
since MPLS-TE signaling protocols are a subset of GWLS, but this
mechani smis not future-proofed

Conti guous and stitched LSPs can only be supported where the GWLS
server network has the sane switching type (that is, packet
switching) as the MPLS-TE network. Requirenents for independent
failure recovery within the GWLS island require the use of |oose
path reoptim zation techni ques [ RFC4736] and end-to-end make-before-
break [RFC3209], which will not provide rapid recovery.

For these reasons, the use of hierarchical LSPs across the server
network is RECOMVENDED for the Border Peer Mdel, but see the
di scussion of Fast Reroute protection in Section 5.3.

5.2. MPLS-TE Control Plane Connectivity

Control plane connectivity between MPLS-TE LSRs connected by a GWLS
island in the Border Peer Mdel MAY be provided by the contro
channel s of the GWLS network. |[|f this is done, a tunneling
mechani sm (such as GRE [ RFC2784]) SHOULD be used to ensure that
MPLS-TE information is not consumed by the GWPLS LSRs. But care is
required to avoid swanping the control plane of the GWLS network
with MPLS-TE control plane (particularly routing) nessages.

In order to ensure scalability, control plane nessages for the MPLS-
TE client network MAY be carried between Border Routers in a single
hop MPLS-TE LSP routed through the data plane of the GWLS server
net wor k.

5.3. Fast Reroute Protection

If the GWLS network is packet switching, Fast Reroute protection can
be offered on all hops of a contiguous LSP. If the GWLS network is
packet switching then all hops of a hierarchical GWLS LSP or GWLS
stitching segnment can be protected using Fast Reroute. |If the end-
to-end MPLS-TE LSP requests Fast Reroute protection, the GWLS packet
swi t ching network SHOULD provi de such protection.

However, note that it is not possible to provide FRR node protection
of the upstream Border Router wi thout careful consideration of
avai |l abl e paths, and protection of the downstream Border Router is
not possi ble where hierarchical LSPs or stitching segnents are used.
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5.

5.

7.

7.

4.

5.

1

Note further that Fast Reroute is not available in non-packet
technol ogi es. However, other protection techni ques are supported by
GWLS for non-packet networks and are likely to provide sinilar

| evel s of protection.

The Iimtations of FRR need careful consideration by the operator and
nmay | ead to the decision to provide end-to-end protection for the
MPLS- TE LSP

GWPLS LSP Adverti senent

In the Border Peer Moddel, the LSPs established by the Border Routers
in the GWLS server network SHOULD be advertised in the MPLS-TE
client network as real or virtual links. |In case real links are
advertised into the MPLS-TE client network, the Border Routers in the
MPLS-TE client network MAY establish | GP neighbors. The Border

Rout ers MAY automatically advertise the GWLS LSPs when establi shing
t hem

GWPLS Depl oynent Consi derati ons

The Border Peer Mdel does not require the existing MPLS-TE client
network to be GWLS aware and does not affect the operation and
managenent of the existing MPLS-TE client network. Only border
routers need to be upgraded with the GWLS functionality. |In this
fashion, the Border Peer Mddel renders itself for incrementa

depl oynment of the GWPLS server network, w thout requiring
reconfiguration of existing areas/ASs, changi ng operation of |G and
BGP or software upgrade of the existing MPLS-TE client network.
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WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the infornation to the |IETF at
ietf-ipr@etf.org.
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