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This menmo provides information for the Internet community. It does
not specify an Internet standard of any kind. Distribution of this
menmo is unlimted.

Abst ract

The benchmar ki ng net hodol ogi es defined in RFC 2544 are | P version

i ndependent. However, RFC 2544 does not address sone of the
specificities of 1Pv6. This docunment provides additiona

benchmar ki ng gui del i nes, which in conjunction with RFC 2544, lead to
a nore conplete and realistic evaluation of the | Pv6 perfornmance of
networ k interconnect devices. [|Pv6 transition nechanisns are outside
the scope of this document.
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1. Introduction

The benchmar ki ng net hodol ogi es defined by RFC 2544 [9] are proving to
be useful in consistently evaluating |IPv4d forwarding performance of
network el ements. Adherence to these testing and result analysis
procedures facilitates objective conparison of |Pv4 perfornmance data
nmeasured on various products and by various individuals. Wile the
princi pl es behind the methodol ogi es introduced in RFC 2544 are

| argely I P version i ndependent, the protocol has continued to evol ve,
particularly in its version 6 (IPv6).
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Thi s docunent provi des benchmar ki ng net hodol ogy recomendati ons t hat
address | Pv6-specific aspects, such as evaluating the forwarding
performance of traffic containing extension headers, as defined in
RFC 2460 [2]. These recomendations are defined within the RFC 2544
framewor k, and they conmplenent the test and result analysis
procedures as described in RFC 2544.

The terms used in this docunment remain consistent with those defined
in "Benchmarki ng Term nol ogy for Network Interconnect Devices", RFC
1242 [7]. This term nol ogy SHOULD be consul ted before using or
appl yi ng the recomendati ons of this docunent.

Any net hodol ogy aspects not covered in this docunent SHOULD be
assuned to be treated based on the RFC 2544 reconmrendati ons.

2. Existing Definitions

The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",

" SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in BCP 14, RFC 2119 [1].
RFC 2119 defines the use of these key words to hel p nake the intent
of standards track docunents as clear as possible. Wile this
docunent uses these key words, this document is not a standards track
docunent .

3. Tests and Results Eval uation

The recomended perfornance eval uation tests are described in Section
7 of this docunment. Not all of these tests are applicable to al
network el ement types. Neverthel ess, for each evaluated device, it
is recoomended to performas nmany of the applicable tests described
in Section 6 as possible.

Test execution and results analysis MJST be perforned while observing
general |y accepted testing practices regarding repeatability,
variance, and statistical significance of small nunbers of trials.

4. Test Environment Setup

The test environment setup options recommended for the |Pv6
performance eval uati on are the sane as those described in Section 6
of RFC 2544, in both single-port and nulti-port scenarios.

Singl e-port testing neasures per-interface forwardi ng performance,
while multi-port testing neasures the scalability of forwarding
performance across the entire platform
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Thr oughout the test, the Device Under Test (DUT) can be nonitored for
rel evant resource (processor, nmenory, etc.) utilization. This data
coul d be beneficial in understanding traffic processing by each DUT
and the resources that nmust be allocated for IPv6. It could revea

if the IPv6 traffic is processed in hardware, by applicabl e devices,
under all test conditions, or if it is punted in the software-
switched path. |[If such data is considered of interest, it MJST be
col l ected out of band and be i ndependent of any managenent data
col l ected through the interfaces forwarding the test traffic.

Note: During testing, either static or dynam c options for neighbor
di scovery can be used. 1|In the static case, the | Pv6 nei ghbor
information for the test tool is manually configured on the DUT, and
the 1 Pv6 neighbor information for the DUT is nanually configured on
the test tool. |In the dynanic case, the | Pv6 neighbor information is
dynam cal | y di scovered by each device through the nei ghbor di scovery
protocol. The static option can be used as long as it is supported
by the test tool. The dynamic option is preferred wherein the test
tool interacts with the DUT for the duration of the test to maintain
the respective nei ghbor caches in an active state. To avoid nei ghbor
solicitation (NS) and nei ghbor adverti senent (NA) storns due to the
nei ghbor unreachability detection (NUD) mechanism[6], the test
scenarios assune test traffic sinulates end points and | Pv6 source
and destination addresses that are one hop beyond the DUT.

5. Test Traffic

Traffic used for all tests described in this document SHOULD neet the
requi rements described in this section. These requirenents are
designed to reflect the characteristics of IPv6 unicast traffic.
Using the recommended | Pv6 traffic profile leads to a conplete

eval uation of the network el ement performance

5.1. Frane Formats and Si zes

Two types of media are commonly depl oyed, and each SHOULD be tested
if the network el enent supports that type of nedia: Ethernet and
SONET (Synchronous Optical Network). This section identifies the
frane sizes that SHOULD be used for each nedia type. Refer to
recomendati ons in RFC 2544 for all other nedia types.

Simlar to IPv4, small frame sizes help characterize the per-frane
processi ng overhead of the DUT. Note that the minimum | Pv6 packet
size (40 bytes) is larger than that of an |Pv4 packet (20 bytes).
Tests shoul d conmpensate for this difference.

Popovi ciu, et al. I nf or mati onal [ Page 4]



RFC 5180 | Pv6 Benchmar ki ng Met hodol ogy May 2008

The frame sizes listed for I Pv6 include the extension headers used in
testing (see Section 5.3). By definition, extension headers are part
of the | Pv6 packet payl oad. Depending on the total |ength of the

ext ensi on headers, their use m ght not be possible at the snall est
frame sizes.

Note: Test tools commonly use signatures to identify test traffic
packets to verify that there are no packet drops or out-of-order
packets, or to calculate various statistics such as delay and jitter.
This could be the reason why the mninumframe size sel ectable
through the test tool mght not be as |low as the theoretical one
presented in this docunent.

5.1.1. Frane Sizes to Be Used on Ethernet

Et hernet, in all its types, has becone the nost commonly depl oyed
media in today's networks. The follow ng frame sizes SHOULD be used
for benchmarki ng over this nedia type: 64, 128, 256, 512, 1024, 1280,
and 1518 bytes.

Not e: The recommended 1518-byte frame size represents the maxi num
size of an untagged Ethernet frane. According to the | EEE 802. 3as
standard [13], the frane size can be increased up to 2048 bytes to
accommodat e frane tags and ot her encapsul ation required by the | EEE
802. 1AE MAC [ 14] security protocol. A franme size commonly used in
operational environments is 1522 bytes, the max length for a

VLAN-t agged frame, as per 802.1D [15].

Note: Wiile junmbo franmes are outside the scope of the 802.3 | EEE
standard, tests SHOULD be executed with frame sizes sel ected based on
the val ues supported by the device under test. Exanples of commonly
used junmbo franme sizes are: 4096, 8192, and 9216 bytes.

The maxi mum frane rates for each frame size and the vari ous Ethernet
interface types are provided in Appendi x A

5.1.2. Frane Sizes to Be Used on SONET

Packet over SONET (PoS) interfaces are commonly used for edge uplinks
and hi gh-bandwi dth core links. Evaluating the forwarding perfornmance
of PoS interfaces supported by the DUT is reconmended. The follow ng
frane sizes SHOULD be used for this nedia type: 47, 64, 128, 256,

512, 1024, 1280, 1518, 2048, 4096 bytes.

The theoretical maxi numfrane rates for each franme size and the
various PoS interface types are provided in Appendix A
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5.

5.

2.

2.

Pr ot ocol Addresses Sel ection

There are two aspects of | Pv6 benchmarking testing where | P address
sel ection considerati ons MJST be anal yzed: the selection of IP
addresses for the DUT and the sel ection of addresses for test
traffic.

1. DUT Protocol Addresses

| ANA reserved an | Pv6 address block for use with | Pv6 benchmark
testing (see Section 8). It MAY be assuned that addresses in this
bl ock are not globally routable, and they MJUST NOT be used as

I nternet source or destination addresses.

Simlar to Appendi x C of RFC 2544, addresses fromthe first half of
this range SHOULD be used for the ports viewed as input and addresses
fromthe other half of the range for the output ports.

The prefix length of the I Pv6 addresses configured on the DUT
interfaces MJUST fall into either of the follow ng:

o Prefix length is /126, which would simulate a point-to-point
link for a core router.

o Prefix length is smaller or equal to /64.

No prefix | engths SHOULD be selected in the range between 64 and 128
except the 126 val ue nmenti oned above.

Note that /126 prefixes m ght not always be the best choice for

addr essi ng point-to-point |inks such as back-to-back Ethernet unless
the aut o-provisioning mechanismis disabled. Al so, not all network
el enents support addresses of this prefix |ength.

VWile with I1Pv6, the DUT interfaces can be configured with multiple
gl obal uni cast addresses, the nethodol ogy described in this docunent
does not require testing such a scenario. It is not expected that
such an eval uati on would bring additional data regarding the
performance of the network el ement.

The Interface ID portion of global unicast |IPv6 DUT addresses SHOULD
be set to ::1. There are no requirenents in the selection of the
Interface ID portion of the link |local |Pv6 addresses.

Popovi ciu, et al. I nf or mati onal [ Page 6]



RFC 5180 | Pv6 Benchmar ki ng Met hodol ogy May 2008

It is recomended that rmultiple iterations of the benchmark tests be
conducted using the followi ng prefix lengths: 48, 64, 126, and 128
for the advertised traffic destination prefix. Oher prefix |engths
can be used. However, the indicated range reflects major prefix
boundari es expected to be present in IPv6 routing tables, and they
shoul d be representative to establish baseline performance netrics.

5.2.2. Test Traffic Protocol Addresses

| Pv6 source and destination addresses for the test streans SHOULD

bel ong to the 1 Pv6 range assigned by I ANA, as defined in Section 8.
The source addresses SHOULD belong to one half of the range and the
destinati on addresses to the other, reflecting the DUT interface |Pv6
address sel ection.

Tests SHOULD first be executed with a single stream | everaging a
singl e source-destination address pair. The tests SHOULD t hen be
repeated with traffic using a random destinati on address in the
correspondi ng range. |If the network el ement prefix | ookup
capabilities are evaluated, the tests SHOULD focus on the |Pv6
rel evant prefix boundaries: 0-64, 126, and 128.

Not e: Wien statically defined neighbors are not used, the paraneters
af fecting Nei ghbor Unreachability Detection should be consistently
set. The I Pv6 prefix-reachable time in the router advertisenent
SHOULD be set to 30 seconds.

5.3. Traffic with Extensi on Headers

Ext ensi on headers are an intrinsic part of the IPv6 architecture [2].
They are used with various types of practical traffic such as:
fragmented traffic, nobile |P-based traffic, and authenticated and
encrypted traffic. For these reasons, all tests described in this
docunent SHOULD be perforned with both traffic that has no extension
headers and traffic that has a set of extension headers. Extension
header types can be selected fromthe following list [2] that
reflects the recormended order of nultiple extension headers in a
packet :

Hop- by- hop header

Destinati on options header

Rout i ng header

Fragment header

Aut henti cati on header

Encapsul ating security payl oad (ESP) header
Destinati on options header

Mobi lity header

OO0OO0OO0OO0OO0OO0O0
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Si nce extension headers are an intrinsic part of the protocol and
they fulfill different roles, benchmarking of traffic containing each
ext ensi on header SHOULD be executed individually.

The special processing rules for the hop-by-hop extensi on header
require a specific benchmarki ng approach. Unlike other extension
headers, this header nust be processed by each node that forwards the
traffic. Tests with traffic containing these extension header types
wi Il not measure the forwardi ng performance of the DUT, but rather
its extension-header processing capability, which is dependent on the
i nformati on contained in the extension headers. The concern is that
this traffic, at high rates, could have a negative inpact on the
operational resources of the router, and it could be used as a
security threat. Wen benchmarking with traffic that contains the
hop- by- hop ext ensi on header, the goal is not to neasure throughput

[9] as in the case of the other extension headers, but rather to

eval uate the inpact of such traffic on the router. 1In this case,
traffic with the hop-by-hop extension headers should be sent at 1%
10% and 50% of the interface total bandwi dth. Device resources must
be monitored at each traffic rate to deternine the inpact.

Tests with traffic containing each individual extension header MJST
be conpl enmented with tests containing a chain of two or nore

ext ensi on headers (the chain MJST NOT contain the hop-by-hop

ext ensi on header). This chain should al so exclude the ESP [ 5]

ext ensi on header, since traffic with an encrypted payl oad cannot be
used in tests with nodifiers such as filters based on upper-|ayer
information (see Section 5). Since the DUT is not anal yzing the
content of the extension headers, any conbi nation of extension
headers can be used in testing. The extension header chain
recommended for testing is:

o

Routi ng header - 24-32 bytes
o Destination options header - 8 bytes
o Fragnent header - 8 bytes

This is a real-1ife extension-header chain that would be found in an
| Pv6 packet between two nobil e nodes exchanged over an optinized path
that requires fragnentation. The |isted extension headers’ |engths
represent test tool defaults. The total |length of the extension
header chain SHOULD be | arger than 32 bytes.

Ext ensi on headers add extra bytes to the payload size of the IP

packets, which MJST be factored in when used in testing at |ow frane
sizes. Their presence will modify the mini num packet size used in
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testing. For direct conparison between the data obtained with
traffic that has extension headers and with traffic that doesn’'t have
themat |ow frane size, a compn val ue SHOULD be sel ected for the
smal l est frame size of both types of traffic.

For nost cases, the network el enents ignore the extension headers
when forwarding IPv6 traffic. For these reasons, it is likely the

performance i npact related to extension headers will be observed only
when testing the DUT with traffic filters that contain matching
conditions for the upper-layer protocol information. 1In those cases,

the DUT MUST traverse the chain of extension headers, a process that
coul d i npact performance

5.4. Traffic Setup

Al tests recomrended in this docunent SHOULD be perforned with
bi-directional traffic. For asymretric situations, tests MAY be
performed with uni-directional traffic for a nore granul ar
characterization of the DUT performance. |n these cases, the
bi-directional traffic testing would reveal only the | owest
performance between the two directions.

Al other traffic profile characteristics described in RFC 2544
SHOULD be applied in this testing as well. [|Pv6 nmulticast
benchmarking is outside the scope of this docunent.

6. Mdifiers

RFC 2544 underlines the inportance of evaluating the performance of
network el ements under certain operational conditions. The

condi tions defined in Section 11 of RFC 2544 are conmmon to | Pv4 and

| Pv6, except that |Pv6 does not enploy layer 2 or 3 broadcast franes.
| Pv6 does not use layer 2 or |layer 3 broadcasts. This section

provi des additional conditions that are specific to I Pv6. The suite
of tests recommended in this docunent SHOULD be first executed in the
absence of these conditions and then repeated under each of these
conditions separately.

6.1. Managenment and Routing Traffic

The procedures defined in Sections 11.2 and 11.3 of RFC 2544 are
applicable for |1 Pv6 nanagenent and routing update frames as well.
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6.2. Filters

The filters defined in Section 11.4 of RFC 2544 apply to | Pv6
benchmarking as well. The filter definitions rmust be expanded to

i ncl ude upper-1layer protocol information matching in order to anal yze
the handling of traffic with extension headers, which are an

i mportant architectural conponent of |Pv6.

6.2.1. Filter Format

The filter format defined in RFC 2544 is applicable to I Pv6 as well,
except that the source addresses (SA) and destination addresses (DA)
are | Pv6 addresses. |n addition to these basic filters, the

eval uation of IPv6 performance SHOULD anal yze the correct filtering
and handling of traffic with extension headers.

VWhile the intent is not to evaluate a platfornis capability to
process the various extension header types, the goal is to neasure
performance i npact when the network el enent nust parse through the
ext ensi on headers to reach upper-layer information. |In IPv6, routers
do not have to parse through the extensi on headers (other than
hop- by- hop) unl ess, for exanple, upper-layer information has to be
anal yzed due to filters.

To evaluate the network el enent handling of IPv6 traffic with
extensi on headers, the definition of the filters nmust be extended to
i nclude conditions applied to upper-|ayer protocol information. The
following filter format SHOULD be used for this type of evaluation

[perm t|deny] [protocol] [SA] [ DA]
where permit or deny indicates the action to allow or deny a packet
through the interface the filter is applied to. The protocol field
i s defined as:

o ipve: any IP Version 6 traffic

o tcp: Transmi ssion Control Protocol

o udp: User Datagram Protoco

and SA stands for the source address and DA for the destination
addr ess.
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The upper-1layer protocols |listed above are a recomrended sel ection
However, they do not represent an all-inclusive |list of upper-I|ayer
protocols that could be used in defining filters. The filters
descri bed in these benchmarki ng recomrendati ons apply to native | Pv6
traffic and upper-layer protocols (tcp, udp) transported in native

| Pv6 packets.

6.2.2. Filter Types

Based on RFC 2544 recommendati ons, two types of tests are executed
when eval uating performance in the presence of nodifiers: one with a
single filter and another with 25 filters. Exanples of recomended
filters are illustrated using the | Pv6 docunmentation prefix [11]
2001: DB8: : .

Exampl es of single filters are:

Filter for TCP traffic - permt tcp 2001:DB8::1 2001:DB8::2
Filter for UDP traffic - permt udp 2001:DB8::1 2001:DB8::2
Filter for IPv6 traffic - permt ipv6é 2001: DB8::1 2001: DBS: : 2

The single line filter case SHOULD verify that the network el ement
permts all TCP/UDP/IPv6 traffic with or wi thout any nunber of

ext ensi on headers from|Pv6 SA 2001:DB8::1 to | Pv6 DA 2001:DB8::2 and
deny all other traffic.

Exanpl e of 25 filters:

deny tcp 2001:DB8: 1::1 2001: DB8:1::2
deny tcp 2001:DB8:2::1 2001:DB8: 2::2
deny tcp 2001:DB8: 3::1 2001:DB8: 3::2

deny tcp 2001:DB8: C.: 1 2001:DB8: C:: 2
permt tcp 2001: DB8:99::1 2001: DB8: 99:: 2
deny tcp 2001: DB8: D::1 2001: DB8: D:: 2
deny tcp 2001:DB8: E::1 2001:DB8: E:: 2

aéhy tcp 2001: DB8:19::1 2001: DB8: 19:: 2
deny ipv6 any any

The router SHOULD deny all traffic with or without extension headers
except TCP traffic with SA 2001:DB8:99::1 and DA 2001: DB8: 99:: 2.
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7.

Benchnar ki ng Tests

Thi s docunent recomends the same benchmarking tests described in RFC
2544 whil e observing the DUT setup and the traffic setup

consi derati ons descri bed above. The follow ng sections state the
test types explicitly, and they highlight only the nmethodol ogy

di fferences that mght exist with respect to those described in
Section 26 of RFC 2544.

The specificities of IPv6, particularly the definition of extension
header processing, require additional benchmarking steps. The tests
recommended by RFC 2544 MJST be repeated for IPv6 traffic wthout

ext ensi on headers and for IPv6 traffic with one or nultiple extension
headers.

| Pv6’ s depl oynent in existing |Pv4d environnents and the expected | ong
coexi stence of the two protocols | eads network operators to place
great enphasis on understanding the performance of platforms
processing both types of traffic. Wile device resources are shared
between the two protocols, it is inportant that |Pv6-enabl ed

pl atfornms not experience degraded |Pv4 performance. Thus, |Pv6
benchmar ki ng SHOULD be perforned in the context of a stand-al one
protocol as well as in the context of its coexistence with |Pv4.

The nodifiers defined are i ndependent of the extension header type,
so they can be applied equally to each one of the above tests.

The benchmarking tests described in this section SHOULD be performed
under each of the foll ow ng conditions:

Ext ensi on header specific conditions:

i) IPv6 traffic with no extensi on headers
i) IPv6 traffic with one extension header fromthe list in Section
5.3

iii) 1Pve traffic with the chain of extension headers described in
Section 5.3

Coexi st ence-specific conditions:
iv) | Pv4 ONLY traffic benchmarking
V) | Pv6 ONLY traffic benchmarking

Vi) | Pv4-1Pv6 traffic mx with the ratio 90%vs 10%
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vii) IPv4-1Pv6 traffic mix with the ratio 50% vs 50%
viii) IPv4-1Pv6 traffic mix with the ratio 10%vs 90%
Conmbi ning the test conditions listed for benchmarking I Pv6 as a
st and- al one protocol and the coexistence tests leads to a
| arge-coverage matrix. At a mnimumrequirenent, the coexistence
tests should use IPv6 traffic with no extension headers and the 10%
90% 90% 10% or |1Pv4/1Pv6 traffic mx
The subsequent sections each describe specific tests that MJST be
execut ed under the conditions |isted above for a conplete
benchmar ki ng of | Pv6-forwardi ng performance.

7.1. Throughput
nj ective: To determne the DUT throughput as defined in RFC 1242.
Procedure: Same as RFC 2544.
Reporting Format: Same as RFC 2544.

7.2. Latency
oj ective: To determine the |atency as defined in RFC 1242.
Procedure: Same as RFC 2544.
Reporting Format: Same as RFC 2544.

7.3. Franme Loss
Obj ective: To determine the frane-loss rate (as defined in RFC 1242)
of a DUT throughout the entire range of input data rates and frane
si zes.
Procedure: Same as RFC 2544.
Reporting Format: Sanme as RFC 2544.

7.4. Back-to-Back Franes
Based on the | Pv4 experience, the back-to-back franmes test is
characterized by significant variance due to short-termvariations in

the processing flow. For these reasons, this test is no |onger
recommended for | Pv6 benchmarki ng.
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7.5. System Recovery

nj ective: To characterize the speed at which a DUT recovers from an
overl oad condition.

Procedure: Sanme as RFC 2544.
Reporting Fornmat: Sanme as RFC 2544,
7.6. Reset

oj ective: To characterize the speed at which a DUT recovers froma
device or software reset.

Procedure: Sanme as RFC 2544.
Reporting Format: Same as RFC 2544.
8. | ANA Consi derations

The | ANA has al |l ocated 2001: 0200::/48 for |Pv6 benchmarking, which is
a 48-bit prefix fromthe RFC 4773 pool. This allocation is simlar
to 198.18.0.0/15, defined in RFC 3330 [10]. This prefix length (48)
provides simlar flexibility as the range allocated for |Pv4
benchmarking, and it takes into consideration address conservation
and sinplicity of usage concerns. The requested size neets the
requirenments for testing large network el enments and | arge enmul at ed
net wor ks.

Note: Simlar to RFC 2544 avoiding the use of RFC 1918 address space
for benchmarking tests, this docunent does not recommend the use of
RFC 4193 [4] (Unique Local Addresses) in order to minimnze the
possibility of conflicts with operational traffic.

9. Security Considerations

Benchnarking activities, as described in this neno, are linmted to
technol ogy characterization using controlled stinmuli in a | aboratory
environnent, wth dedi cated address space and the constraints
specified in the sections above.

The benchnarki ng network topology will be an i ndependent test setup
and MUST NOT be connected to devices that may forward the test
traffic into a production network or misroute traffic to the test
management networ k.
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10.

11.

12.

12.

Further, benchmarking is perforned on a "bl ack-box" basis, relying
sol ely on neasurenents observable external to the DUT/ SUT (System
Under Test).

Speci al capabilities SHOULD NOT exist in the DUT/ SUT specifically for
benchnmar ki ng purposes. Any inplications for network security arising
fromthe DUT/ SUT SHOULD be identical in the lab and in production

net wor ks.

The isol ated nature of the benchmarki ng environments and the fact
that no special features or capabilities, other than those used in
operational networks, are enabled on the DUT/ SUT requires no security
consi derations specific to the benchnarki ng process.

Concl usi ons

The Benchmar ki ng Met hodol ogy for Network |nterconnect Devices
docunent, RFC 2544 [9], is for the npbst part applicable to eval uating
the 1 Pv6 performance of network el ements. This docunment addresses
the I Pv6-specific requirenents that MJST be observed when applying
the recommendati ons of RFC 2544. These additional requirements stem
fromthe architecture characteristics of IPv6. This docunent is not
a repl acenent for, but a conplement to, RFC 2544.
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Appendi x A, Theoretical Maxi mum Franme Rates Reference

Thi s appendi x provides the fornulas to cal culate and the val ues for
the theoretical maximum frame rates for two nedia types: Ethernet and
SONET.

A. 1. Ethernet

The t hroughput in frames per second (fps) for various Ethernet
interface types and for a franme size X can be calculated with the
foll owi ng fornul a:

Li ne Rate (bps)

(8bits/byte)*(X+20) bytes/frane

The 20 bytes in the formula is the sumof the preanble (8 bytes) and
the inter-franme gap (12 bytes). The throughput for various Ethernet
interface types and frane sizes:

Si ze 10Mo/ s 100Mo/ s 1000Mo/ s 10000Mo/ s
Byt es pps pps pps pps

64 14, 880 148, 809 1, 488, 095 14, 880, 952
128 8, 445 84, 459 844,594 8, 445, 945
256 4,528 45, 289 452,898 4,528, 985
512 2,349 23, 496 234, 962 2,349, 624
1024 1,197 11, 973 119, 731 1,197, 318
1280 961 9,615 96, 153 961, 538
1518 812 8,127 81, 274 812, 743
1522 810 8, 106 81, 063 810, 635
2048 604 6, 044 60, 444 604, 448
4096 303 3,036 30, 396 303, 691
8192 152 1,522 15, 221 152, 216
9216 135 1, 353 13,534 135, 339

Note: Ethernet’s maxi numfrane rates are subject to variances due to
clock slop. The listed rates are theoretical naxi nums, and actua
tests should account for a +/- 100 ppmtol erance.
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A. 2. Packet over SONET
ANSI T1.105 SONET provides the formula for cal culating the maxi mum
avai | abl e bandwi dth for the various Packet over SONET (PoS) interface
types:
STS-Nc (N = 3Y, where Y=1, 2, 3,etc)
[(N*87) - N3]1*(9 rows)*(8 bit/byte)*(8000 frames/sec)
Packets over SONET can use various encapsul ations: PPP [3], High-
Level Data Link Control (HDLC) [8], and Franme Relay. All these

encapsul ati ons use a 4-byte header
Sequence (FCS) field,
frane size.

t he over

al

a 2-
and a 1-byte Flag that are al

or 4-byte Frame Check

accounted for
The maxi num frane rate for various interface

types can be calculated with the formula (where X represents the
franme size in bytes):

The theoretica

Li ne Rate (bps)

(8bits/byte)*(X+1) byt es/frane

and franme sizes:

maxi mum frame rates for

various PoS interface types

Size CC- 3¢ CC-12c CC- 48c CC- 192¢ OC- 768¢
Bytes fps f ps f ps f ps f ps

47 390,000 1,560,000 6,240,000 24,960,000 99,840,000
64 288,000 1,152,000 4,608,000 18,432,000 73,728,000
128 145,116 580, 465 2,321,860 09,287,441 37,149, 767
256 72,840 291, 361 1, 165, 447 4,661, 789 18, 647, 159
512 36, 491 145, 964 583, 859 2, 335, 438 9, 341, 754
1024 18, 263 73,053 292, 214 1, 168, 858 4,675,434
2048 9, 136 36, 544 146, 178 584, 714 2, 338, 857
4096 4,569 18, 276 73, 107 292, 428 1,169, 714

Popovi ci u,

It is inmportant to note that throughput test results may vary from
the val ues presented in Appendices A1 and A 2 due to bit stuffing
performed by various nedia types [12]. The theoretical throughput
nunbers were rounded down.

et al. I nf or mati onal [ Page 18]



RFC 5180 | Pv6 Benchmar ki ng Met hodol ogy May 2008

Aut hors’ Addr esses

Ci prian Popoviciu

Ci sco Systemns

Kit Creek Road

RTP, North Carolina 27709

USA

Phone: 919 787 8162

EMai | : cpopovi c@i sco. com
Ahned Haneza

Ci sco Systemns

3000 I nnovation Drive
Kanata K2K 3E8
Canada

Phone: 613 254 3656
EMai | : ahanmza@i sco. com

Gunter Van de Vel de
Cisco Systemns

De Kl eetl aan 6a

D egem 1831
Bel gi um

Phone: +32 2704 5473
EMai | : gunter @i sco.com

Di ego Dugatkin

Fast Soft, Inc.

150 S. Los Robl es Ave.
Pasadena, CA 91101
USA

Phone: +1-626-357-7012
EMai | : di ego@ ast soft.com

Popovi ciu, et al. I nf or mati onal [ Page 19]



RFC 5180 | Pv6 Benchmar ki ng Met hodol ogy May 2008

Ful | Copyright Statenent
Copyright (C The IETF Trust (2008).

Thi s docunent is subject to the rights, licenses and restrictions
contained in BCP 78, and except as set forth therein, the authors
retain all their rights.

Thi s docunent and the information contained herein are provided on an
"AS | S' basis and THE CONTRI BUTOR, THE ORGANI ZATI ON HE/ SHE REPRESENTS
OR | S SPONSORED BY (I F ANY), THE | NTERNET SOCI ETY, THE | ETF TRUST AND
THE | NTERNET ENG NEERI NG TASK FORCE DI SCLAI M ALL WARRANTI ES, EXPRESS
OR | MPLI ED, | NCLUDI NG BUT NOT LI M TED TO ANY WARRANTY THAT THE USE OF
THE | NFORVATI ON HEREI' N W LL NOT | NFRI NGE ANY RI GHTS OR ANY | MPLI ED
WARRANTI ES OF MERCHANTABI LI TY OR FI TNESS FOR A PARTI CULAR PURPCSE

Intell ectual Property

The | ETF takes no position regarding the validity or scope of any
Intell ectual Property Rights or other rights that m ght be clained to
pertain to the inplenentation or use of the technol ogy described in
this document or the extent to which any |icense under such rights

m ght or mght not be available; nor does it represent that it has
made any independent effort to identify any such rights. Information
on the procedures with respect to rights in RFC docunents can be
found in BCP 78 and BCP 79.

Copi es of IPR disclosures made to the | ETF Secretariat and any
assurances of licenses to be nmade available, or the result of an
attenpt nade to obtain a general |icense or permission for the use of
such proprietary rights by inplenenters or users of this
specification can be obtained fromthe |ETF on-line | PR repository at
http://ww.ietf.org/ipr.

The 1ETF invites any interested party to bring to its attention any
copyrights, patents or patent applications, or other proprietary
rights that may cover technology that may be required to inpl enent
this standard. Pl ease address the infornation to the |IETF at
ietf-ipr@etf.org.
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