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Status of This Meno

This menmo defines an Experinental Protocol for the Internet
conmunity. It does not specify an Internet standard of any kind.
Di scussi on and suggestions for inprovenent are requested.
Distribution of this menmo is unlinited.

| ESG Not e

This RFC is not a candidate for any level of Internet Standard. It
represents the consensus of the Delay Tol erant Networking (DTN)
Research Group of the Internet Research Task Force (IRTF). It may be
consi dered for standardization by the IETF in the future, but the

| ETF di scl ai ns8 any know edge of the fitness of this RFC for any
purpose and in particular notes that the decision to publish is not
based on | ETF review for such things as security, congestion control
or inappropriate interaction with deployed protocols. See RFC 3932
for nore information.

Abst ract

Thi s docunent describes the Licklider Transm ssion Protocol (LTP),
designed to provide retransm ssion-based reliability over |inks
characterized by extrenely |long nmessage round-trip tinmes (RTTs)
and/ or frequent interruptions in connectivity. Since comrunication
across interplanetary space is the nost prom nent exanple of this
sort of environment, LTP is principally aimed at supporting "l ong-
haul " reliable transm ssion in interplanetary space, but it has
applications in other environnents as well.

Thi s docunent is a product of the Delay Tol erant Networking Research

Group and has been reviewed by that group. No objections to its
publication as an RFC were raised.
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1. Introduction

Thi s docunent serves as the mmin protocol specification of LTP and is
part of a series of documents describing LTP. O her docunents in
this series include the notivation docunent [LTPMIV] and the protoco
ext ensi ons docunent [LTPEXT]. We strongly reconmmend reading the
protocol notivation docunent before reading this docunent, to
establish sufficient background and motivation for the specification

LTP does Automatic Repeat reQuest (ARQ of data transm ssions by
soliciting selective-acknow edgnent reception reports. It is
stateful, and has no negotiation or handshakes.

In an Interplanetary Internet setting deploying the Bundl e Protoco
that is being devel oped by the Delay Tol erant Networki ng Research
Goup, LTP is intended to serve as a reliable "convergence | ayer"
protocol operating in pairw se fashi on between adj acent
Interplanetary Internet nodes that are in direct radio frequency (RF)
conmuni cation. |In that operational scenario, and potentially in sone
ot her depl oynents of the Bundle Protocol, LTP runs directly over a
data-link | ayer protocol; when this is the case, forward error
correction codi ng and/ or checksum mechani snms in the underlying data-
link |ayer protocol nust ensure the integrity of the data passed

bet ween the communicating entities.

Since no nechanisns for flow control or congestion control are

included in the design of LTP, this protocol is not intended or
appropriate for ubiquitous deploynent in the global Internet.
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When LTP is run over UDP, it nust only be used for software

devel opnent or in private | ocal area networks. Wen LTP is not run
over UDP, it nust be run directly over a protocol (nominally a Iink-
| ayer protocol) that neets the requirements specified in Section 5.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [B97].

2. Term nol ogy
(1) Engine ID

A nunber that uniquely identifies a given LTP engine, w thin sone

cl osed set of communicating LTP engines. Note that when LTP is
operating underneath the Del ay-Tol erant Networking (DTN) [DTN] Bundl e
Protocol [BP], the convergence | ayer adapter mediating the two will
be responsible for translati ng between DIN endpoint |IDs and LTP
engine IDs in an inplenentation-specific nmanner.

(2) Bl ock

An array of contiguous octets of application data handed down by the
upper | ayer protocol (typically Bundle Protocol) to be transmtted
fromone LTP client service instance to another

Any subset of a bl ock conprising contiguous octets beginning at the
start of the block is termed a "bl ock prefix", and any such subset of
the block ending with the end of the block is termed a "bl ock

suf fix".

(3) Red-Part

The bl ock prefix that is to be transmitted reliably, i.e., subject to
acknow edgnment and retransm ssion

(4) Green-Part

The bl ock suffix that is to be transnmitted unreliably, i.e., not

subj ect to acknow edgrments or retransm ssions. |If present, the
green-part of a block begins at the octet follow ng the end of the
red-part.

(5) Session

A thread of LTP protocol activity conducted between two peer engines

for the purpose of transmitting a block. Data flowin a session is
unidirectional: data traffic flows fromthe sending peer to the
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recei ving peer, while data-acknow edgnment traffic flows fromthe
receiving peer to the sending peer

(6) Sender

The data sendi ng peer of a session.
(7) Receiver

The data receiving peer of a session.
(8) dient Service Instance

A software entity, such as an application or a higher-layer protoco
i mpl ementation, that is using LTP to transfer data.

(9) Segnent

The unit of LTP data transmission activity. It is the data structure
transmtted fromone LTP engine to another in the course of a
session. Each LTP segnent is of one of the follow ng types: data
segnment, report segnent, report-acknow edgment segment, cance
segnment, cancel - acknow edgnment segnent .

(10) Reception Claim

An assertion of reception of some number of contiguous octets of
application data (a subset of a block) characterized by: the offset
of the first received octet, and the nunmber of contiguous octets
recei ved (beginning at the offset).

(11) Scope

Scope identifies a subset of a block and conprises two nunbers --
upper bound and | ower bound.

For a data segnent, |ower bound is the offset of the segnent’s
application data fromthe start of the block (in octets), while upper
bound is the sumof the offset and length of the segnent’s
application data (in octets). For exanple, a segnment with a bl ock

of fset of 1000 and |l ength of 500 would have a | ower bound of 1000 and
upper bound of 1500.

For a report segnment, upper bound is the end of the block prefix to
which the reception clains in the report apply, while |l ower bound is
the end of the (smaller) interior block prefix to which the reception
clains in the report do *not* apply. That is, data at any offset
equal to or greater than the report’s |ower bound but less than its
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upper bound and not designated as "received" by any of the report’s
reception clainms must be assumed not received, and therefore eligible
for retransmission. For exanple, if a report segment carried a | ower
bound of 1000 and an upper bound of 5000, and the reception clainms

i ndi cated reception of data within offsets 1000-1999 and 3000- 4999,
data within the block offsets 2000-2999 can be consi dered m ssing and
eligible for retransni ssion

Reception reports (which may conprise multiple report segnents) also
have scope, as defined in Section 6.11

(12) End of Bl ock (EOB)

The | ast data segnent transmtted as part of the origina

transm ssion of a block. This data segnent also indicates that the
segnment’ s upper bound is the total length of the block (in octets).
(13) End of Red-Part (EORP)

The segnment transnmitted as part of the original transnmission of a
bl ock containing the |last octet of the block’s red-part. This data
segnent al so indicates that the segnent’s upper bound is the [ ength
of the block’s red-part (in octets).

(14) Checkpoi nt

A data segrment soliciting a reception report fromthe receiving LTP
engi ne. The EORP segment must be flagged as a checkpoint, as mnust
the | ast segment of any retransm ssion; these are "mandatory
checkpoints". All other checkpoints are "discretionary checkpoints".
(15) Reception Report

A sequence of one or nore report segments reporting on all block data
reception within some scope

(16) Synchronous Reception Report
A reception report that is issued in response to a checkpoint.
(17) Asynchronous Reception Report

A reception report that is issued in response to sone inplenmentation-
defined event other than the arrival of a checkpoint.
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(18) Primary Reception Report

A reception report that is issued in response to sone event other
than the arrival of a checkpoint segment that was itself issued in
response to a reception report. Primary reception reports include
al | asynchronous reception reports and all synchronous reception
reports that are sent in response to discretionary checkpoints or to
the EORP segnent for a session

(19) Secondary Reception Report

A reception report that is issued in response to the arrival of a
checkpoi nt segnent that was itself issued in response to a reception
report.

(20) Self-Delimting Nuneric Val ue ( SDNV)

The design of LTP attenpts to reconcile m nimal consunption of
transm ssion bandwi dth with

(a) extensibility to satisfy requirenents not yet identified, and

(b) scalability across a very wi de range of network sizes and
transm ssi on payl oad si zes.

The SDNV encodi ng schene is nodel ed after the Abstract Syntax

Not ati on One [ASNLl] schene for encoding Object Identifier values. In
a data field encoded as an SDNV, the nost significant bit (MsSB) of
each octet of the SDNV serves to indicate whether or not the octet is
the last octet of the SDNV. An octet with an MSB of 1 indicates that
it is either the first or a mddle octet of a nulti-octet SDNV; the
octet with an MSB of 0 is the last octet of the SDNV. The val ue
encoded in an SDNV is found by concatenating the 7 |east significant
bits of each octet of the SDNV, beginning at the first octet and
ending at the |last octet.
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The foll owing exanples illustrate the encoding schene for various
hexadeci mal val ues.

OxABC : 1010 1011 1100
i's encoded as

{100 1010 1} {0 011 1100}

= 10010101 00111100

0x1234 : 0001 0010 0011 0100
= 1 0010 0011 0100
i's encoded as

{10 1 0010 0} {0 011 0100}

= 10100100 00110100

0x4234 : 0100 0010 0011 0100
=100 0010 0011 0100
i's encoded as

{1000000 1} {1 00 0010 O} {0 011 0100}

= 10000001 10000100 00110100
OX7F ;0111 1111

=111 1111

i's encoded as

{0 111 1111}

= 01111111
Not e:

Care must be taken to make sure that the value to be encoded is
padded with zeroes at the nobst significant bit end (NOT at the |east
significant bit end) to nake its bitwise length a nultiple of 7

bef ore encodi ng.

VWiile there is no theoretical |limt on the size of an SDNV field, we

note that the overhead of the SDNV schenme is 1:7, i.e., 1 bit of
overhead for every 7 bits of actual data to be encoded. Thus, a
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7-octet value (a 56-bit quantity with no | eading zeroes) would be
encoded in an 8-octet SDNV; an 8-octet value (a 64-bit quantity with
no | eadi ng zeroes) would be encoded in a 10-octet SDNV. In general
an N-bit quantity with no | eading zeroes would be encoded in a

ceil (NN7) octet SDNV, where ceil is the integer ceiling function
Clearly, for fields that typically carry larger values such as RSA
public keys, the SDNV overhead coul d becone unacceptable. Hence,
when adopting the SDNV schenme for other purposes related to this
docunent, such as any protocol extensions, we RECOMVEND that if the
typical data field value is expected to be larger than 8 octets, then
the data field should be specified as a {LENGIH, VALUE} tuple, with
the LENGTH paraneter encoded as an SDNV fol |l owed by LENGTH octets
housi ng the VALUE of the data field.

We al so note that SDNV is clearly not the best way to represent every
nuneric value. Wen the maxi mum possi bl e value of a nunber is known
wi t hout question, the cost of additional bits may not be justified.
For exanple, an SDNV is a poor way to represent an integer whose
value typically falls in the range 128 to 255. 1In general, though

we believe that the SDNV representation of various protocol data
fields in LTP segnments yields the smallest segnment sizes without
sacrificing scalability.

3. Segnent Structure
Each LTP segment conprises
(a) a "header" in the format defined bel ow
(b) zero or nore octets of "content".

(c) zero or nore octets of "trailer" as indicated by information
in the "Extensions field" of the header

LTP segnents are of four general types depending on the nature of the
content carried:

Data segnents flow fromthe sender to the receiver and carry
client service (application) data.

A report segment flows fromthe receiver to the sender and carries
data reception clainms together with the upper and | ower bounds of
the bl ock scope to which the clainms pertain

A report-acknow edgnent segnment flows fromthe sender to the

recei ver and acknowl edges reception of a report segment. It
carries the serial number of the report being acknow edged.
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Sessi on managenent segnents nay be generated by both the sender
and the receiver and are of two general sub-types: cancellation
and cancel | ati on-acknow edgnent. A cancellation segnment initiates
session cancel l ati on procedures at the peer and carries a single
byte reason-code to indicate the reason for session cancellation.
Cancel | ati on-acknow edgnent segnents nerely acknow edge reception
of a cancellation segnment and have no content.

The overall segment structure is illustrated bel ow
Bi t 0 1 2 3 4 5 6 7
N +---- - +---- - +---- - +---- - +---- - +---- - +---- - +---- - +
| | Ver si on numnber | Segnment Type Fl ags | Control
| R R + -byte
| | |
| / Session ID \
| \ /
Header +----------------------- e +
| | Header Extension Cnt. | Trailer Extension Cnt.| Extensions
| . . +
| | |
| / Header Extensions \
| \ /
V o e m e e e e e e e e e e e e e e e e e e e e e e e e ao— - +
| |
| |
| |
| Segnent Cont ent |
/ \
\ /
| |
| |
| |
N o m e e e e e e e e e e e e e e e e e e e mmmmemamao o +
| |
Trailer / Trail er Extensions \
| \ /
V R T T +

3.1. Segnment Header

An LTP segnment header conprises three data itens: a single-octet
control byte, the session ID, and the Extensions field.

Control byte conprises the foll ow ng:

Versi on nunmber (4 bits): MJST be set to the binary val ue 0000 for
this version of the protocol.
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Segnent type flags (4 bits): described in Section 3.1. 1.

Session I D uniquely identifies, anpbng all transm ssions between the
sender and receiver, the session of which the segnment is one token.
It conprises the follow ng:

Session originator (SDNV): the engine ID of the sender

Session nunber (SDNV): typically a random nunber (for anti-DoS
reasons), generated by the sender

The format and resol ution of session nunber are matters that are
private to the LTP sender; the only requirenment inposed by LTP is
that every session initiated by an LTP engi ne MJUST be uni quely
identified by the session ID.

The Extensions field is described in Section 3.1.4.
3.1.1. Segment Type Fl ags

The last 4 bits of the control byte in the segnment header are flags
that indicate the nature of the segment. In order (nost significant
bit first), these flags are CTRL, EXC, Flag 1, and Fl ag O.

A value of 0 in the CTRL (Control) flag identifies the segnment as a
data segment, while a value of 1 identifies it as a control segnent.
A data segrment with the EXC (Exception) flag set to O is a red-part
segnent; a data segnent with EXC set to 1 is a green-part segnent.
For a control segment, having the EXC flag set to 1 indicates that
the segnent pertains to session cancellation activity. Any data
segnent (whether red-part or green-part) with both Flag 1 and Flag O
set to 1 indicates EOB. Any data segnment (whether red-part or
green-part) with both Flag 1 and Flag O set to O indicates data

wi t hout any additional protocol significance. Any red-part data
segnment with either flag bit non-zero is a checkpoint. Any red-part
data segnent with Flag 1 set to 1 indicates the end of red-part.
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Put anot her way:

if (CTRL flag = 0)
segnent is a data segrment if (EXC flag = 0)
segnment contains only red-part data if (Flag 1 = 1)
segnent is a checkpoint segnent is the |last segment in the
red part of the block if (Flag 0 = 1)
segnent is the | ast segnment in the bl ock
el se // segment is not end of red-part
if (Flag 0 = 1)
segnment is a checkpoint
el se
segnent contains only green-part data if (Flag 1 = 1)
if (Flag 0 = 1)
segnent is the last segnment in the bl ock
el se
segnent is a control segrment if (EXC flag = 0)
segnent pertains to report activity if (flag 0 = 0)
segment is a report segment
el se
segnent is an acknow edgnent of a report segnent

el se
segnent pertains to session cancellation activity if (Flag 1 =
0)
segnent pertains to cancellation by block sender if (Flag 0
= ]_)
segnent is a cancellation by sender
el se
segnent is an acknow edgnent of a cancellation by sender
el se
segnent pertains to cancellation by block receiver if (Flag
0=1)
segment is a cancellation by receiver
el se
segnent is an acknow edgnent of a cancell ation by
receiver
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Conbi nati ons of the settings of the segnent type flags CTRL, EXC,

Flag 1,

and Flag O constitute segnent type codes,

whi ch serve as

conci se representations of detail ed segnment nature.

CTRL EXC Flag 1 Flag 0 Code

0 0 0 0 0
0 0 0 1 1
0 0 1 0 2
0 0 1 1 3
0 1 0 0 4
0 1 0 1 5
0 1 1 0 6
0 1 1 1 7
1 0 0 0 8
1 0 0 1 9
1 0 1 0 10
1 0 1 1 11
1 1 0 0 12
1 1 0 1 13
1 1 1 0 14
1 1 1 1 15
Ranmdas, et al.

Experi ment al

Nat ure of segnent

NOT { Checkpoi nt, EORP or
Checkpoi nt, NOT {EORP or
Checkpoi nt,
Checkpoi nt,

Red dat a
Red dat a, EORP, EOB
NOT EOB

undefi ned

undefi ned

EOB

dat a,
dat a,
dat a,
dat a,

G een
G een
G een
G een

Report segnent
Report - acknow edgnment segnent

Control segment, undefined
Control segment, undefined
Cancel segnent from bl ock sender

Cancel - acknow edgnent segnent
to bl ock sender

Cancel segnent from bl ock receiver
Cancel - acknow edgnent segnent
to bl ock receiver

ECRP, NOT ECB
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3.1.3. Segment O ass Msks

For the purposes of this specification, sone bit patterns in the
segnment type flags field correspond to "segnent classes" that are
desi gnat ed by menonics. The menonics are intended to evoke the
characteristics shared by all types of segnents characterized by
these flag bit patterns.

CTRL EXC Flag 1 Flag O Mienonic Description

0 O - 1
- - Or - -
0 0 1 - cP Checkpoi nt
0 0 1 - EORP End of red-part;
red-part size = offset + length
0 - 1 1 EOB End of bl ock
bl ock size = offset + length
1 0 0 0 RS Report segment;
carries reception clains
1 0 0 1 RA Report - acknow edgnent segnent
1 1 0 0 Cs Cancel segnent from bl ock sender
1 1 0 1 CAS Cancel - acknow edgnent segnent
to bl ock sender
1 1 1 0 CR Cancel segnent from bl ock receiver
1 1 1 1 CAR Cancel - acknow edgnent segnent
to bl ock receiver
1 1 - 0 Cx Cancel segnent (generic)
1 1 - 1 CAX Cancel - acknow edgnent segnent

(generic)
3.1.4. Extensions Field
The Extensions field enables the inclusion of zero or nore functiona

extensions to the basic LTP segnent, each in type-|ength-value (TLV)
representati on as expl ai ned bel ow.
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The first octet of the Extensions field indicates the nunmber of
extensions present in the segnent: the high-order 4 bits indicate the
nunber of extension TLVs in the header (imediately follow ng the

ext ensi ons count octet and preceding the segnent’s content), while
the loworder 4 bits indicate the nunmber of extension TLVs in the
trailer (imediately followi ng the segnent’s content). That is, each
segnent may have fromO to 15 extension TLVs in its header and fromO
to 15 extension TLVs in its trailer. |In the absence of any extension
TLVs, all bits of this extensions count octet MJUST be set to zero.

Note that it is valid for header extensions to be i mediately
followed by trailer extensions; for exanple, since a CAx segnent has
no contents, it may have header extensions inmmediately foll owed by
trail er extensions.

Each extension consists of a one-octet tag identifying the type of
the extension, followed by a | ength paraneter in SDNV form foll owed
by a value of the specified | ength.

The diagram below illustrates the extension TLVs as they may occur in
the header or trailer

oo Y NN 11--+

|ext-tag | length | value

e e 1]--ee--- oo 1]--ee--- +
| ext-tag | | ength | val ue
R A 1l----- N H------- +
| ext-tag | l ength | val ue

Fomm e TSR TSR +

The |1 ANA naintains an LTP Extension Tag registry as shown bel ow. See
the | ANA consi derations section below for details of code point
assignment in the Unassigned range.

Ext ensi on tag Meani ng

0x00 LTP aut henti cati on extensi on [ LTPEXT]
0x01 LTP cooki e extension [LTPEXT]

0x02- OXAF Unassi gned

0xBO- OxBF Reser ved

0xCO- OXFF Private / Experimental Use

Note that since the last quarter of the extension-tag space is for
experimental use, inplenentations should be aware that collisions for
these tags are possible.
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3.2. Segnment Content
3.2.1. Data Segnent (DS)

The content of a data segnent includes client service data and the
net adata enabling the receiving client service instance to receive
and make use of that data

Client service |ID (SDNV)

The client service ID nunber identifies the upper-level service to
which the segnent is to be delivered by the receiver. It is
functionally anal ogous to a TCP port nunber. |If nmultiple

i nstances of the client service are present at the destination

mul ti pl exi ng nmust be done by the client service itself on the
basis of information encoded within the transmtted bl ock

O fset (SDNV)
O fset indicates the I ocation of the segnment’s client service data
within the session’s transmtted block. It is the nunber of bytes

in the block prior to the byte fromwhich the first octet of the
segnent’s client service data was copied

Lengt h ( SDNV)
The length of the ensuing client service data, in octets.

If the data segnment is a checkpoint, the segment MJST additionally
include the followi ng two serial nunbers (checkpoint serial nunber
and report serial nunber) to support efficient retransm ssion. Data
segnents that are not checkpoints MJST NOT have these two fields in
the header and MJST continue on directly with the client service

dat a.

Checkpoi nt serial nunber (SDNV)

The checkpoi nt serial nunber uniquely identifies the checkpoint
anong all checkpoints issued by the block sender in a session

The first checkpoint issued by the sender MJST have this seria
nunber chosen randomy for security reasons, and it is RECOMVENDED
that the sender use the guidelines in [ESCO5] for this. Any
subsequent checkpoints issued by the sender MJST have the seria
nunber val ue found by increnmenting the prior checkpoint seria
nunber by 1. Wen a checkpoint segment is retransmitted, however,
its serial nunber MJST be the same as when it was originally
transmtted. The checkpoint serial number MJST NOT be zero.
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Report serial nunber (SDNV)

If the checkpoi nt was queued for transmission in response to the
reception of an RS (Section 6.13), then its value MJST be the
report serial nunmber value of the RS that caused the data segnent
to be queued for transm ssion

Q herwi se, the value of report serial number MJST be zero.
Client service data (array of octets)

The client service data carried in the segnment is a copy of a
subset of the bytes in the original client service data bl ock
starting at the indicated offset.

3.2.2. Report Segment (RS)

The content of an RS conprises one or nore data reception clains,
together with the upper and | ower bounds of the scope within the data
bl ock to which the clains pertain. It also includes two seria
nunbers to support efficient retransm ssion

Report serial nunber (SDNV)

The report serial nunber uniquely identifies the report anong al
reports issued by the receiver in a session. The first report

i ssued by the receiver MJIST have this serial nunber chosen
randomy for security reasons, and it is RECOMVENDED t hat the
recei ver use the guidelines in [ESCO5] for this. Any subsequent
RS i ssued by the receiver MIST have the serial nunber val ue found
by increnmenting the last report serial nunber by 1. Wen an RSis
retransmitted however, its serial nunber MJUST be the sane as when
it was originally transmitted. The report serial nunber MJST NOT
be zero.

Checkpoi nt serial nunber (SDNV)

The val ue of the checkpoint serial number MJST be zero if the
report segnent is NOT a response to reception of a checkpoint,
i.e., the reception report is asynchronous; otherw se, it MJST be
the checkpoint serial nunber of the checkpoint that caused the RS
to be issued.

Upper bound ( SDNV)

The upper bound of a report segment is the size of the block
prefix to which the segnent’s reception clains pertain
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Lower bound ( SDNV)

The | ower bound of a report segment is the size of the (interior)
bl ock prefix to which the segnment’s reception clainms do NOT
pertain.

Recepti on cl ai m count (SDNV)
The nunber of data reception clainms in this report segment.

Reception cl ai s
Each reception claimconprises two el ements: offset and | ength.

O fset (SDNV)

The offset indicates the successful reception of data begi nning
at the indicated offset fromthe | ower bound of the RS. The

of fset within the entire bl ock can be cal cul ated by sunmm ng
this offset with the | ower bound of the RS

Lengt h ( SDN\V)

The I ength of a reception claimindicates the nunber of
contiguous octets of block data starting at the indicated
of fset that have been successfully received.

Reception clainms MIST conformto the follow ng rules:

A reception clainis length shall never be |l ess than 1 and shal
never exceed the difference between the upper and | ower bounds
of the report segment.

The offset of a reception claimshall always be greater than
the sumof the offset and length of the prior claim if any.

The sum of a reception clainis offset and length and the | ower
bound of the report segnent shall never exceed the upper bound
of the report segnent.

Implied requests for retransm ssion of client service data can be
inferred froman RS s data reception clains. However, *nothing* can
be inferred regarding reception of block data at any offset equal to
or greater than the segnent’s upper bound or at any offset |ess than
the segnment’s | ower bound.
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For exanple, if the scope of a report segnent has | ower bound 0 and
upper bound 6000, and the report contains a single data reception
claimwith offset 0 and |l ength 6000, then the report signifies
successful reception of the first 6000 bytes of the block. |If the
total length of the block is 6000, then the report additionally
signifies successful reception of the entire bl ock

If on the other hand, the scope of a report segnent has | ower bound
1000 and upper bound 6000, and the report contains two data reception
clains, one with offset 0 and | ength 2000 and the other with offset
3000 and |l ength 500, then the report signifies successful reception
only of bytes 1000-2999 and 4000-4499 of the block. Fromthis we can
i nfer that bytes 3000-3999 and 4500-5999 of the block need to be
retransmtted, but we cannot infer anything about reception of the
first 1000 bytes or of any subsequent data begi nning at bl ock offset
6000.

3.2.3. Report Acknow edgnent Segnent

The content of an RAis sinply the report serial nunber of the RS in
response to which the segnment was generat ed.

Report serial nunber (SDNV)

This field returns the report serial nunber of the RS being
acknow edged.
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3.2.4. Session Managenent Segnents

Cancel segnments (Cx) carry a single byte reason-code with the
foll owi ng semanti cs:

Reason- Code Mhenoni ¢ Semantics

00 USRCNCLD Qlient service canceled session.
01 UNREACH Unreachabl e client service
02 RLEXC Retransmi ssion limt exceeded.
03 M SCOLORED Received either a red-part data segnent

at bl ock offset above any green-part
data segment offset or a green-part
data segment at bl ock of fset bel ow any
red-part data segment offset.

04 SYS CNCLD A systemerror condition caused
unexpect ed session term nation
05 RXMICYCEXC Exceeded the Retransm ssion-Cycles limt.
06- FF Reserved

The Cancel - acknow edgrments (CAx) have no content.
Not e: The reason we use different cancel segnent types for the
originator and recipient is to allow a | oopback node to work without
di sturbing any replay protection nechanismin use.

3.3. Segnent Trailer

The segment trailer consists of a sequence of zero to 15 extension
TLVs as described in Section 3.1.4 above.

4. Requests fromddient Service
In all cases, the representation of request paraneters is a |loca
i mpl enentation matter, as are validation of paraneter val ues and

notification of the client service in the event that a request is
found to be invalid.
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4.1. Transm ssi on Request

In order to request transmission of a block of client service data,
the client service MIST provide the follow ng paraneters to LTP:

Destination client service ID

Destination LTP engine ID

Client service data to send, as an array of bytes.
Length of the data to be sent.

Length of the red-part of the data. This value MJST be in the
range fromzero to the total length of data to be sent.

On reception of a valid transm ssion request froma client service,
LTP proceeds as foll ows.

First, the array of data to be sent is subdivided as necessary, with
each subdivision serving as the client service data of a single new
LTP data segment. The algorithmused for subdividing the data is a
| ocal inplementation matter; it is expected that data size
constraints inposed by the underlying comuni cation service, if any,
will be accommpdated in this algorithm

The last (and only the last) of the resulting data segnents nust be
mar ked as the EOB (end of bl ock).

Note that segnent type indicates that the client service data in a
given LTP segnent either is or is not in the red-part of the bl ock
To prevent segnent type anbiguity, each data segnent MJUST contain
either only red-part data or only green-part data. Therefore, when
the length of the block’s red-part is N, the total length of the
block is M and Nis not equal to M the (N+1)th byte of the block
SHOULD be the first byte of client service data in a green-part data
segnent. Note that this nmeans that at the red-part boundary, LTP nay
send a segnment of size lesser than the link MU size. For bandwi dth
efficiency reasons, inplenentations MAY choose to instead mark the
entire segnent (wthin which the red-part boundary falls) as red-
part, causing green-part data falling within the segnent to al so be
treated as red-part.

If the length of the block’s red-part is greater than zero, then the
| ast data segnent containing red-part data rmust be marked as the EORP
(end of red-part) segment by setting the appropriate segnent type
flag bits (Section 3.1.2). Zero or nore preceding data segments
containing red-part data (selected according to an algorithmthat is
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a local inplementation nmatter) MAY additionally be nmarked as a CP
(Checkpoint), and serve as additional discretionary checkpoints
(Section 3.1.2).

Al data segnments are appended to the (conceptual) application data
gueue bound for the destination engine, for subsequent transm ssion

Finally, a session start notice (Section 7.1) is sent back to the
client service that requested the transm ssion

4.2. Cancell ation Request

In order to request cancellation of a session, either as the sender
or as the receiver of the associated data block, the client service
nmust provide the session ID identifying the session to be cancel ed.

On reception of a valid cancellation request froma client service,
LTP proceeds as foll ows.

First, the internal "Cancel Session" procedure (Section 6.19) is
i nvoked.

Next, if the session is being canceled by the sender (i.e., the
session originator part of the session ID supplied in the
cancel l ation request is the local LTP engine ID):

- If none of the data segnents previously queued for transm ssion
as part of this session have yet been de-queued and transnitted
-- i.e., if the destination engine cannot possibly be aware of
this session -- then the session is sinply closed; the "C ose
Sessi on" procedure (Section 6.20) is invoked.

- O herwise, a CS (cancel by block sender) segnent with the
reason- code USR_CNCLD MUST be queued for transm ssion to the
destination LTP engine specified in the transm ssion request
that started this session.

O herwise (i.e., the session is being canceled by the receiver):

- If there is no transm ssion queue-set bound for the sender
(possi bly because the local LTP engine is running on a receive-
only device), then the session is sinply closed; the "C ose
Sessi on" procedure (Section 6.20) is invoked.

- O herwise, a CR (cancel by block receiver) segment with reason-

code USR CNCLD MUST be queued for transmi ssion to the bl ock
sender .
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5.

Requi renents fromthe Operating Environnent
LTP is designed to run directly over a data-link |ayer protocol

LTP MJUST only be depl oyed directly over UDP, for software devel opnent
purposes or for use in private |ocal area networks, for exanple, in a
sparse sensor network where the |ink, when available, is only used
for LTP traffic.

In either case, the protocol |ayer imediately underlying LTP is
referred to as the "local data-link layer” for the purposes of this
speci fication.

When the local data-link [ayer protocol is UDP, (a) the content of
each UDP datagram MJST be an integral number of LTP segnments and (b)
the LTP authentication [LTPEXT] extension SHOULD be used unl ess the
end-to-end path is one in which either the |ikelihood of datagram
content corruption is negligible or the consequences of receiving and
processing corrupt LTP segnents are insignificant (as during software
devel opnent). In addition, the LTP authentication [LTPEXT] extension
SHOULD be used to ensure data integrity unless the end-to-end path is
one in which either the likelihood of datagram content corruption is
negligible (as in some private |ocal area networks) or the
consequences of receiving and processing corrupt LTP segnents are

i nsignificant (as perhaps during software devel opnent).

When the | ocal data-link |layer protocol is not UDP, the content of
each | ocal data-link |layer protocol frame MJST be an integral nunber
of LTP segnents.

The | ocal data-link |ayer protocol MJST be a protocol that, together
with the operating environment in which that protocol is inplemented,
satisfies the followi ng requirenents:

- It is required to informLTP whenever the link to a specific LTP
destination is brought up or torn down. Simlarly, it is
required to informthe |ocal LTP engine whenever it is known
that a renbte LTP engine is set to begin or stop comunication
with the | ocal engine based on the engines’ operating schedul es.

- It is required to provide link state cues to LTP upon
transm ssion of the CP, RS (report), EORP, EOB, and Cx (cancel)
segnents so that tiners can be started

- It is required to provide, upon request, the current distance
(in light seconds) to any peer engine in order to calcul ate
timeout intervals.
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A M B (Managenent Information Base) with the above paraneters,
updated periodically by the local data-link |ayer and the operating
envi ronnent, should be nade available to the LTP engine for its
operations. The details of the MB are, however, beyond the scope of
this document.

The underlying data-link layer is required to never deliver

i nconpl etely received LTP segnments to LTP. In the absence of the use
of LTP authentication [LTPEXT], LTP also requires the underlying

| ocal data-link |ayer protocol to performdata integrity checking of
the segnents received. Specifically, the |local data-link |ayer
protocol is required to detect any corrupted segnents received and to
silently discard them

6. Internal Procedures

This section describes the internal procedures that are triggered by
the occurrence of various events during the lifetine of an LTP
sessi on.

Whenever the content of any of the fields of the header of any

recei ved LTP segnment does not conformto this specification docunment,
the segnment is assuned to be corrupt and MJST be di scarded

i medi ately and processed no further. This procedure supersedes al
ot her procedures described bel ow.

Al'l internal procedures described below that are triggered by the
arrival of a data segment are superseded by the follow ng procedure
in the event that the client service identified by the data segnent
does not exist at the local LTP engine:

- If there is no transm ssion queue-set bound for the bl ock sender
(possi bly because the local LTP engine is running on a receive-
only device), then the received data segnment is sinply
di scar ded.

- Oherwise, if the data segnent contains data fromthe red-part
of the block, a CRwith reason-code UNREACH MJST be enqueued for
transm ssion to the block sender. A CR with reason-code UNREACH
SHOULD be simlarly enqueued for transm ssion to the data sender
even if the data segnent contained data fromthe green-part of
the bl ock; note however that (for exanple) in the case where the
bl ock receiver knows that the sender of this green-part data is
functioning in a "beacon" (transnmit-only) fashion, a CR need not
be sent. In either case, the received data segnent is
di scar ded.

Ramadas, et al. Experi ment al [ Page 24]



RFC 5326 LTP - Specification Sept ember 2008

6.1. Start Transm ssion

This procedure is triggered by the arrival of a link state cue
indicating the start of transm ssion to a specified renote LTP
engi ne.

Response: the de-queuing and delivery of segnents to the LTP engi ne
specified in the link state cue begins.

6.2. Start Checkpoint Tiner

This procedure is triggered by the arrival of a link state cue
i ndi cating the de-queuing (for transm ssion) of a CP segment.

Response: the expected arrival tine of the RS segnent that will be
produced on reception of this CP segnent is computed, and a countdown
timer is started for this arrival time. However, if it is known that
the renpte LTP engi ne has ceased transmni ssion (Section 6.5), then
this timer is i mediately suspended, because the conputed expected
arrival time may require an adjustnment that cannot yet be conputed.

6.3. Start RS Tinmer

This procedure is triggered by the arrival of a link state cue
i ndi cating the de-queuing (for transm ssion) of an RS segnent.

Response: the expected arrival time of the RA (report acknow edgnent)
segnment in response to the reception of this RS segnent is conputed,

and a countdown timer is started for this arrival time. However, as
in Section 6.2, if it is known that the renote LTP engi ne has ceased
transm ssion (Section 6.5), then this tiner is i medi ately suspended,
because the conputed expected arrival tinme may require an adjustnment

that cannot yet be conputed.

6.4. Stop Transm ssion
This procedure is triggered by the arrival of a link state cue
i ndicating the cessation of transmssion to a specified renote LTP
engi ne.
Response: the de-queuing and delivery to the underlying comruni cation

system of segments fromtraffic queues bound for the LTP engi ne
specified in the link state cue ceases.
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6.5. Suspend Tiners

This procedure is triggered by the arrival of a link state cue

i ndi cating the cessation of transm ssion froma specified renote LTP
engine to the local LTP engine. Normally, this event is inferred
from advance know edge of the renote engine’ s planned transmn ssion
schedul e.

Response: countdown timers for the acknow edgi ng segnents that the
renote engine is expected to return are suspended as necessary based
on the foll owi ng procedure.

The nom nal renobte engi ne acknow edge transm ssion tine is conputed
as the sumof the transmission time of the original segnent (to which
the acknow edgi ng segnent will respond) and the one-way light time to
the renote engine, plus N seconds of "additional anticipated |atency"
(AAL) enconpassing anticipated transnm ssion del ays other than signa
propagation tinme. N is determned in an inplenentation-specific
manner. For exanple, when LTP is depl oyed in deep-space vehicles,
the one-way light time to the renote engine may be very large while N
may be relatively small, covering processing and queui ng delays. N
may be a network managenent parameter, for which 2 seconds seens |ike
a reasonabl e default value. As another exanple, when LTP is depl oyed
in aterrestrial "data nule" environnent, one-way light time |atency
is effectively zero while N may need to be sonme dynam cally conputed
function of the data nule circul ati on schedul e.

If the nom nal rempte engi ne acknow edge transmi ssion time is greater
than or equal to the current time (i.e., the acknow edgi ng segnent
may be presented for transmission during the tine that transnission
at the renote engine is suspended), then the countdown tiner for this
acknow edgi ng segnent is suspended.

6.6. Resune Tiners

This procedure is triggered by the arrival of a link state cue
indicating the start of transmission froma specified renote LTP
engine to the local LTP engine. Normally, this event is inferred
from advance knowl edge of the renote engine' s planned transmni ssion
schedul e.

Response: expected arrival time is adjusted for every acknow edgi ng
segnent that the renpte engine is expected to return, for which the
countdown timer has been suspended. First, the transmni ssion del ay

interval is calculated as foll ows:
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- The nominal renote engi ne acknowl edge transmission tine is
conputed as the sumof the transmission time of the origina
segnent (to which the acknow edgi ng segrment will respond) and
the one-way light time to the rennte engine, plus N seconds of
AAL Section 6.5.

- If the nominal renote engi ne acknow edge transmission tine is
greater than the current tinme, i.e., the renote engine resuned
transm ssion prior to presentation of the acknow edgi ng segnent
for transm ssion, then the transm ssion delay interval is zero.

- O herwise, the transm ssion delay interval is conputed as the
current time | ess the nomnal renote engi ne acknow edge
transm ssion tine.

The expected arrival time is increased by the conputed transm ssion
delay interval for each of the suspended countdown tinmers, and the
tiners are resumned.

6.7. Retransmit Checkpoint

This procedure is triggered by the expiration of a countdown timer
associated with a CP segnent.

Response: if the nunber of times this CP segnent has been queued for
transm ssi on exceeds the checkpoint retransmssion linit established
for the local LTP engine by network managenent, then the session of
whi ch the segnent is one token is cancel ed: the "Cancel Session"
procedure (Section 6.19) is invoked, a CS with reason-code RLEXC is
appended to the (conceptual) application data queue, and a
transm ssi on-sessi on cancel lation notice (Section 7.5) is sent back
to the client service that requested the transmni ssion

O herwi se, a new copy of the CP segnment is appended to the
(conceptual ) application data queue for the destination LTP engine.

6.8. Retransmt RS

This procedure is triggered by either (a) the expiration of a
countdown tiner associated with an RS segnent or (b) the reception of
a CP segment for which one or nore RS segnents were previously issued
-- a redundantly retransmtted checkpoint.

Response: if the nunber of times any affected RS segnent has been
gqueued for transmi ssion exceeds the report retransmission limt
established for the local LTP engine by network managenent, then the
session of which the segnent is one token is cancel ed: the "Cance
Sessi on" procedure (Section 6.19) is invoked, a CR segnent with
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reason-code RLEXC is queued for transm ssion to the LTP engi ne that
originated the session, and a reception-session cancellation notice
(Section 7.6) is sent to the client service identified in each of the
data segments received in this session.

O herwi se, a new copy of each affected RS segment is queued for
transm ssion to the LTP engine that originated the session

6.9. Signify Red-Part Reception

This procedure is triggered by the arrival of a CP segnment when the
EORP for this session has been received (ensuring that the size of
the data block’s red-part is known; this includes the case where the
CP segnent itself is the EORP segnent) and all data in the red-part
of the block being transmitted in this session have been received.

Response: a red-part reception notice (Section 7.3) is sent to the
specified client service.

6.10. Signify Green-Part Segnent Arriva

This procedure is triggered by the arrival of a data segnent whose
content is a portion of the green-part of a bl ock

Response: a green-part segnent arrival notice (Section 7.2) is sent
to the specified client service.

6.11. Send Reception Report

This procedure is triggered by either (a) the original reception of a
CP segment (the checkpoint serial nunber identifying this CP is new
(b) an inplenentation-specific circunstance pertaining to a
particul ar bl ock reception session for which no EORP has yet been
recei ved ("asynchronous" reception reporting).

Response: if the nunber of reception problens detected for this
session exceeds a limt established for the local LTP engi ne by

net wor k managenent, then the affected session is canceled: the
"Cancel Session" procedure (Section 6.19) is invoked, a CR segnent
with reason-code RLEXC is issued and is, in concept, appended to the
gueue of internal operations traffic bound for the LTP engi ne that
originated the session, and a reception-session cancellation notice
(Section 7.6) is sent to the client service identified in each of the
data segments received in this session. One possible lint on
recepti on problens would be the maxi num nunber of reception reports
that can be issued for any single session.
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ch alinmt is not reached, a reception report is issued as
Wws.

oduction of the reception report was triggered by reception of a
poi nt :

The upper bound of the report SHOULD be the upper bound (the sum
of the offset and I ength) of the checkpoint data segnent, to

m ni m ze unnecessary retransnmission. Note: If a discretionary
checkpoint is lost but subsequent segnments are received, then by
the time the retransm ssion of the | ost checkpoint is received
the receiver woul d have segnments at bl ock offsets beyond the
upper bound of the checkpoint. For deploynents where bandw dth
econony is not critical, the upper bound of a synchronous
recepti on report MAY be the nmaxi mum upper bound val ue anmong al
red-part data segments received so far in the affected session.

If the checkpoint was itself issued in response to a report
segnent, then this report is a "secondary" reception report. In
that case, the | ower bound of the report SHOULD be the | ower
bound of the report segnent to which the triggering checkpoint
was itself a response, to mnimze unnecessary retransm ssion.
Not e: For depl oynments where bandw dth econony is not critical
the | ower bound of the report MAY instead be zero.

I f the checkpoint was not issued in response to a report
segnent, this report is a "primary" reception report. The | ower
bound of the first primary reception report issued for any
session MJST be zero. The |ower bound of each subsequent
primary reception report issued for the same session SHOULD be
the upper bound of the prior prinmary reception report issued for
the session, to mninize unnecessary retransm ssion. Note: For
depl oyrment s where bandwi dth econony is not critical, the | ower
bound of every primary reception report MAY be zero

oduction of the reception report is "asynchronous" as noted

The upper bound of the report MJST be the maxi mum upper bound
among all red-part data segments received so far for this
sessi on.

The | ower bound of the first asynchronous reception report

i ssued for any session for which no other primary reception
reports have yet been issued MJUST be zero. The |ower bound of
each subsequent asynchronous reception report SHOULD be the
upper bound of the prior primary reception report issued for the
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session, to mnimze unnecessary retransm ssion. Note: For
depl oyment s where bandwi dth econony is not critical, the | ower
bound of every asynchronous reception report MAY be zero.

In all cases, if the applicable | ower bound of the scope of a report
is determined to be greater than or equal to the applicable upper
bound (for exanple, due to out-of-order arrival of discretionary
checkpoints) then the reception report MJST NOT be issued.

Q herwi se:

As many RS segments nust be produced as are needed in order to report
on all data reception within the scope of the report, given whatever
data size constraints are inmposed by the underlying communi cation
service. The RS segnments are, in concept, appended to the queue of

i nternal operations traffic bound for the LTP engine that originated
the indicated session. The |ower bound of the first RS segment of
the report MJST be the reception report’s |ower bound. The upper
bound of the last RS segnent of the report MJUST be the reception
report’s upper bound.

6.12. Signify Transmni ssion Conpl etion

This procedure is triggered at the earliest tine at which (a) al
data in the bl ock are known to have been transmtted *and* (b) the
entire red-part of the block -- if of non-zero length -- is known to
have been successfully received. Condition (a) is signaled by
arrival of a link state cue indicating the de-queuing (for

transm ssion) of the EOB segnment for the block. Condition (b) is
signal ed by reception of an RS segment whose reception clains, taken
together with the reception clains of all other RS segnents
previously received in the course of this session, indicate conplete
reception of the red-part of the bl ock

Response: a transm ssion-session conpletion notice (Section 7.4) is
sent to the local client service associated with the session, and the
session is closed: the "C ose Session" procedure (Section 6.20) is

i nvoked.

6.13. Retransnit Data
This procedure is triggered by the reception of an RS segnent.

Response: first, an RA segnent with the sane report serial nunber as
the RS segnment is issued and is, in concept, appended to the queue of
internal operations traffic bound for the receiver. |If the RS
segnent is redundant -- i.e., either the indicated session is unknown
(for exanmple, the RS segnent is received after the session has been
conpl eted or cancel ed) or the RS segnent’s report serial nunber
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mat ches that of an RS segnent that has already been received and
processed -- then no further action is taken. Qherw se, the
procedure below is followed.

If the report’s checkpoint serial nunmber is not zero, then the
countdown tiner associated with the indicated checkpoint segnment is
del et ed.

Note: All retransm ssion buffer space occupi ed by data whose
reception is claimed in the report segment can (in concept) be
rel eased

If the segnment’s reception clainms indicate inconplete data reception
within the scope of the report segnent:

- If the nunmber of transm ssion problens for this session exceeds
alimt established for the local LTP engine by network
managenent, then the session of which the segnment is one token
is cancel ed: the "Cancel Session" procedure (Section 6.19) is
i nvoked, a CS with reason-code RLEXC i s appended to the
transm ssi on queue specified in the transm ssion request that
started this session, and a transm ssion-session cancell ation
notice (Section 7.5) is sent back to the client service that
requested the transm ssion. One possible Iimt on transm ssion
probl ens woul d be the maxi mum nunber of retransm ssion CP
segnents that nay be issued for any single session

- If the nunmber of transm ssion problens for this session has not
exceeded any limt, new data segnments encapsul ating all bl ock
dat a whose non-reception is inplied by the reception clains are
appended to the transmi ssion queue bound for the receiver. The
last -- and only the last -- data segnment nust be nmarked as a CP
segnent carrying a new CP serial nunber (obtained by
increnenting the last CP serial nunber used) and the report
serial nunber of the received RS segment.

6.14. Stop RS Tiner
This procedure is triggered by the reception of an RA
Response: the countdown tiner associated with the original RS segnent
(identified by the report serial nunber of the RA segnent) is
deleted. If no other countdown tiners associated with RS segnents

exist for this session, then the session is closed: the "C ose
Sessi on" procedure (Section 6.20) is invoked.
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6.15. Start Cancel Tiner

This procedure is triggered by arrival of a link state cue indicating
the de-queuing (for transm ssion) of a Cx segment.

Response: the expected arrival tinme of the CAx segnent that will be
produced on reception of this Cx segnent is conmputed and a count down
timer for this arrival tine is started. However, if it is known that
the renote LTP engi ne has ceased transmi ssion (Section 6.5), then
this timer is i mediately suspended, because the computed expected
arrival time may require an adjustment that cannot yet be conputed.

6.16. Retransmt Cancellation Segnent

This procedure is triggered by the expiration of a countdown tinmer
associated with a Cx segment.

Response: if the nunber of times this Cx segnent has been queued for
transm ssion exceeds the cancellation retransm ssion lint
established for the local LTP engine by network nmanagenent, then the
session of which the segnment is one token is sinply closed: the

"Cl ose Session" procedure (Section 6.20) is invoked.

O herwi se, a copy of the cancellation segnent (retaining the sane
reason-code) is queued for transmi ssion to the appropriate LTP
engi ne.

6.17. Acknow edge Cancell ati on
This procedure is triggered by the reception of a Cx segnent.

Response: in the case of a CS segnent where there is no transni ssion
gueue-set bound for the sender (possibly because the receiver is a
recei ve-only device), then no action is taken. O herw se:

- If the received segnent is a CS segnent, a CAS (cance
acknow edgnment to bl ock sender) segnent is issued and is, in
concept, appended to the queue of internal operations traffic
bound for the sender

- If the received segment is a CR segnent, a CAR (cance
acknow edgnent to bl ock receiver) segnent is issued and is, in
concept, appended to the queue of internal operations traffic
bound for the receiver.
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It is possible that the Cx segnent has been retransnitted because a
previ ous respondi ng acknow edgnment CAx (cancel acknow edgnent)
segment was | ost, in which case there will no |onger be any record of
the session of which the segment is one token. |If so, no further
action is taken.

QO herwi se: the "Cancel Session" procedure (Section 6.19) is invoked
and a reception-session cancellation notice (Section 7.6) is sent to
the client service identified in each of the data segnents received
in this session. Finally, the session is closed: the "C ose Session"
procedure (Section 6.20) is invoked.

6.18. Stop Cancel Tiner

This procedure is triggered by the reception of a CAx segment.

Response: the timer associated with the Cx segnent is deleted, and
the session of which the segment is one token is closed, i.e., the
"Cl ose Session" procedure (Section 6.20) is invoked.

6.19. Cancel Session

This procedure is triggered internally by one of the other procedures
descri bed above.

Response: all segnments of the affected session that are currently
gueued for transm ssion can be deleted fromthe outbound traffic
gueues. Al countdown tiners currently associated with the session
are deleted. Note: If the local LTP engine is the sender, then al
remai ni ng data retransm ssion buffer space allocated to the session
can be rel eased.

6.20. C ose Session

This procedure is triggered internally by one of the other procedures
descri bed above.

Response: any renmining countdown tiners associated with the session
are deleted. The session state record (SSR RSR) for the session is
del et ed; existence of the session is no |onger recognized.

6.21. Handle M scol ored Segnent

This procedure is triggered by the arrival of either (a) a red-part
dat a segnment whose bl ock offset begins at an offset higher than the
bl ock of fset of any green-part data segnent previously received for
the sanme session or (b) a green-part data segnment whose bl ock of fset
is lower than the bl ock of fset of any red-part data segnent
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previously received for the same session. The arrival of a segnent
mat chi ng either of the above checks is a violation of the protoco
requi rement of having all red-part data as the bl ock prefix and al
green-part data as the block suffix.

Response: the received data segnent is sinply discarded.

The Cancel Session procedure (Section 6.19) is invoked and a CR
segnment with reason-code M SCOLORED SHOULD be enqueued for
transm ssion to the data sender

Note: If there is no transm ssion queue-set bound for the sender
(possi bly because the local LTP engine is running on a receive-only
device), or if the receiver knows that the sender is functioning in a
"beacon" (transnmit-only) fashion, a CR segnment need not be sent.

A reception-session cancellation notice (Section 7.6) is sent to the
client service

6.22. Handling System Error Conditions

It is possible (especially for long-lived LTP sessions) that an
unexpect ed operating systemerror condition may occur during the
lifetime of an LTP session. An exanple is the case where the system
faces severe nenory crunch forcing LTP sessions into a scenario
simlar to that of TCP SACK [ SACK] reneging. But unlike TCP SACK
recepti on reports, which are advisory, LTP reception reports are

bi ndi ng, and reneging is NOT permtted on previously made reception
cl ai ns.

Under any such irrecoverable systemerror condition, the follow ng
response is to be initiated: the Cancel Session procedure (Section
6.19) is invoked. If the error condition is observed on the sender

a CS segment with reason-code SYS CNCLD SHOULD be enqueued for

transm ssion to the receiver, and a transm ssion-session cancell ation
notice (Section 7.5) is sent to the client service; on the other
hand, if it is observed on the receiver, a CR segnent with the sane
reason- code SYS CNCLD SHOULD be enqueued for transmission to the
sender, and a reception-session cancellation notice (Section 7.6) is
sent to the client service.

Note that as in (Section 6.21), if there is no transm ssi on queue-set
bound for the sender (possibly because the local LTP engine is
running on a receive-only device), or if the receiver knows that the
sender of this green-part data is functioning in a "beacon"
(transmit-only) fashion, a CR segnent need not be sent.
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There may be other inplenentation-specific limts that my cause an
LTP i mpl ementation to initiate session-cancellation procedures. One
such limt is the nmaxi mum nunber of retransmi ssion-cycles seen. A
retransm ssion cycle at the LTP Sender conprises the two rel ated
events: the transm ssion of all outstanding CP segnents fromthe
sender, and the reception of all RS segnents issued fromthe receiver
in response to those CP segnents. A sinilar definition would apply
at the LTP Receiver but relate to the reception of the CP segnents
and transm ssion of all RS segnents in response. Note that the
retransmtted CP and RS segnments remain part of their origina
retransm ssion-cycle. Also, a single CP segnent may cause multiple
RS segnents to be generated if a reception report would not fit in a
single data |ink-MUsized RS segnent; all RS segnents that are part
of a reception report belong to the sane retransm ssion cycle to

whi ch the CP segnent belongs. |In the presence of severe channe
error conditions, many retransm ssion cycles may el apse before red-
part transm ssion is deemed successful; an inplenmentation may
therefore inpose a retransm ssion-cycle Iimt to shield itself froma
resource-crunch situation. |If an LTP sender notices the

retransm ssion-cycle limt being exceeded, it SHOULD initiate the
Cancel Session procedure (Section 6.19), queuing a CS segnment with
reason- code RXMICYCEXC and sending a transni ssion-session
cancel l ation notice (Section 7.5) to the client service.

7. Notices to dient Service

In all cases, the representation of notice paraneters is a |loca
i mpl enentati on matter.

7.1. Session Start

The Session Start notice returns the session IDidentifying a newy
created session.

At the sender, the session start notice inforns the client service of
the initiation of the transm ssion session. On receiving this notice
the client service may, for exanple, release resources of its own
that are allocated to the block being transmtted, or renmenber the
session I D so that the session can be canceled in the future if
necessary. At the receiver, this notice indicates the beginning of a
new reception session, and is delivered upon arrival of the first
data segnent carrying a new session |ID.
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7.

7.

7.

2.

3.

Green-Part Segnent Arrival

The foll owi ng paraneters are provided by the LTP engi ne when a green-
part segnent arrival notice is delivered:

Session I D of the transm ssion session

Array of client service data bytes contained in the data segnent.
O fset of the data segnent’s content fromthe start of the bl ock
Length of the data segnent’s content.

Indication as to whether or not the last byte of this data
segnent’s content is also the end of the block

Source LTP engi ne |ID.

Red- Part Reception

The foll owi ng paraneters are provided by the LTP engi ne when a red-
part reception notice is delivered:

Session I D of the transm ssion session

Array of client service data bytes that constitute the red-part of
t he bl ock.

Length of the red-part of the bl ock.

Indication as to whether or not the last byte of the red-part is
al so the end of the bl ock.

Source LTP engi ne |ID.

Transm ssi on- Sessi on Conpl eti on

The sol e paraneter provided by the LTP engi ne when a transm ssion-
session conpletion notice is delivered is the session ID of the
transm ssi on sessi on.

A transm ssion-session conpletion notice inforns the client service
that all bytes of the indicated data bl ock have been transmtted and
that the receiver has received the red-part of the block
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7.5. Transm ssi on-Sessi on Cancel | ati on

The paraneters provided by the LTP engi ne when a transm ssi on-session
cancel lation notice is delivered are:

Session I D of the transm ssion session

The reason-code sent or received in the Cx segnent that initiated
the cancel | ati on sequence.

A transm ssi on-session cancellation notice inforns the client service
that the indicated session was term nated, either by the receiver or
el se due to an error or a resource quench condition in the local LTP
engine. There is no assurance that the destination client service

i nstance received any portion of the data bl ock

7.6. Reception-Session Cancellation

The paraneters provided by the LTP engi ne when a reception
cancel lation notice is delivered are:

Session I D of the transm ssion session.
The reason-code expl ai ning the cancell ati on.

A reception-session cancellation notice inforns the client service
that the indicated session was term nated, either by the sender or

el se due to an error or a resource quench condition in the local LTP
engi ne. No subsequent delivery notices will be issued for this

sessi on.

7.7. Initial-Transm ssion Conpletion

The session | D of the transm ssion session is included with the
initial-transm ssion conpletion notice.

This notice inforns the client service that all segments of a bl ock
(both red-part and green-part) have been transmtted. This notice
only indicates that original transmission is conplete; retransm ssion
of any lost red-part data segments may still be necessary.
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8. State Transition D agranms

The foll owi ng menoni cs have been used in the sender and LTP receiver
state transition diagrams that follow

TE Ti mer Expiry

RDS Regul ar Red Data Segnent (NOT {CP| ECRP| ECB})
GDS Regul ar Green Data Segnment (NOT EOB)

RL EXC Retransm ssion Limt Exceeded

RP Red- Part

GP G een- Part

FG Ful | y- Green

Note that bl ocks represented in rectangles, as in

specify actual states in the state-transition diagranms, while bl ocks
represented with jagged edges, as in

AVAVAVA

| Cncld |
VAVAVAY.

are either pointers to a state or place-holders for sequences of
state transitions.
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8.1. Sender
LTP Sender State Transition Di agram
IAVAVAVA
| Cncld |
\VAVAVAY
S + | S e +
Rcv CR | \% \% \% | Rev RS;
Snd CAR | o + | Snd RA
Fo-e-- - + CLOSED +----+
e Sto----- Fomemm - +
| | Blk. Trans. Req
| Zero RP +
|  Xmit /" \ Non-Zero RP
| GDS; / \
| +---+ | S + | [ +
| | vV Vv | JAVA! Rev RS V V V |
| ] R + #<-| RX|<---+ R + |
| +<-+ FGXMT | | \/\/ +---+ +--->+ Xmt RDS;
| toee Aot | RPLXMT | |
| | | JAVA +---+ +--->+ Xmit {RDS, CP};
R + +<-| CP |<---+ Fomm - +---+ Start CP Tnr
| Xm t \/\ CP TE | \
| {GDS, EOB}; | |
| Xmt {RDS, CP, EORP}; | Fommma - +
| Start CP Tnr | |
I I I
| R L + | +---+ | Xmit {RDS,
| | /[\/[\' RRvRS V V V | | CP, EORP,
| e I e et v | EOB};
| | \/\/ +---+ || | Start
| | | GPXMT +->+ | CP Tnr
| | JAVA +-- -+ | Xmt |
| +<-] CP |<---+ +--- - - +---+ GDS; |
| \/\/ CP TE | |
I I I
| Xmt {GDS, EOB}; | Fommemeae - +
I .
| oo ol
| | /[\/[\' RRvRS V V V
| +<-| RX |<---+ T +
| | \/\/ +-- -+ |
| | | WAIT_RP_ACK |
| | JAVA +o- -+ |
| +<-] CP | <---+ +---- - - +
| \/\/ CP TE | RP acknow edged fully;
\%
S ;
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LTP Sender State Transition Diagram (contd.)

JAVA JAVA
| CP| | CX |
\/\/ \/\/
| | | Snd CS
| | RL EXC | Start CS Tnr;
| | I
|| AYA | oot
| 4o > CX | VoV
| \/\/ oo - + | CS TE
| | CS_SENT | | RL NOT EXG;
V RL NOT EXC +-+--+--+-+ | Rxmt CS,
Rxnt CP, || | | Restart
Start CP Tnr; CSTE, | | +---+ CS Tmr
RL EXC, | |
| | Rcv CAS
VvV V
AVAVAVA
| Cncld
\VAVAVAV
JAVA
| RX|
\/\/
| Cncl CP Tnr (if any)
V Snd RA
S + F--- -+
| CHK_RPT | | |
ot te--- RP in scope \Y;
|| \ NOT rcvd. fully — #--------- + | Rxnt
Redundant | | RP  #------mmmmmmimaaa oo > RP_RXMI | | missing
RSrcvd; | | in scope +o--4--+-+ | RDS
| | revd. fully || |
vV Vv Rxnt | ast | 4o+
m ssing RDS |
(mar ked CP)
Start CP Tnr; |
\%

Asynchronous cancel request may be received fromthe local client
service while the LTP sender is in any of the states shown. If it
was not already in the sequence of state transitions beginning at the
CX marker, the internal procedure Cancel Session (Section 6.19) is
foll owed, and the LTP sender noves fromits current state into the
sequence beginning at the CX marker initiating session cancellation
wi th reason-code USR CNCLD. Fromthe CX marker, the CS segment with
appropriate reason-code (USR CNCLD or RLEXC dependi ng on how the CX
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sequence was entered) is queued for transm ssion to the LTP receiver
and the sender enters the Cancel -from Sender Sent (CS _SENT) state.
The internal procedure Start Cancel Timer (Section 6.15) is started
upon receiving a link state cue indicating the begi nning of

transm ssion of the CS segnent. Upon receiving the acknow edgi ng CAS
segnent fromthe receiver, the LTP sender noves to the CLOSED state
(via the "Cncld pointer). |If the CStiner expires, the interna
procedure Retransmit Cancellation Segnment (Section 6.16) is foll owed:

- If the network managenent set retransmission linmt is exceeded,
the session is sinmply closed and the LTP sender follows the
Cncld narker to the CLOSED state. |f the retransmission |imt
is not exceeded however, the CS segnent is queued for a
retransm ssion and the LTP sender stays in the CS_SENT state.
The CS tiner is started upon receiving a link state cue
i ndi cating the begi nning of actual transm ssion according to the
i nternal procedure Start Cancel Tinmer (Section 6.15).

Asynchronous cancel request may al so be received fromthe receiver
LTP in the formof a CR segnent when the LTP sender is in any of the
states. Upon receiving such a CR segnent, the internal procedure
Acknowl edge Cancellation (Section 6.17) is invoked: The LTP sender
sends a CAR segnment in response and returns to the CLOSED state.

The LTP sender stays in the CLOSED state until receiving a Bl ock
Transm ssion Request (Bl k. Trans. Req) fromthe client service

i nstance. Upon receiving the request, it noves to either the Fully
Green Transmission State (FGXMT) if no portion of the bl ock was
requested to be transmtted as red or to the Red-Part Transm ssion
State (RP_XMT) state if a non-zero bl ock-prefix was requested to be
transmtted red.

In the FG XM T state, the block is segmented as nultiple green LTP
data segments respecting the link MU size and the segnents are
gueued for transmission to the renote engine. The |ast such segnent
is marked as EOB, and the LTP sender returns to the CLOSED state
after queuing it for transm ssion

Similarly, fromthe RP_XMT state, nultiple red data segnents are
gqueued for transm ssion, respecting the link MU size. The sender
LTP may optionally mark sone of the red data segnments as asynchronous
checkpoints; the internal procedure Start Checkpoint Tiner (Section
6.2) is followed upon receiving a link state cue indicating the
transm ssion of the asynchronous checkpoints. [|f the bl ock
transm ssi on request conprises a non-zero green part, the LTP sender
marks the |l ast red data segment as CP and EORP, and after queuing it
for transm ssion, noves to the Green Part Transm ssion (GP_XMT)
state. |If the block transm ssion request was fully red however, the
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| ast red data segment is marked as CP, EORP, and EOB and the sender
LTP noves directly to the Wait-for-Red-Part-Acknow edgnent
(WAIT_RP_ACK) state. In both of the above state-transitions, the

i nternal procedure Start Checkpoint Timer (Section 6.2) is foll owed
upon receiving a link state cue indicating the begi nning of
transm ssi on of the queued CP segnents. |In the GP.XMT state, the
green-part of the block is segnented as green data segnents and
queued for transmission to the LTP receiver; the |last green segnent
of the block is additionally marked as EOB, and after queueing it for
transm ssion the LTP sender noves to the WAIT _RP_ACK st ate.

Wiile the LTP sender is at any of the RP. XM T, GP._XMT, or
WAI T RP_ACK states, it mght be interrupted by the occurrence of the
foll owi ng events:

1. An RS might be received fromthe LTP receiver (either in
response to a previously transmtted CP segnent or sent
asynchronously for accelerated retransm ssion). The LTP sender
then noves to performthe sequence of state transitions
begi nning at the RX marker (second part of the diagram, and
retransmits data if necessary, illustrating the interna
procedure Retransmit Data (Section 6.13):

First, if the RS segnent had a non-zero CP serial nunber, the
corresponding CP tinmer is canceled. Then an RA segnent

acknow edgi ng the received RS segnent is queued for

transm ssion to the LTP receiver and the LTP sender noves to
the Check Report state (CHK RPT). |If the RS segment was
redundantly transmitted by the LTP receiver (possibly because
either the last transmtted RA segnent got lost or the RS
segnent tinmer expired prematurely at the receiver), the LTP
sender does nothing nore and returns back to the interrupted
state. Simlarly, if all red data within the scope of the RS
segnment is reported as received, there is no work to be done
and the LTP sender returns to the interrupted state. However,
if the RS segnent indicated inconplete reception of data within
its scope, the LTP sender noves to the Red-Part Retransmt
state (RP_RXMI) where nmissing red data segrments within scope
are queued for transmssion. The |ast such segnent is marked
as a CP, and the LTP sender returns to the interrupted state.
The internal procedure (Section 6.2) is followed upon receiving
a link state cue indicating the beginning of transm ssion of
the CP segment.

2. A previously set CP tinmer nmight expire. Now the LTP sender
follows the states beginning at the CP marker (second part of
the diagram, and follows the internal procedure Retransmt
Checkpoint (Section 6.7):
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If the CP Retransmission Limt set by network managenent for
the session has been exceeded, the LTP sender proceeds towards
cancel ing the session (with reason-code RLEXC) as indicated by
the sequence of state transitions follow ng the CX marker

O herwise (if the Retransmission Limt is not exceeded yet),
the CP segnment is queued for retransm ssion and the LTP sender
returns to the interrupted state. The internal procedure Start
Checkpoint Tinmer (Section 6.2) is started again upon receiving
a link state cue indicating the beginning of transm ssion of
the segment.

The LTP sender stays at the WAIT RP_ACK state after reaching it unti
the red-part data is fully acknow edged as received by the receiver
LTP, and then returns to the CLOSED state following the interna
procedure C ose Session (Section 6.20).

Note that while at the CLOSED state, the LTP sender m ght receive an
RS segnent (if the last transmtted RA segnment before session close
got lost or if the LTP receiver retransnmitted the RS segnent
prematurely), in which case it retransmts an acknow edgi ng RA
segnent and stays in the CLOSED state. |If the session was cancel ed
by the receiver by issuing a CR segnent, the receiver may retransm:t
the CR segnment (either prematurely or because the acknow edgi ng CAR
segnent got lost). 1In this case, the LTP sender retransnits the
acknow edgi ng CAR segnent and stays in the CLOSED state
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8.2. Receiver
LTP Receiver State Transition Di agram

JAVAVAVA!

+---- 4+ +----+ Cncld |

Rev CS; | V V \WAVAVAY,

Snd CAS |  +------------- +

+- -+ CLCSED s m e e eee oo --- +
S R, S R, + |
+----+ | Rev first DS |
Rcv RA; | vV VvV |
Cncl RS Tnr | toeoo---- + |
+---+ DS REC | |
S P Tk L LT +--+ |
| Svc. does not exi st | | | RS TE | |
| /\/\ or Rcv m scol ored seg. | | | JAVA | | |
| | OX | <----mmmmm i - - N > RX |---->+ | |
| \WAV; | \WAV; | ]
| Rcv RDS; | Rcv GDS; | |
| e e + | |
| \Y \Y | |
| I\ RSTE +-------------- + R + | |
+<-| RX |<------ + RCV_RP | | RCV_GP | | |
| \/\/ S R S S | ]
| | || | ||| | |
| Rcvd RDS; | | | | Revd {RDS, CP, | | | RS TE [\/\ | |
| | | | | EORP, EOB}; | | +------ > RX [ ->+ |
R + | | | Snd RS, | | \WAV | |
| | | | Start RS Tnr | | Revd GDS; | |
| Revd {RDS, CP}; || | R >+ |
| Snd RS, Start RS Tnr | | +------- + +o---- + |
LS L + | | | Revd {CGDS, EOB}; |
| | | | |
| | +----- + | | Ho-o- - + |
| Rcvd {RDS, CP, ECRP}; | | vV V vV Vv | |
| Snd RS, Start RS Tnr | | R LR + | Rev RDS; |
| | | | +- - >+ |
| | | | WAI T RP_REC | | Rev {RDS, CP}; |
| | | | +-->+ Snd RS, Start |
= + | T T T S, + | RS Tnr |
| RSTE| | | | Rev RA | |
| V| | | Cncl | |
| INTY ) | ] RS T | |
oo RX| || A-emme--- >+ |
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Receiver State Transition D agram (contd.)
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| Snd CR

Rxnt CR
| Restart
+---+ CR Tnr

Rcv CAR

AYAVAYA
| Cncld |
VAVAVAY.

Asynchronous cancel requests are handled in a manner sinmilar to the
way they are handled in the LTP sender. |f the cancel request was
made fromthe |l ocal client service instance and the LTP receiver was
not already in the CR SENT state, a CR segnent with reason-code

USR _CNCLD SHOULD be sent to the LTP sender follow ng the sequence of
state transitions beginning at the CX marker as described above. |If
t he asynchronous cancel request is received fromthe LTP sender, a
CAS segnent is sent and the LTP receiver noves to the CLOSED state
(i ndependent of the state the LTP receiver nmay be in).

The LTP receiver begins at the CLOSED state and enters the Data
Segnent Reception (DS _REC) state upon receiving the first data
segnent. |If the client service ID referenced in the data segnent was
non-exi stent, a Cx segnment with reason-code UNREACH SHOULD be sent to
the LTP sender via the Cancell ation sequence beginning with the CX
mar ker (second part of the diagram. |[|f the received segnent was
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found to be miscolored, the internal procedure Handl e M scol ored
Segnment (Section 6.21) is followed, and a CX segnent with reason-code
M SCOLORED SHOULD be sent to the LTP sender with the Cancell ation
sequence begi nning with the CX marker.

O herwi se, the LTP receiver enters the Receive Red-Part state
(RCV_RP) or the Receive Green-Part state (RCV_GP) dependi ng on
whet her the segnment received was red or green, respectively.

In the RCV_RP state, a check is made of the nature of the received
red DS. |If the segment was a regular red data segment, the receiver
LTP just returns to the DS REC state. For red data segnents narked
al so as CP and as CP & EORP, a responding RS segnment is queued for
transm ssion to the sender following either the internal procedure
Retransmit RS (Section 6.8) or Send Reception Report (Section 6.11)
dependi ng on whether the CP segment was a retransnission (an RS
segnment corresponding to the checkpoint serial nunmber in the CP
segnent was previously issued) or not, respectively. The LTP
receiver then returns to the DS REC state. |If the block transm ssion
was fully red and the segnent was nmarked as CP, ECORP, and EOB, the
LTP receiver enters the Wiit-for-Red-Part-Reception state
(WAIT_RP_REC). In all cases, the internal procedure Start RS Timer
(Section 6.3) is foll owed upon receiving link state cues indicating
the beginning of transm ssion of the RS segnents.

In the RCV_GP state, if the received green data segnent was not
marked EOB, the LTP receiver returns to the DS REC state. O herwi se
it enters the WAIT_RP_REC state to receive the red-part of the bl ock
fully.

A previously set RS tinmer may expire and interrupt the LTP receiver
while in the DS REC, RCV_RP, RCV_GP, or WAIT RP_REC state. |If so,
the internal procedure Retransmit RS (Section 6.8) is followed as
illustrated in the states beginning at the RX marker (shown in the
second part of the diagranm before returning to the interrupted
state:

- A check is made here to see if the retransnmission limt set by
the network managenent has been exceeded in the nunber of RSs
sent in the session. |If so, a CR segnent with reason-code RLEXC
SHOULD be sent to the LTP sender and the sequence indicated by
the CX marker is followed. Oherw se, the RS segnent is queued
for retransmnission and the associated RS tinmer is started
following the internal procedure Start RS Tinmer (Section 6.3)
upon receiving a link state cue indicating the beginning of its
transm ssi on.
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The LTP receiver nay al so receive RA segnents fromthe sender in
response to the RS segnents sent while in the DS REC state. |f so,
then the RS timer corresponding to the report serial nunber nentioned
in the RA segnent is canceled follow ng the internal procedure Stop
RS Tinmer (Section 6.14).

The LTP receiver stays in the WAIT RP_REC state until the entire red-
part of the block is received, and noves to the CLOSED state upon

full red-part reception. In this state, a check is made upon
reception of every red-part data segnent to see if it is at a block
of fset higher than any green-part data segnent received. |If so, the

i nternal procedure Handl e M scol ored Segnent (Section 6.21) is

i nvoked and the sequence of state transitions beginning with the CX
marker is followed; a CX segnent with reason-code M SCOLORED SHOULD
be sent to the LTP sender with the Cancellation sequence begi nning
with the CX marker.

Note that if there were no red data segnents received in the session
yet, including the case where the session was indeed fully green or
t he pathol ogi cal case where the entire red-part of the block gets

| ost but at least the green data segnent marked EOB is received (the
LTP receiver has no indication of whether the session had a red-part
transm ssion), the LTP receiver assumes the "RP rcvd. fully"
condition to be true and noves to the CLOSED state fromthe

WAI T_RP_REC state.

In the WAIT_RP_REC state, the LTP receiver may receive the
retransmtted red data segnents. Upon receiving red data segnments
marked CP, it queues the responding RS segnent for transm ssion based
on either internal procedure Retransnmit RS (Section 6.8) or Send
Recepti on Report (Section 6.11) depending on whether the CP was found
to be a retransm ssion or not, respectively. The internal procedure
Start RS Tiner is invoked upon receiving a link state cue indicating
the begi nning of transm ssion of the RS segment. |If an RA segment is
received, the RS timer corresponding to the report segnment mentioned
is canceled and the LTP receiver stays in the state until the entire
red-part is received.

In the sequence of state transitions beginning at the CX marker, the
CR segrment with the given reason-code (dependi ng on how t he sequence
is entered) is queued for transm ssion, and the CRtimer is started
upon reception of the link state cue indicating actual transni ssion
following the internal procedure Start Cancel Timer (Section 6.15).
If the CAR segment is received fromthe LTP sender, the LTP receiver
returns to the CLOSED state (via the Cncld narker) follow ng the

i nternal procedure Stop Cancel Tinmer (Section 6.18). |If the CR timer
expires asynchronously, the internal procedure Retransmt
Cancel | ati on Segnent (Section 6.16) is followed:
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- Acheck is made to see if the retransmission linmt set by the
net wor k managenent for the nunmber of CR segments per session has
been exceeded. |If so, the LTP receiver returns to the CLOSED
state following the Cncld marker. Qherwi se, a CR segnment is
schedul ed for retransmssion with the CRtiner being started
following the internal procedure Start Cancel Timer (Section
6. 15) upon reception of a link state cue indicating actua
transm ssion.

The LTP receiver nmight also receive a retransmtted CS segnent at the
CLOSED state (either if the CAS segnent previously transmtted was
lost or if the CStinmer expired prematurely at the LTP sender). In
such a case, the CAS is schedul ed for retransm ssion

9. Security Considerations
9.1. Denial of Service Considerations

| mpl ementers SHOULD consider the |ikelihood of the foll owi ng Denia
of Service (DoS) attacks:

- A fake Cx could be inserted, thus bringing dowmn a session.

- Various acknow edgnent segnents (RA, RS, etc.) could be del eted,
causing timers to expire, and having the potential to disable
comuni cation altogether if done with a know edge of the
conmuni cati ons schedul e. This could be achi eved either by
mounting a DoS attack on a | ower-layer service in order to
prevent it from sendi ng an acknow edgnent segment, or by sinply
jamm ng the transmssion (all of which are nore likely for
terrestrial applications of LTP)

- An attacker might also corrupt sone bits, which is tantanmount to
del eti ng that segnent.

- An attacker may flood an LTP engine with segnents for the

i nternal operations queue and prevent transmi ssion of legitinate
dat a segnents.
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- An attacker could attenpt to fill up the storage in an engi ne by
sendi ng many | arge nessages to it. In terrestrial LTP
applications, this my be much nore serious since spotting the
additional traffic may not be possible from any network
managemnment point.

I f any of the above DoS attacks is likely, then one or nore of the
foll owi ng anti-DoS nechani snms ought to be enpl oyed:

- Session nunbers SHOULD be partly random making it harder to
insert valid segnments.

- An engine that suspects that either it or its peer is under DoS
attack could frequently checkpoint its data segnments (if it were
the sender) or send asynchronous RSs (if it were the receiver),
thus eliciting an earlier response fromits peer or timng out
earlier due to the failure of an attacker to respond.

- Serial numbers (checkpoint serial nunbers, report seria
nunbers) MJST begi n each sessi on anew using random numnbers
rather than fromO.

- The authentication header [LTPEXT].
9.2. Replay Handling

The following algorithmis given as an exanple of how an LTP
i mpl enent ati on MAY handl e repl ays.

1. On receipt of an LTP segnent, check agai nst a cache for replay.
If this is a replay segment and if a pre-cooked response is
avail abl e (stored fromthe last tinme this segnment was processed),
then send the pre-cooked response. |If there is no pre-cooked
response, then silently drop the inbound segnent. This can all be
done without attenpting to decode the buffer.

2. |If the inbound segnent does not decode correctly, then silently
drop the segnent. |f the segnment decodes properly, then add its
hash to the replay cache and return a handle to the entry.

3. For those cases where a pre-cooked response shoul d be stored,
store the response using the handle received fromthe previous
step. These cases incl ude:

(a) when the inbound packet is a CP segnent, the RS segnment sent
in response gets stored as pre-cooked,
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(b) when the Incom ng packet is an RS segnent, the RA segnment is
stored as pre-cooked, and

(c) when the incom ng packet is a Cx segnment, the CAx segment sent
in response gets stored pre-cooked.

4. Cccasionally clean out the replay cache -- how frequently this
happens is an inplementation issue.

The downside of this algorithmis that receiving a totally bogus
segnent still results in a replay cache search and attenpted LTP
decode operation. It is not clear that it is possible to do much
better though, since all an attacker would have to do to get past the
replay cache would be to tweak a single bit in the inbound segnent
each tine, which is certainly cheaper than the hash+l ookup+decode
conbi nati on, though also certainly nore expensive than sinply sending
the sane octets nmany times.

The benefit of doing this is that inplenmenters no | onger need to
anal yze many bugs/attacks based on repl ayi ng packets, which in
conbi nation with the use of LTP authentication should defeat many
attenpted DoS attacks.

9.3. Inplenentation Considerations
SDNV

| mpl ement ati ons SHOULD make sanity checks on SDNV | ength fields
and SHOULD check that no SDNV field is too | ong when conpared wth
the overall segment |ength.

| npl enent ati ons SHOULD check that SDNV values are within suitable
ranges where possi bl e.

Byt e ranges

Various report and other segments contain offset and | ength
fields. Inplementations MJUST ensure that these are consistent and
sane.

Randomess

Various fields in LTP (e.g., serial nunbers) MJST be initialized
usi ng random val ues. Good sources of randomess that are not
easily guessabl e SHOULD be used [ESC05]. The collision of random
val ues is subject to the birthday paradox, which nmeans that a
collision is likely after roughly the square root of the space has
been seen (e.g., 2716 in the case of a 32-bit random val ue).
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| mpl enenters MUST ensure that they use sufficiently |ong random
val ues so that the birthday paradox doesn’'t cause a problemin
their environnent.

10. | ANA Consi der ati ons
10.1. UDP Port Nunber for LTP

The UDP port number 1113 with the name "l|tp-deepspace” has been
reserved for LTP deploynents. An LTP inplenmentation may be

i mpl enented to operate over UDP datagrans using this port nunber for
study and testing over the Internet.

10.2. LTP Extension Tag Registry

The | ANA has created and now maintains a registry for known LTP
Extensi on Tags (as indicated in Section 3.1). The registry has been
popul ated using the initial values given in Section 3.1 above. |ANA
may assign LTP Extension Tag val ues fromthe range 0x02- OXAF
(inclusive) using the Specification Required rule [GUDE]. The
speci fication concerned can be an RFC (whet her Standards Track
Experimental , or Informational), or a specification fromany ot her
st andar ds devel opnent organi zati on recogni zed by 1ANA or with a
liaison with the ESG specifically including CCSDS

(http://ww. ccsds.org/). Any use of Reserved val ues (0xB0O-OxBF

i nclusive) requires an update this specification
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