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Abst r act
Thi s docunent specifies an OSPFv3 interface type tailored for nobile

ad hoc networks. This interface type is derived fromthe broadcast
interface type, and is denoted the "OSPFv3 MANET interface type"
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1. Introduction

Thi s docunent specifies an extension of OSPFv3 [ RFC5340] that is
adapted to nobile ad hoc networks (MANETs) [ RFC2501] and based on
mechani sns provi di ng:

Fl oodi ng-reduction: only a subset of all routers will be involved in
(re)transm ssions during a flooding operation

Topol ogy-reduction: only a subset of links are advertised, hence
both the number and the size of Link State Advertisenents (LSAs)
are decreased.

Adj acency-reduction: adjacencies are brought up only with a subset
of nei ghbors for | ower database synchronizati on overhead.

These nechani sns are based on nultipoint relays (MPR), a technique
devel oped in the Optim zed Link State Routing Protocol (OLSR)
[ RFC3626] .

The extension specified in this docunment integrates into the OSPF
framework by defining the OSPFv3 MANET interface type. Wiile this
ext ensi on enabl es OSPFv3 to function efficiently on nmobile ad hoc
net wor ks, operation of OSPFv3 on other types of interfaces or
networks, or in areas w thout OSPFv3 MANET interfaces, renmins
unal t er ed

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in

[ RFC2119] .

Thi s docunent uses OSPF term nol ogy as defined in [ RFC2328] and

[ RFC5340], and Link-Local Signaling (LLS) term nology as defined in
[ RFC4813]; it introduces the followi ng term nology to the OSPF
nonencl at ur e:

OSPFv3 MANET interface - the OSPFv3 interface type for MANETs, as
specified in this docunent.
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Additionally, the following terns are used in this docunent:
MANET router - a router that has only OSPFv3 MANET interfaces.

Wred router - a router that has only OSPFv3 interface of types
ot her than OSPFv3 MANET i nterfaces.

Hybrid router - a router that has OSPFv3 interfaces of severa
types, including at |east one of the OSPFv3 MANET interface type.

Nei ghbor - a router, reachable through an OSPFv3 interface (of any
type).

MANET nei ghbor - a neighbor, reachable through an OSPFv3 MANET
interface.

Symmetric 1-hop neighbor - a neighbor, in a state greater than or
equal to 2-Way (through an interface of any type).

Symmetric strict 2-hop neighbor - a synmetric 1-hop nei ghbor of a
symetric 1-hop nei ghbor, which is not itself a symretric 1-hop
nei ghbor of the considered router.

Symmetric strict 2-hop neighborhood - the set forned by all the
symmetric strict 2-hop neighbors of the considered router.

Synch router - a router that brings up adjacencies with all of its
MANET nei ghbors.

Fl ooding-MPR - a router that is selected by its symetric 1-hop
nei ghbor, router X, to retransmt all broadcast protocol packets
that it receives fromrouter X provided that the broadcast
protocol packet is not a duplicate and that the Hop Limt field of
the protocol packet is greater than one.

Path-MPR - a router that is selected by a symmetric 1-hop nei ghbor
X, as being on the shortest path froma router in the symetric
strict 2-hop nei ghborhood of router X to router X

Multipoint relay (MPR) - a router that is selected by its symetric
1- hop nei ghbor as either a Fl oodi ng- VPR, a Pat h- MPR, or both.

Fl oodi ng- MPR-sel ector - a router that has selected its symetric

1- hop nei ghbor, router X, as one of its Flooding-MPRs is a
Fl oodi ng- MPR- sel ector of router X
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Pat h- MPR-sel ector - a router that has selected its symmetric 1-hop
nei ghbor, router X, as one of its Path-MPRs is a Path- MPR sel ector
of router X

MPR-sel ector - a router that has selected its symretric 1-hop
nei ghbor, router X, as either one of its Floodi ng- MPRs, one of its
Pat h- MPRs, or both is an MPR-sel ector of router X

3. Applicability Statenent
The OSPFv3 MANET interface type, defined in this specification
all ows OSPFv3 to be deployed within an area where parts of that area
are a nmobile ad hoc network (MANET) with noderate nobility
properties.

3.1. MANET Characteristics

MANETs [ RFC2501] are networks in which a dynam c network topology is
a frequently expected condition, often due to router nobility and/or

to varying quality of wireless links -- the latter of which also
generally entails bandwi dth scarcity and interference issues between
nei ghbors.

Mor eover, MANETs often exhibit "senm -broadcast" properties, i.e., a

router R that nakes a transmission within a MANET can only assune
that transmission to be received by a subset of the total nunber of
routers within that MANET. Further, if tw routers, Rl and R2, each
make a transm ssion, neither of these transm ssions is guaranteed to
be received by the sane subset of routers within the MANET -- even if
R1 and R2 can nmutually receive transm ssions from each ot her

These characteristics are inconpatible with several OSPFv3

mechani sns, including, but not linmted to, existing nechanisns for
control -traffic reduction, such as floodi ng-reduction, topology-
reduction, and adj acency-reduction (e.g., Designated Router).

3.2. OSPFv3 MANET Interface Characteristics

An interface of the OSPFv3 MANET interface type is the point of
attachment of an OSPFv3 router to a network that nmay have MANET
characteristics. That is, an interface of the OSPFv3 MANET interface
type is able to accommpdate the MANET characteristics described in
Section 3.1. An OSPFv3 MANET interface type is not prescribing a set
of behavi ors or expectations that the network is required to satisfy.
Rather, it is describing operating conditions under which protocols
on an interface towards that network rmust be able to function (i.e.
the protocols are required to be able to operate correctly when faced
with the characteristics described in Section 3.1). As such, the
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OSPFv3 MANET interface type is a generalization of other OSPFv3
interface types; for exanple, a protocol operating correctly over an
OSPFv3 MANET interface woul d al so operate correctly over an OSPFv3
broadcast interface (whereas the inverse would not necessarily be
true).

Efficient OSPFv3 operation over MANETs relies on control-traffic
reducti on and on usi ng nechani sns appropriate for sem -broadcast.

The OSPFv3 MANET interface type, defined in this docunent, allows
networks with MANET characteristics into the OSPFv3 framework by

i ntegrating mechani sns (fl oodi ng-reduction, topol ogy-reduction, and
adj acency-reduction) derived fromsolutions standardi zed by the MANET
wor ki ng group.

4. Protocol Overview and Functioning

The OSPFv3 MANET interface type, defined in this specification, nakes
use of flooding-reduction, topology-reduction, and adjacency-
reduction, all based on MPR, a technique derived from][RFC3626], as
standardi zed in the MANET working group. Milticast transm ssions of
prot ocol packets are used when possi bl e.

4.1. FEfficient Flooding Using MPRs

OSPFv3 MANET interfaces use a floodi ng-reducti on nmechani sm denoted
MPR fl ooding [ MPR], whereby only a subset of MANET nei ghbors (those
sel ected as Fl oodi ng-MPR) participate in a flooding operation. This
reduces the nunber of (re)transm ssions necessary for a flooding
operation [ MPR-anal ysis], while retaining resilience against

transm ssion errors (inherent when using wireless |inks) and agai nst
obsol ete two-hop nei ghbor information (e.g., as caused by router

mobi lity) [ MPR-robustness].

4.2. MPR Topol ogy- Reducti on

OSPFv3 MANET interfaces use a topol ogy-reduction nmechani sm denoted
MPR t opol ogy-reducti on, whereby only necessary |inks to MANET

nei ghbors (those identified by Path-MPR sel ection as belonging to
shortest paths) are included in LSAs. Routers in a MANET

periodi cally generate and fl ood Router-LSAs describing their

sel ection of such links to their Path-MPRs. Such links are reported
as point-to-point links. This reduces the size of LSAs origi nated by
routers on a MANET [ MPR-topol ogy], while retaining classic OSPF
properties: optimal paths using synchronized adjacencies (if
synchroni zed paths are preferred over non-synchroni zed paths of equa
cost).
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4.3. Multicast Transm ssions of Protocol Packets

OSPFv3 MANET interfaces enploy multicast transm ssions when possible,
t hereby taking advantage of inherent broadcast capabilities of the
medium if present (with wireless interfaces, this can often be the
case [RFC2501]). In particular, LSA acknow edgnents are sent via
mul ti cast over these interfaces, and retransm ssions over the sane
interfaces are considered as inplicit acknow edgnents. Jitter
managenment, such as del ayi ng packet (re)transm ssion, can be enpl oyed
in order to allow several packets to be bundled into a single
transm ssi on, which may avoi d superfluous retransm ssions due to
packet collisions [ RFC5148].

4.4. MPR Adj acency- Reduction

Adj acenci es over OSPFv3 MANET interfaces are required to be forned
only with a subset of the neighbors of that OSPFv3 MANET i nterface.
No Desi gnated Router or Backup Designated Router are elected on an
OSPFv3 MANET interface. Rather, adjacencies are brought up over an
OSPFv3 MANET interface only with MPRs and MPR sel ectors. Only a
smal | subset of routers in the MANET (call ed Synch routers) are
required to bring up adjacencies with all their MANET nei ghbors.
Thi s reduces the anmount of control traffic needed for database
synchroni zati on, while ensuring that LSAs still describe only
synchroni zed adj acenci es.

5. Protocol Details

This section conmpl enents [ RFC5340] and specifies the information that
nust be maintai ned, processed, and transmtted by routers that
operate one or nore OSPFv3 MANET interfaces.

5.1. Data Structures

In addition to the values used in [ RFC5340], the Type field in the
interface data structure can take a new val ue, "MANET". Furthernore,
and in addition to the protocol structures defined by [ RFC5340],
routers that operate one or nore MANET interfaces nake use of the
data structures described bel ow

5.1.1. N(i): Symmetric 1-Hop Nei ghbor Set
The Symmretric 1-hop Nei ghbor set N(i) records router |IDs of the set

of symmetric 1-hop neighbors of the router on interface i. More
precisely, N(i) records tuples of the form
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(1_HOP_SYMid, 1 HOP_SYMtine)
wher e:

1 HOP_SYMid: is the router ID of the synmretric 1-hop nei ghbor of
this router over interface i

1 HOP_SYM tine: specifies the time at which the tuple expires and
MUST be renoved fromthe set.

For conveni ence throughout this docunent, N w |l denote the union of
all N(i) sets for all MANET interfaces on the router.

5.1.2. N2(i): Symretric Strict 2-Hop Nei ghbor Set

The Synmmetric strict 2-hop Neighbor set N2(i) records |inks between
routers in N(i) and their symetric 1-hop nei ghbors, excluding:

(i) the router performing the conputation, and
(ii) all routers in N(i).
More precisely, N2(i) records tuples of the form
(2_HOP_SYM.id, 1_HOP_SYM.id, 2_HOP_SYMtine)
wher e:
2 HOP_SYMid: is the router ID of a symretric strict 2-hop nei ghbor.
1 HOP_SYMid: is the router ID of the symretric 1-hop nei ghbor of
this router through which the synmmetric strict 2-hop nei ghbor can

be reached.

2 HOP_SYMtine: specifies the tine at which the tuple expires and
MJUST be renpved fromthe set.

For conveni ence throughout this docunent, N2 will denote the union of
all N2(i) sets for all MANET interfaces on the router.

5.1.3. Floodi ng- MPR Set

The Fl oodi ng- MPR set on interface i records router IDs of a subset of
the routers listed in N(i), selected such that, through this subset,
each router listed in N2(i) is reachable in 2 hops by this router.
There is one Fl oodi ng- MPR set per MANET interface. More precisely,
the Fl oodi ng- MPR set records tuples of the form
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(Flooding MPR id, Flooding MPR tine)
wher e:

Fl ooding_ MPR id: is the router ID of the symretric 1-hop nei ghbor of
this router that is selected as Fl oodi ng- MPR.

Fl oodi ng_MPR tine: specifies the tine at which the tuple expires and
MUST be renoved fromthe set.

Fl oodi ng- MPR sel ection is detailed in Section 5.2.1.
5.1.4. Floodi ng- MPR- Sel ect or Set

The Fl oodi ng- MPR-sel ector set on interface i records router |Ds of
the set of symetric 1-hop neighbors of this router on interface i
that have selected this router as their Flooding-MPR  There is one
Fl oodi ng- MPR-sel ector set per MANET interface. More precisely, the
Fl oodi ng- MPR- sel ector set records tuples of the form

(Fl oodi ng_MPR_SELECTOR_i d, Fl oodi ng_MPR _SELECTOR ti ne)
wher e:

Fl oodi ng_ MPR SELECTOR id: is the router ID of the symmetric 1-hop
nei ghbor of this router, that has selected this router as its
FI oodi ng- MPR.

Fl oodi ng_MPR_SELECTOR time: specifies the time at which the tuple
expires and MUST be renoved fromthe set.

Fl oodi ng- MPR sel ection is detailed in Section 5.2.1.

5.1.5. Path-MPR Set

The Pat h- MPR set records router IDs of routers in N that provide
shortest paths fromrouters in N2 to this router. There is one Path-
MPR set per router. Mrre precisely, the Path-MPR set records tuples
of the form

(Path_MPR_id, Path_MPR_ tine)
wher e:

Path_MPR id: is the router ID of the synmetric 1-hop nei ghbor of
this router, selected as Path-MPR
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Path MPR time: specifies the tinme at which the tuple expires and
MJST be renoved fromthe set.

Pat h- MPR sel ection is detailed in Section 5.2.5.
5.1.6. Pat h- MPR- Sel ect or Set

The Pat h- MPR-sel ector set records router IDs of the set of symetric
1- hop nei ghbors over any MANET interface that have selected this
router as their Path-MPR  There is one Pat h- MPR-sel ector set per

router. NMore precisely, the Path-MPR-sel ector set records tuples of
the form

(Path_MPR _SELECTOR id, Path_ MPR SELECTOR tine)
wher e:

Path MPR SELECTOR id: is the router ID of the symretric 1-hop

nei ghbor of this router that has selected this router as its Path-
MPR.

Pat h_MPR SELECTOR tinme: specifies the tine at which the tuple
expires and MJST be renoved fromthe set.

Pat h- MPR sel ection is detailed in Section 5.2.5.

5.1.7. MR Set

The MPR set is the union of the Fl oodi ng- MPR set(s) and the Path- MPR
set. There is one MPR set per router.

5.1.8. MPR-Sel ector Set

The MPR-sel ector set is the union of the Floodi ng- MPR-sel ector set(s)
and the Pat h- MPR-sel ector set. There is one MPR-sel ector set per
router.

5.2. Hello Protoco

On OSPFv3 MANET interfaces, packets are sent, received, and processed
as defined in [ RFC5340] and [ RFC2328], and augnented for MPR
sel ection as detailed in this section

Al'l additional signaling for OSPFv3 MANET interfaces is done through

i nclusion of TLVs within an LLS bl ock [ RFC4813], which is appended to
Hel | o packets. |If an LLS block is not already present, an LLS bl ock

MJST be created and appended to the Hell o packets.
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Hel | o packets sent over an OSPFv3 MANET interface MJUST have the L bit
of the OSPF Options field set, as per [ RFC4813], indicating the
presence of an LLS bl ock

Thi s docunent defines and enploys the following TLVs in Hell o packets
sent over OSPFv3 MANET interfaces:

FMPR - signaling Flooding- PR sel ecti on;
PMPR - signaling Path-MPR sel ection;
METRI C-MPR - signaling netrics.

The layout and internal structure of these TLVs is detailed in
Section 6.

5.2.1. Floodi ng- MPR Sel ection

The obj ective of Flooding-MPR selection is for a router to select a
subset of its neighbors such that a packet, retransnitted by these
sel ected nei ghbors, will be received by all routers 2 hops away.
This property is called the Floodi ng-MPR "coverage criterion". The
Fl oodi ng- MPR set of a router is conputed such that, for each OSPFv3
MANET interface, it satisfies this criterion. The information
required to performthis calculation (i.e., link sensing and

nei ghbor hood i nformation) is acquired through periodic exchange of
OSPFv3 Hel | o packets.

Fl oodi ng- MPRs are conputed by each router that operates at |east one
OSPFv3 MANET interface. The snmaller the Flooding-MPR set is, the

| ower the overhead will be. However, while it is not essential that
the Fl ooding-MPR set is mininmal, the "coverage criterion"” MJST be
satisfied by the sel ected Fl oodi ng- MPR set.

The wi |l lingness of a neighbor router to act as Fl oodi ng- MPR MAY be
taken into consideration by a heuristic for Floodi ng- VPR sel ection
An exanpl e heuristic that takes willingness into account is given in
Appendi x A.

5.2.2. Flooding- MR Selection Signaling - FMPR TLV

A router MJST signal its Flooding-MPRs set to its nei ghbors by

i ncluding an FMPR TLV in generated Hell o packets. Inclusion of this
FMPR TLV signals the list of symetric 1-hop neighbors that the
sendi ng router has selected as Floodi ng-MPRs, as well as the

wi | l'ingness of the sending router to be el ected Fl oodi ng- MPR by ot her
routers. The FMPR TLV structure is detailed in Section 6. 1.
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5.2.3. Neighbor Ordering

Nei ghbors listed in the Hell o packets sent over OSPFv3 MANET
i nterfaces MJST be included in the order as given bel ow

1. symmetric 1-hop neighbors that are sel ected as Fl oodi ng- MPRs;

2. other symetric 1-hop nei ghbors;

3. other 1-hop nei ghbors.

This ordering allows correct interpretation of an included FMPR TLV.
5.2.4. Metric Signaling - METRIC-MPR TLV and PMPR TLV

Hel | o packets sent over OSPFv3 MANET interfaces MJST advertise the
costs of links towards ALL the synmetric MANET nei ghbors of the
sending router. |If the sending router has nore than one OSPFv3 MANET
interface, links to ALL the symetric MANET nei ghbors over ALL the
OSPFv3 MANET interfaces of that router MUST have their costs

adverti sed.

The costs of the links between the router and each of its MANET

nei ghbors on the OSPFv3 MANET interface over which the Hell o packet
is sent MJST be signaled by including METRICMPR TLVs. The METRI G
MPR TLV structure is detailed in Section 6. 2.

Mor eover, the | owest cost from each MANET nei ghbor towards the router
(regardl ess of over which interface) MJST be specified in the

i ncluded PMPR TLV. Note that the | owest cost can be over an
interface that is not an OSPFv3 MANET interface.

5.2.5. Path-MPR Sel ection

A router that has one or nore OSPFv3 MANET interfaces MJST select a
Pat h- MPR set from anong routers in N. Routers in the Path-MR set of
a router are those that take part in the shortest (with respect to
the nmetrics used) path fromrouters in N2 to this router. A
heuristic for Path-MPR selection is given in Appendix B

5.2.6. Path-MPR Sel ection Signaling - PMPR TLV

A router MJST signal its Path-MPR set to its neighbors by including a
PMPR TLV in generated Hell o packets.

A PMPR TLV MJST contain a list of IDs of all symretric 1-hop

nei ghbors of all OSPFv3 MANET interfaces of the router. These IDs
MUST be included in the PMPR TLV in the order as given bel ow

Baccel i, et al. Experi ment al [ Page 12]



RFC 5449 OSPF MPR Ext ensi on for MANET February 2009

1. Neighbors that are both adjacent AND sel ected as Pat h- MPR for any
OSPFv3 MANET interface of the router generating the Hell o packet.

2. Neighbors that are adjacent over any OSPFv3 MANET interface of
the router generating the Hell o packet.

3. Symetric 1-hop nei ghbors on any OSPFv3 MANET interface of the
router generating the Hell o packet that have not been previously
included in this PWMPR TLV.

The list of neighbor IDs is followed by a list of costs for the Iinks
fromthese neighbors to the router generating the Hell o packet
containing this PMPR TLV, as detailed in Section 5.2.4. The PWPR TLV
structure is detailed in Section 6. 3.

5.2.7. Hello Packet Processing

In addition to the processing specified in [ RFC5340], N and N2 MJUST
be updat ed when received Hell o packets indicate changes to the

nei ghbor hood of an OSPFv3 MANET interface i. |In particular, if a
recei ved Hell o packet signals that a tuple in N (or N2) is to be
del eted, the deletion is done inmedi ately, without waiting for the
tuple to expire. Note that N2 records not only 2-hop nei ghbors
listed in received Hellos but also 2-hop neighbors listed in the
appended PWMPR TLVs.

The Fl oodi ng- MPR set MJST be reconmputed when either of N(i) or N2(i)
has changed. The Path- MPR set MJUST be recomputed when either of N or
N2 has changed. Moreover, the Path-MPR set MJST be recomputed if
appended LLS information signals change with respect to one or nore
link costs.

The Fl oodi ng- MPR-sel ector set and the Path- MPR-sel ector set MJST be
updat ed upon recei pt of a Hell o packet containing LLS informtion

i ndi cating changes in the |list of neighbors that has selected the
router as MPR

If a Hllo with the S bit set is received on an OSPFv3 MANET
interface of a router, froma non-adjacent nei ghbor, the router MJST
transition this neighbor’'s state to ExStart.

5.3. Adj acenci es

Adj acenci es are brought up between OSPFv3 MANET interfaces as

descri bed in [RFC5340] and [ RFC2328]. However, in order to reduce
the control-traffic overhead over the OSPFv3 MANET interfaces, a
router that has one or nore such OSPFv3 MANET interfaces MAY bring up
adj acencies with only a subset of its MANET nei ghbors.
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Over an OSPFv3 MANET interface, a router MJST bring up adjacencies
with all MANET neighbors that are included in its MPR set and its
MPR-sel ector set; this ensures that, beyond the first hop, routes use
synchroni zed links (if synchronized paths are preferred over non-
synchroni zed paths of equal cost). A router MAY bring up adjacencies
wi th ot her MANET nei ghbors, at the expense of additiona
synchroni zati on over head.

5.3.1. Packets over 2-Way Links

VWen a router does not forma full adjacency with a MANET nei ghbor
the state of that nei ghbor does not progress beyond 2-Way (as defined
in [RFC2328]). A router can send protocol packets, such as LSAs, to
a MANET nei ghbor in 2-Way state. Therefore, any packet received from
a symretric MANET nei ghbor MJUST be processed.

As with the OSPF broadcast interface [ RFC2328], the next hop in the
forwardi ng tabl e MAY be a neighbor that is not adjacent. However,
when a data packet has travelled beyond its first hop, the MPR-

sel ection process guarantees that subsequent hops in the shortest
path tree (SPT) will be over adjacencies (if synchronized paths are
preferred over non-synchroni zed paths of equal cost).

5.3.2. Adjacency Conservation

Adj acencies are torn down according to [ RFC2328]. Wen the MPR set
or MPR-sel ector set is updated (due to changes in the nei ghborhood),
and when a nei ghbor was formerly, but is no longer, in the MPR set or
the MPR-sel ector set, then the adjacency with that neighbor is kept
unl ess the change causes the neighbor to cease being a symetric

1- hop nei ghbor.

When a router receives Hello packets froma symetric 1-hop nei ghbor
that ceases to list this router as being adjacent (see
Section 5.2.6), the state of that nei ghbor MJUST be changed to:

1. 2-Way if the neighbor is not in the MPR set or MPR-sel ector set,
or

2. ExStart if either the neighbor is in the MPR set or MPR-sel ector
set, or the neighbor or the router itself is a Synch router.

5.4. Link State Advertisenents

Rout ers generate Router-LSAs periodically, using the format specified
in [ RFC5340] and [ RFC2328].
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5. 4.

Bac

Routers that have one or nore OSPFv3 MANET i nterfaces MJST include
the following links in the Router-LSAs that they generate:

o links to all neighbors that are in the Path-MPR set, AND
o links to all neighbors that are in the Path- MPR-sel ector set.

Routers that have one or nobre OSPFv3 MANET interfaces MAY |ist other
i nks they have through those OSPFv3 MANET interfaces, at the expense
of larger LSAs.

In addition, routers that have one or nbre OSPFv3 MANET i nterfaces
MUST gener ate updat ed Router-LSAs when either of the follow ng
occurs:

0 a new adj acency has been brought up, reflecting a change in the
Pat h- MPR set ;

0 a new adj acency has been brought up, reflecting a change in the
Pat h- MPR- sel ect or set;

o a formerly adjacent and advertised nei ghbor ceases to be adjacent;

o the cost of alink to (or from an advertised nei ghbor has
changed.

1. LSA Fl ooding

An originated LSA is fl ooded, according to [ RFC5340], out al
i nterfaces concerned by the scope of this LSA

Link State Updates received on an interface of a type other than
OSPFv3 MANET interface are processed and fl ooded according to

[ RFC2328] and [ RFC5340], over every interface. |If a Link State
Update was received on an OSPFv3 MANET interface, it is processed as
fol | ows:

1. Consistency checks are performed on the received packet according
to [ RFC2328] and [RFC5340], and the Link State Update packet is
thus associated with a particul ar nei ghbor and a particul ar area.

2. If the Link State Update was received froma router other than a
symmetric 1-hop nei ghbor, the Link State Update MUST be di scarded
wi t hout further processing.

3. Oherwise, for each LSA contained in Link State Updates received

over an OSPFv3 MANET interface, the follow ng steps replace steps
1 to 5 of Section 13.3 of [RFC2328].
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(1) If an LSA exists in the Link State Database, with the sane
Link State ID, LS Type, and Advertising Router values as the
received LSA, and if the received LSA is not newer (see
Section 13.1 of [RFC2328]), then the received LSA MJST NOT
be processed, except for acknow edgment as described in
Section 5.4.2.

(2) Oherwise, the LSA MIUST be attributed a scope according to
its type, as specified in Section 3.5 of [RFC5340].

(3) If the scope of the LSAis link local or reserved, the LSA
MUST NOT be flooded on any interface.

(4) Oherwise:

+ |If the scope of the LSAis the area, the LSA MIST be
fl ooded on all the OSPFv3 interfaces of the router in
that area, according to the default flooding al gorithm
described in Section 5.4.1.1.

+ O herwise, the LSA MIST be flooded on all the OSPFv3
interfaces of the router according to the default
fl oodi ng al gorithm described in Section 5.4.1.1.

5.4.1.1. Default LSA Flooding Al gorithm

The default LSA flooding algorithmis as follows:

1

2.

The LSA MUST be installed in the Link State Database.
The Age of the LSA MUST be increased by InfTransDel ay.

The LSA MJUST be retransmitted over all OSPFv3 interfaces of types
ot her than OSPFv3 MANET interface

If the sending OSPFv3 interface is a Fl oodi ng- MPR-sel ect or of
this router, then the LSA MJST al so be retransmtted over al
OSPFv3 MANET i nterfaces concerned by the scope, with the
mul ti cast address all _SPF_Routers.

Note that M nLSArrival SHOULD be set to a value that is appropriate
to dynam c topol ogi es: LSA updating may need to be nore frequent in
MANET parts of an OSPF network than in other parts of an OSPF

net wor k.
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5.4.2. Link State Acknow edgnents

When a router receives an LSA over an OSPFv3 MANET interface, the
router MJUST proceed to acknow edge the LSA as foll ows:

1. If the LSA was not received froman adjacent nei ghbor, the router
MUST NOT acknow edge it.

2. Oherwise, if the LSA was received from an adjacent nei ghbor and
if the LSAis already in the Link State Database (i.e., the LSA
has al ready been received and processed), then the router MJST
send an acknow edgnent for this LSA on all OSPFv3 NMANET
interfaces to the nulticast address all_SPF Routers.

3. Oherwise, if the LSAis not already in the Link State Database:

1. If the router decides to retransmt the LSA (as part of the
fl oodi ng procedure), the router MUST NOT acknow edge it, as
this retransmission will be considered as an inplicit

acknow edgnent .

2. Oherwise, if the router decides to not retransmt the LSA
(as part of the flooding procedure), the router MJST send an
explicit acknow edgrment for this LSA on all OSPFv3 NMANET
interfaces to the nulticast address all_SPF Routers.

If a router sends an LSA on an OSPFv3 MANET interface, it expects
acknow edgnments (explicit or inplicit) fromall adjacent neighbors.
In the case where the router did not generate, but sinply relays, the
LSA, then the router MJST expect acknow edgments (explicit or
implicit) only from adjacent nei ghbors that have not previously
acknow edged this LSA. If a router detects that sone adjacent

nei ghbor has not acknow edged the LSA, then that router MJST
retransmt the LSA

If, due to the MPR fl oodi ng-reducti on nmechani sm enpl oyed for LSA

fl oodi ng as described in Section 5.4.1, a router decides to not relay
an LSA, the router MUST still expect acknow edgnents of this LSA
(explicit or inplicit) from adjacent neighbors that have not
previously acknow edged this LSA. |If a router detects that sone

adj acent nei ghbor has not acknow edged the LSA, then the router MJST
retransmt the LSA

Note that it nay be beneficial to aggregate several acknow edgnents
in the same transm ssion, taking advantage of native multicasting (if
available). A tiner wait MAY thus be used before any acknow edgnent
transm ssi on.
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5.

5.

5.

Additionally, jitter [ RFC5148] on packet (re)transni ssion MAY be used
in order to increase the opportunities to bundl e several packets
together in each transm ssion

5. Hybrid Routers

In addition to the operations described in Section 5.2, Section 5.3
and Section 5.4, Hybrid routers MJST:

o select ALL their MANET nei ghbors as Pat h- MPRs.

o list adjacencies over OSPFv3 interfaces of types other than OSPFv3
MANET i nterface, as specified in [ RFC5340] and [ RFC2328], in
gener at ed Rout er - LSAs.

6. Synch Routers

In a network with no Hybrid routers, at |east one Synch router MJST
be selected. A Synch router MJST:

0o set the Sbit in the PWMPR TLV appended to the Hell o packets it
generates, AND

o becone adjacent with ALL MANET nei ghbors.
A proposed heuristic for selection of Sync routers is as follows:

o Arouter that has a MANET interface and an ID that is higher than
the 1D of all of its current neighbors, and whose ID is higher
than any other ID present in Router-LSAs currently in its Link
St at e Dat abase selects itself as Synch router.

QO her heuristics are possible; however, any heuristic for selecting
Synch routers MJST ensure the presence of at |east one Synch or
Hybrid router in the network.

7. Routing Table Conputation

When routing table (re)computation occurs, in addition to the
processi ng of the Link State Database defined in [ RFC5340] and

[ RFC2328], routers that have one or nore MANET interfaces MJST take
into account |inks between thensel ves and MANET nei ghbors that are in
state 2-\Way or higher (as data and protocol packets may be sent,
received, and processed over these links too). Thus, the
connectivity matrix used to conpute routes MJST reflect |inks between
the root and all its neighbors in state 2-Way and hi gher, as well as
i nks described in the Link State Database.
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6. Packet Formats

OSPFv3 packets are as defined by [ RFC5340] and [RFC2328]. Additiona
LLS signaling [RFC4813] is used in Hello packets sent over OSPFv3
MANET interfaces, as detailed in this section.

Thi s specification uses network byte order (npbst significant octet
first) for all fields.

6.1. Floodi ng- VPR TLV

A TLV of Type FMPR is defined for signaling Floodi ng- VPR sel ecti on,
shown in Figure 1.

0 1 2 3
01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

| Type=FMPR | Lengt h |
s S S o T i i S S i (i
| WIlingness | # Sym Neigh. | # Flood MPR | Reserved

T S I e S i oI SH DU S S R TR o E

Figure 1: Fl oodi ng- MPR TLV ( FMPR)

wher e:

WIllingness - is an 8-bit unsigned integer field that specifies the
wi |l lingness of the router to flood Iink-state information on
behal f of other routers. 1t can be set to any integer value from

1to 6. By default, a router SHOULD advertise a willingness of
W LL_DEFAULT = 3.

# Sym Neigh. - is an 8-bit unsigned integer field that specifies
the nunber of synmmetric 1-hop neighbors. These synmretric 1-hop
nei ghbors are listed first anong the neighbors in a Hello packet.

# Flood MPR - is an 8-bit unsigned integer field that specifies the
nunber of nei ghbors selected as Fl oodi ng- MPR.  These Fl oodi ng- MPRs
are listed first anong the symetric 1-hop nei ghbors.

Reserved - is an 8-bit field that SHOULD be cleared ('0’') on
transm ssi on and SHOULD be i gnored on reception

6.2. Metric-MPR TLV

A TLV of Type METRIC-MPR is defined for signaling costs of links to
nei ghbors, shown in Figure 2.
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0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Type=METRI C- MPR | Length |
B s i S i I i S S S i i

| Reserved | U R Cost O

e i S e e e e e s th s S R SR S
| Cost 1 | Cost 2 I
Lk R e T e i i i SEI TR R

B T s i I S e i S i i S S e S
Cost n | Paddi ng
s S S i I S R R e h T Tk e S S S o T S

Figure 2: Metric TLV (METRI G MPR)
wher e:

Reserved - is a 14-bit field that SHOULD be cleared ('0') on
transm ssion and SHOULD be ignored on reception

R- is abinary flag, cleared ('0") if the costs advertised in the
TLV are direct (i.e., the costs of the links fromthe router to
the neighbors), or set ('1') if the costs advertised are reverse
(i.e., the costs of the links fromthe neighbors to the router).
By default, Ris cleared ('0").

U- is abinary flag, cleared ('0") if the cost for each link from
the sending router and to each advertised neighbor is explicitly
i ncluded (shown in Figure 3), or set ("1') if a single netric
value is included that applies to all links (shown in Figure 4).

Cost n - is an 8-bit unsigned integer field that specifies the cost
of the link, in the direction specified by the R flag, between
this router and the neighbor listed at the n-th position in the
Hel | o packet when counting fromthe beginning of the Hello packet
and with the first neighbor being at position O.

Padding - is a 16-bit field that SHOULD be cleared ('0") on
transm ssi on and SHOULD be ignored on reception. Padding is
included in order that the TLV is 32-bit aligned. Padding MJST be
i ncl uded when the TLV contains an even number of Cost fields and
MUST NOT be incl uded otherw se.

Baccel i, et al. Experi ment al [ Page 20]



RFC 5449 OSPF MPR Ext ensi on for MANET February 2009

0 1 2 3

01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Type=METRI C- MPR | Length |
B s i S i I i S S S i i
| Reserved | O] R| Cost O |
e i S e e e e e s th s S R SR S
| Cost 1 | Cost 2 I
Lk R e T e i i i SEI TR R

Figure 3: Metric Advertisenent TLV (METRI G- MPR) exanple with explicit
i ndividual link costs (U=0) and an odd nunber of Costs (and, hence,
no paddi ng).

0 1 2 3
01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

| Type=METRI C- MPR | Lengt h |
s S S o T i i S S i (i
| Reserved | 1| R Cost |

S A S S S I L S S DU SR S S T S S

Figure 4: Metric Advertisenent TLV (METRI C-MPR) exanple with a single
and uniformlink cost (U=1) (and, hence, no padding).
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6.3. Path-MPR TLV

A TLV of Type PMPR is defined for signaling Path-MPR sel ection, shown
in Figure 1, as well as the link cost associated with these Path-
MPRs.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Type=PVMPR | Length |
B s i S i I i S S S i i
| # SymNeigh | # Adj. Neigh | # Path-MPR | Reserved |U'S
e T o i e e R th s S SR SR S

| Nei ghbor 1D
T e  h E kR el T o e e T i R R S s
| Nei ghbor 1D
B s i S i I i S S S i i

B ik o T e S S T ks e i S R T I e e S S e el ST S TR S e
Cost O Cost 1
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

s S S o T i i S S i (i
Cost n | Paddi ng
R Rt i i i i e T I I S S S R i e S R e e i s o

Figure 5. Path-MPR TLV (PMPR)

# Sym Neigh. - is an 8-bit unsigned integer field that specifies the
nunber of symetric 1-hop MANET nei ghbors of all OSPFv3 MANET
interfaces of the router, listed in the PMPR TLV.

# Adj. Neigh. - is an 8-bit unsigned integer field that specifies
the nunber of adjacent nei ghbors. These adjacent nei ghbors are
listed first anong the symetric 1-hop MANET nei ghbors of al
OSPFv3 MANET interfaces of the router in the PVPR TLV.

# Path-MPR - is an 8-bit unsigned integer field that specifies the
nunber of MANET nei ghbors sel ected as Path-MPR.  These Pat h- MPRs
are listed first anmong the adjacent MANET nei ghbors in the PWMPR
TLV.

Reserved - is a 6-bit field that SHOULD be cleared ('0’) on
transm ssi on and SHOULD be i gnored on reception
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U- is abinary flag, cleared ('0") if the cost for each link from
each advertised neighbor in the PMPR TLV and to the sending router
is explicitly included (as shown in Figure 6), or set ("1") if a
single metric value is included that applies to all links (as
shown in Figure 7).

S- is abinary flag, cleared ('0') if the router brings up
adj acencies only with neighbors inits MPR set and MPR-sel ector
set, as per Section 5.3, or set ('1") if the router brings up
adj acencies with all MANET nei ghbors as a Synch router, as per

Section 5. 6.

Nei ghbor ID - is a 32-bit field that specifies the router ID of a
symmetric 1-hop nei ghbor of an OSPFv3 MANET interface of the
router.

Cost n - is a 16-bit unsigned integer field that specifies the cost

of the link in the direction fromthe n-th |isted adverti sed

nei ghbor in the PMPR TLV and towards this router. A default value
of OxXFFFF (i.e., infinity) MJST be advertised unless information
received via Hell o packets fromthe nei ghbor specifies otherw se,
in which case the received informati on MJUST be advertised. If a
nei ghbor is reachable via nore than one interface, the cost
advertised MJUST be the m nimum of the costs by which that nei ghbor
can be reached.

Padding - is a 16-bit field that SHOULD be cleared ('0’) on
transm ssi on and SHOULD be ignored on reception. Padding is
included in order that the PMPR TLV is 32-bit aligned. Padding
MJUST be included when the TLV contains an odd number of Cost
fields and MJUST NOT be included otherw se.
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7.

0 1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R
| Type=PVMPR | Length |
B s i S i I i S S S i i
| # SymNeigh | # Adj. Neigh | # Path-MPR | Reserved |[O0]|S
e T o i e e R th s S SR SR S

| Nei ghbor 1D
T e  h E kR el T o e e T i R R S s
| Nei ghbor 1D
B s i S i I i S S S i i

s S S i I S R R e h T Tk e S S S o T S
Cost 1 Cost 2

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S

B T s i I S e i S i i S S e S

| Cost n-1 | Cost n |

s S S i I S R R e h T Tk e S S S o T S

Figure 6: Path-MPR TLV (PMPR) with explicit individual Iink costs
(U=0) and an even nunber of Cost fields (hence, no padding).

0 1 2 3
01234567890123456789012345678901
i I S T T i i S i i it IR SR
| Type=PVMPR | Length |
B s i S i I i S S S i i
| # SymNeigh | # Adj. Neigh | # Path-MPR | Reserved |[1]S
S S i S R S S

| Nei ghbor 1D
I I S i i i i i i I R it it HE N
| Nei ghbor 1D
B s i S i I i S S S i i
| Cost | Paddi ng |
e S i S S i i T

Figure 7: Path-MPR TLV (PMPR) with a single and uniformlink cost
(U=1) (hence, padding included).

Security Considerations

[ RFC4593] describes generic threats to routing protocols, whose
applicability to OSPFv3 [ RFC5340] is not altered by the presence of
OSPFv3 MANET interfaces. As such, the OSPFv3 MANET interface type
does not introduce new security threats to [ RFC5340].
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However, the use of a wireless nediumand the |ack of infrastructure,
as enabl ed by the use of the OSPFv3 MANET interface type, may render
some of the attacks described in [ RFC4593] easier to undertake.

For exanple, control-traffic sniffing and control-traffic analysis
are sinpler tasks with wireless than with wires, as it is sufficient

to be sonewhere within radio range in order to "listen" to wireless
traffic. Inconspicuous wretapping of the right cable(s) is not
necessary.

In a simlar fashion, physical signal interference is also a sinpler
task with wireless than with wires, as it is sufficient to emit from
somewhere within radio range in order to be able to disrupt the
comuni cation medium No conplex wire connection is required.

O her types of interference (including not forwardi ng packets),
spoofing, and different types of falsification or overloading (as
described in [RFC4593]) are also threats to which routers using
OSPFv3 MANET interfaces may be subject. 1In these cases, the |ack of
predeternined infrastructure or authority, enabled by the use of
OSPFv3 MANET interfaces, may facilitate such attacks by making it
easier to forge legitinacy.

Mor eover, the consequence zone of a given threat, and its consequence
period (as defined in [RFC4593]), may also be slightly altered over
the wirel ess nedium conpared to the sane threat over w red networks.
I ndeed, nobility and the fact that radi o range spans "further" than a
nmere cabl e may expand the consequence zone in some cases; meanwhile,
the nmore dynam c nature of MANET topol ogi es may decrease the
consequence period, as harnful information (or |ack of information)
will tend to be replaced quicker by legitinmate infornmation.

8. | ANA Consi derations

Thi s docunent defines three LLS TLVs, for which type val ues have been
allocated fromthe LLS TLV type registry defined in [ RFC4813].

Fom o Fom o o e ok +
| WMienobnic | Type Value | Name |
B RS B RS B +
| FMPR | 3 | Fl oodi ng- VPR

| METRI G MPR | 4 | Metric-MPR |
| PMPR | 5 | Pat h- MPR

Fom o Fom o o e ok +

Table 1: LLS TLV Type Assi gnhments
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Appendi x A, Fl oodi ng- MPR Sel ection Heuristic

The foll owi ng specifies a proposed heuristic for selection of

Fl oodi ng- MPRs on interface i. It constructs a Fl oodi ng- MPR set t hat
enables a router to reach routers in the 2-hop nei ghborhood through
rel ayi ng by one Fl oodi ng- MPR router.

The following terminology will be used in describing the heuristics:
IXY) is the degree of a 1-hop neighbor, router Y (where Y is a nmenber
of N(i), defined as the nunmber of neighbors of router Y, EXCLUD NG
all the menbers of N(i) and EXCLUDI NG the router performng the
conputation. The proposed heuristic can then be described as
follows. Begin with an enpty Floodi ng-MPR set. Then:

1. Calculate D(Y), where Y is a nmenber of N(i), for all routers in
NCiP ) -

2. Add to the Flooding-MPR set those routers in N(i) that are the
only routers to provide reachability to a router in N2(i). For
exanple, if router Bin N2(i) can be reached only through a
router Ain N(i), then add router A to the Floodi ng- VPR set.
Renove the routers from N2(i) that are now covered by a router in
the Fl oodi ng- MPR set .

3. Wile there exist routers in N2(i) that are not covered by at
| east one router in the Floodi ng- MPR set:

1. For each router in N(i), calculate the reachability, i.e.
the nunber of routers in N2(i) that are not yet covered by at
| east one router in the Flooding-MPR set, and that are
reachabl e through this 1-hop nei ghbor

2. Select as a Floodi ng- VPR t he nei ghbor with the highest

wi | lingness anong the routers in N(i) with non-zero
reachability. In case of a tie anong routers with the sane
wi |l lingness, select the router that provides reachability to
the maxi mum nunber of routers in N2(i). |In case of another

tie between routers also providing the same anount of
reachability, select as Floodi ng-MPR the router whose D(Y) is
greater. Renove the routers from N2(i) that are now covered
by a router in the Floodi ng- MPR set.

4. As an optim zation, consider in increasing order of wllingness
each router Y in the Flooding-MPR set: if all routers in N2(i)
are still covered by at |least one router in the Floodi ng- VPR set

when excluding router Y, then router Y MAY be renpved fromthe
Fl oodi ng- MPR set .
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Q her algorithms, as well as inprovenents over this algorithm are
possible. Different routers may use different algorithns

i ndependently. However, the algorithmused MJST provide the router
with a Flooding-MPR set that fulfills the fl ooding coverage
criterion, i.e., it MJST select a Flooding-MPR set such that any
2-hop nei ghbor is covered by at |east one Floodi ng- MPR router.

Appendi x B. Path-MPR Sel ection Heuristic
The foll owi ng specifies a proposed heuristic for cal culating a Path-

MPR set that enables a router to reach routers in the 2-hop
nei ghbor hood t hrough shortest paths via routers in its Path-MPR set.

The following ternm nology will be used for describing this heuristic:

A - The router perform ng the Path-MPR set cal cul ation

B, C D .... - Oher routers in the network.

cost(A B) - The cost of the path through the direct link, fromA to
B

dist(C, A) - The cost of the shortest path fromCto A

A cost matrix is populated with the values of the costs of |inks
originating fromrouter A (available locally) and with values listed
in Hello packets received from nei ghbor routers. More precisely, the
cost matrix is popul ated as foll ows:

1. The coefficients of the cost matrix are set by default to OxFFFF
(maxi mal value, i.e., infinity).

2. The coefficient cost(A B) of the cost matrix for a link from
router A to a neighbor B (the direct cost for this link) is set
to the mnimumcost over all interfaces that feature router B as
a symretric 1-hop neighbor. The reverse cost for this link
cost(B,A), is set at the value received in Hello packets from
router B. |If router B is reachable through several interfaces at
the sane tine, cost(B,A) is set as the m ni mum cost advertised by
router B for its links towards router A

3. The coefficients of the cost matrix concerning the |link between
two neighbors of A routers C and B, are popul ated at the
reception of their Hello packets. The cost(B,C) is set to the
val ue advertised by the Hello packets from B, and, respectively,
the cost(C B) is set to the value advertised in Hello packets
fromC.
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4. The coefficients cost(B,C) of the cost matrix for a |ink that
connects a nei ghbor B to a 2-hop nei ghbor C are obtained via the
Hel | o packets received fromrouter B. In this case, cost(B,C
and cost (C, B) are respectively set to the val ues advertised by
router B for the direct cost and reverse cost for node C

Once the cost matrix is popul ated, the proposed heuristic can then be
described as follows. Begin with an enpty Path-MPR set. Then

1. Using the cost matrix and the Dijkstra algorithm conmpute the
router distance vector, i.e., the shortest distance for each pair
(X,A) where Xis in Nor N2 minimzing the sumof the cost of the
pat h between X and A.

2. Conpute N as the subset of N nade of the elenments X such that
cost (X, A)=dist(X A).

3. Compute N2’ as the subset of N and N2 nade of the elenents Y that
do not belong to N and such that there exist X in N such
cost (Y, X) +cost (X, A) =di st (Y, A)

4. Conpute the MPR selection algorithm presented in Appendix A with
N instead of N(i) and N2° instead of N2(i). The resulting MPR
set is the Path-MPR set.

Q her algorithms, as well as inprovenents over this algorithm are

possible. Different routers may use different algorithns

i ndependently. However, the algorithmused MJST provide the router
with a Path-MPR set that fulfills the path coverage criterion, i.e.
it MJUST select a Path-MPR set such that for any elenment of N or N2

that is not in the Path-MPR set, there exists a shortest path that

goes fromthis element to the router through a nei ghbor selected as
Pat h- MPR (unl ess the shortest path is only one hop).
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