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Abst ract

This menmo defines the IP Flow Information eXport (IPFIX) architecture
for the selective nonitoring of IP Flows, and for the export of
nmeasured |P Flow information froman | PFI X Device to a Collector.
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1. Introduction

There are several applications, e.g., usage-based accounting, traffic
profiling, traffic engineering, attack/intrusion detection, quality-
of -service (QS) nonitoring, that require Flowbased IP traffic
nmeasurenents. It is therefore inmportant to have a standard way of
exporting information related to IP Flows. This docunment defines an
architecture for IP traffic Flow nonitoring, nmeasuring, and
exporting. It provides a high-level description of an | PFI X Device's
key conmponents and their functions.

1.1. Document Scope

This docunent defines the architecture for IPFIX. [Its main
obj ectives are to:

o Describe the key IPFI X architectural conmponents, consisting of (at
| east) | PFI X Devices and Coll ectors comunicating using the |IPFIX
pr ot ocol

o Define the IPFI X architectural requirenents, e.g., recovery,
security, etc.

o Describe the characteristics of the | PFI X protocol.
1.2. | PFI X Docunents Overview

The | PFI X protocol provides network adm nistrators with access to IP
Fl ow i nformation. This docunent specifies the architecture for the
export of neasured IP Flow information froman |PFlI X Exporting
Process to a Collecting Process, per the requirements defined in RFC
3917 [1]. The IPFIX protocol docunent, RFC 5101 [3], specifies how
| PFI X data records and tenplates are carried via a congestion-aware
transport protocol, from | PFI X Exporting Process to | PFI X Collecting
Process. |PFIX has a formal description of |IPFIX infornmation
elements (fields), their name, type, and additional semantic
information, as specified in RFC 5102 [2]. Finally, RFC 5472 [4]
descri bes what type of applications can use the |PFI X protocol and
how t hey can use the information provided. Furthernore, it shows how
the IPFI X franework relates to other architectures and frameworKks.

Note that the | PFI X system does not provide for rempte configuration

of an IPFI X device. Instead, inplenentors nust provide an effective
way to configure their |PFIX devices.
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2. Term nol ogy

The definitions of basic IPFIX terms such as IP Traffic Flow,
Exporting Process, Collecting Process, Observation Point, etc., are
semantically identical with those found in the I PFIX requirements
docunent, RFC 3917 [1]. Sone of the terms have been expanded for
nore clarity when defining the protocol. Additional definitions
required for the architecture have al so been defined. For ternms that
are defined here and in RFC 5101 [3], the definitions are equival ent
in both docunents.

* (oservation Poi nt

An Cbservation Point is a location in the network where |IP packets
can be observed. Exanples include: a line to which a probe is
attached, a shared medium such as an Et hernet-based LAN, a single

port of a router, or a set of interfaces (physical or |ogical) of
a router.

Note that every Observation Point is associated with an
oservati on Domai n (defined bel ow), and that one Observati on Point
may be a superset of several other Cbservation Points. For
exanpl e, one (Qbservation Point can be an entire line card. That
woul d be the superset of the individual Observation Points at the
line card s interfaces.

* (Cbservati on Donmi n

An Qbservation Domain is the |argest set of Cbservation Points for
whi ch Flow i nformation can be aggregated by a Metering Process.

For exanple, a router line card may be an Observation Domain if it
i s conposed of several interfaces, each of which is an Observation
Point. 1In the IPFI X Message it generates, the Observati on Domai n
i ncludes its Observation Domain I D, which is unique per Exporting
Process. That way, the Collecting Process can identify the
specific Cbhservation Domain fromthe Exporter that sends the |PFIX
Messages. Every Cbservation Point is associated with an
Observation Domain. It is reconmended that Observati on Domain |Ds
al so be uni que per | PFI X Device.

* |P Traffic Flow or Fl ow

There are several definitions of the term’flow being used by the
Internet community. Wthin the context of |PFIX we use the
foll owi ng definition:
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A Flow is defined as a set of |IP packets passing an Observation
Point in the network during a certain tine interval. Al packets
bel onging to a particular Flow have a set of conmon properties.
Each property is defined as the result of applying a function to
the val ues of:

1. one or nore packet header fields (e.g., destination IP
address), transport header fields (e.g., destination port

nunber), or application header fields (e.g., RTP header fields
[5]).

2. one or nore characteristics of the packet itself (e.g., nunber
of MPLS | abel s)

3. one or nore fields derived from packet treatment (e.g., next
hop | P address, output interface)

A packet is defined as belonging to a Flowif it conpletely
satisfies all the defined properties of the Flow.

This definition covers the range froma Fl ow containing al
packets observed at a network interface to a Fl ow consisting of
just a single packet between two applications. It includes
packets sel ected by a sanpling nechani sm

* Fl ow Key
Each of the fields that:
1. belongs to the packet header (e.g., destination |IP address),

2. is a property of the packet itself (e.g., packet |ength),

3. is derived from packet treatment (e.g., Autononmous System (AS)
nunber), and

4. is used to define a Flow
is termed a Fl ow Key.

* Fl ow Record
A Fl ow Record contains information about a specific Flow that was
observed at an Observation Point. A Flow Record contains nmeasured
properties of the Flow (e.g., the total number of bytes for al

the Fl ow s packets) and usually characteristic properties of the
Flow (e.g., source |P address).
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* Metering Process

The Metering Process generates Flow Records. Inputs to the
process are packet headers and characteristics observed at an
onservation Point, and packet treatment at the Observation Point
(for exanple, the selected output interface).

The Metering Process consists of a set of functions that includes
packet header capturing, tinmestanping, sanpling, classifying, and
mai nt ai ni ng Fl ow Recor ds.

The mai ntenance of Fl ow Records may include creating new records,
updating existing ones, conputing Flow statistics, deriving
further Flow properties, detecting Flow expiration, passing Fl ow
Records to the Exporting Process, and deleting Flow Records.

* Exporting Process
The Exporting Process sends Flow Records to one or nore Collecting
Processes. The Flow Records are generated by one or nore Metering
Processes.

* Exporter

A device that hosts one or nore Exporting Processes is terned an
Exporter.

* | PFI X Devi ce
An | PFI X Device hosts at | east one Exporting Process. It nay host

further Exporting Processes and arbitrary nunbers of Observation
Points and Metering Processes.

*

Col I ecting Process

A Col |l ecting Process receives Flow Records fromone or nore
Exporting Processes. The Collecting Process might process or
store received Fl ow Records, but such actions are out of scope for
this document.

*

Col | ect or

A device that hosts one or nore Collecting Processes is terned a
Col | ector.
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* Tenpl ate

A Tenplate is an ordered sequence of <type, length> pairs used to
conpl etely specify the structure and semantics of a particular set
of information that needs to be communi cated from an | PFI X Device

to a Collector. Each Tenplate is uniquely identifiable by neans
of a Tenplate ID.

* Control Informmtion, Data Stream

The information that needs to be exported fromthe |IPFI X Device
can be classified into the follow ng categori es:

Control Information

This includes the Flow definition, selection criteria for
packets within the Flow sent by the Exporting Process, and
tenpl ates describing the data to be exported. Contro
Information carries all the information needed for the end-
points to understand the | PFI X protocol, and specifically for

the Collector to understand and interpret the data sent by the
sendi ng Exporter.

Data Stream

This includes Fl ow Records carrying the field values for the
vari ous observed Fl ows at each of the (Cbservation Points.

* | PFI X Message

An | PFI X Message is a nmessage originating at the Exporting Process
that carries the IPFI X records of this Exporting Process and whose
destination is a Collecting Process. An |PFIX Message is

encapsul ated at the transport | ayer.

* I nformati on El enent

An Information Elenment is a protocol and encodi ng-i ndependent
description of an attribute that nay appear in an | PFl X Record.
The I PFI X informati on nodel, RFC 5102 [2], defines the base set of
Information Elements for IPFIX. The type associated with an
Information El emrent indicates constraints on what it may contain
and al so determ nes the valid encoding nechani sns for use in

| PFI X.
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3.

Exampl es of Fl ows

Sone exanples of Flows are listed below. In the |IPv4 exanples, we
use interface addresses in three different 26-bit (/26) subnets. In
the 1 Pv6 exanples, we use 'mac addr-nn’ in the |oworder 64 bits to
i ndicate the | EEE MAC (Media Access Control) address of host
interface nn.

Exanpl e 1: Flow Keys define the different fields by which Flows are
di stingui shed. The different conbination of their field val ues
creates unique Flows. |If {source |IP address, destination |IP address,
DSCP} are Fl ow Keys, then all of these are different Fl ows:

1. {192.0.2.1, 192.0. 2. 65, 4}
2. {192.0.2.23, 192.0.2.67, 4}
3. {192.0.2.23, 192.0.2.67, 2}
4. {192.0.2.129, 192.0.2.67, 4}
5. {2001: DB8:: 0: mac- addr-01, 2001:DB8:: 1:nac-addr-11, 4}
6. {2001: DB8::0: mac-addr-02, 2001: DB8:: 1: mac-addr-13, 4}
7. {2001: DB8::0: mac- addr-02, 2001:DB8::1:nac-addr-13, 2}
8. {2001: DB8::2: mac-addr-21, 2001:DB8::1:mac-addr-13, 4}

Exampl e 2: A mask function can be applied to all the packets that
pass t hrough an Observation Point, in order to aggregate some val ues.
This could be done by defining the set of Flow Keys as {source IP
address, destination |P address, DSCP} as in Exanple 1 above, and
appl yi ng functions that mask out the source and destination IP
addresses (least significant 6 bits for IPv4, 64 bits for IPv6). The
ei ght Flows from Exanple 1 would now be aggregated into six Flows by
nerging the Flows 1+2 and 5+6 into single Flows:

1. {192.0.2.0/26, 192. 0. 2. 64/ 26, 4}
2. {192.0. 2.0/ 26, 192. 0. 2. 64/ 26, 2}
3. {192.0.2.128/26, 192.0.2.64/26, 4}

4. {2001:DB8::0/64, 2001:DB8::1/64, 4}
5. {2001: DB8::0/ 64, 2001:DB8::1/64, 2}
6. {2001:DB8::2/64, 2001:DB8::1/64, 4}

Example 3: Afilter defined by some Fl ow Key val ues can be applied on
al | packets that pass the Qobservation Point, in order to select only
certain Flows. The filter is defined by choosing fixed val ues for
specific Keys fromthe packet.

Al'l the packets that go froma customer network 192.0.2.0/26 to
anot her custoner network 192.0.2.64/26 with DSCP val ue of 4 define a
Flow. All other conbinations don't define a Flow and are not taken
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into account. The three Flows from Exanple 2 would now be reduced to
one Flow by filtering out Flows 2 and 3, leaving only Flow 1,
{192.0.2.0/26, 192.0.2.64/26, 4}.

Simlarly, for the IPv6 packets in the exanmpl es above, one could
filter out Flows 5 and 6 to | eave Fl ow 4.

The above exanpl es can be thought of as a function F() taking as
i nput {source | P address, destination |IP address, DSCP}. The
function selects only the packets that satisfy all three of the
foll owi ng conditions:

1. Mask out the least significant 6 bits of source |IP address, match
agai nst 192.0.2.0.

2. Mask out the least significant 6 bits of destination |IP address,
mat ch agai nst 192. 0. 2. 64.

3. Only accept DSCP val ue equal to 4.

Dependi ng on the values of {source |IP address, destination IP
address, DSCP} of the different observed packets, the Metering
Process function F() woul d choose/filter/aggregate different sets of
packets, which would create different Flows. For exanple, for
various conbi nations of values of {source IP address, destination IP
address, DSCP}, F(source |IP address, destination |IP address, DSCP)
woul d result in the definition of one or nore Flows.
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4. | PFI X Reference Mde

The figure bel ow shows the reference nodel for IPFIX  This figure
covers the various possible scenarios that can exist in an | PFI X

system
S + S +
|[*Application 1]| ... |[*Application n]|
Fommmaa - Fommma - + Fommma - Fommmaa - +
N N
| |
+ - == = -4- = = = = +
N
|
T + Fommma - . +
| I PFI X Exporter | | Collector(1) |
| [ Exporting Process(es)] |<---------- >| [Coll ecting Process(es)]
o e e e e e e oo oo - + o e m e e e e e oo +
T + e +
| I PFI X Device(i) | | Collector(j)
| [ Coservation Point(s)] |<--------- >| [Collecting Process(es)]
| [ Metering Process(es)] | +---->| [*Application(s)]
| [ Exporting Process(es)] | | R e R +
e +
T + | T +
| 1 PFI X Devi ce(m | | | Collector(n)
| [ Cbservation Point(s)] |<----+---->] [Collecting Process(es)] |
| [ Metering Process(es)] | | [*Application(s)]
| [ Exporting Process(es)] | e TR +
e +

The various functional conponents are indicated within brackets [].
The functional conponents within [*] are not part of the IPFIX
architecture. The interfaces shown by "<----- >" are defined by the
| PFI X architecture, but those shown by "<= = = =>" are not.

Figure 1: | PFI X Reference Mde
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The figure bel ow shows a typical |PFIX Device where the | PFIX
conponents are shown in rectangul ar boxes.

o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo +
| | PFI X Devi ce |
| oot |
| oo R R > | |
| | | | | |
| Fomem oo+ Fomem oo+ | | |
| | Metering | | Metering | | E | |
| | Process 1| | Process N | x ] |
| + oo o |
| " " | o | |
| +------ R + Fommm e o S . + | r | |
| | Cbsv Domain 1 | | Obsv Domain N | | t | |
| o + R, s I I
| || Cbsv Pt 1..j || [|Gosv Pt j+1.. M| | n | |
RS EEEEEE + | e + | g | | Export
Packets | +------ R + AT R + | | packets
B T - - + | | | to
In | | S >
| | | | Collector
| | ||
| A TS R > | ]
| | | | ||
| S Fomm e - -+ | P | |
| | Metering | | Metering | | r ] |
| | Process 1| | Process N | o | |
| e + oo + e ||
| " " | e | |
| +------ S + S S e + | s | |
| | Cbsv Dormain 1 | | Obsv Domain N | | s | |
| e + R, oo + ]
| || Cbsv Pt 1..k || | | Cosv Pt k+1..M| | | ]
| I + [ + N
Packets | +------ R + AT Neeem-- + o4 +
R TR e + |
In | |
R I R +

Figure 2: |PFIX Device
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5.

5.

5.

1

1

| PFI X Functional and Logical Bl ocks
Met eri ng Process

Every (oservation Point in an | PFI X Device, participating in Fl ow
neasurenents, nust be associated with at | east one Metering Process.
Every packet coming into an Observation Point goes into each of the
Met eri ng Processes associated with the Cbservation Point. Broadly,
each Metering Process observes the packets that pass an Observation
Poi nt, does timestanping, and classifies the packets into Fl ows)
based on the selection criteria.

The Metering Process is a functional block that nanages all the Flows
generated from an Cbservation Domain. The typical functions of a
Met ering Process may i ncl ude:

o Maintaining database(s) of all the Fl ow Records from an
observation Domain. This includes creating new Fl ow Records,
updating existing ones, conputing Fl ow Records statistics,
deriving further Flow properties, and addi ng non-Fl ow specific
i nformati on based on the packet treatment (in some cases, fields
i ke AS nunbers, router state, etc.)

o Mintaining statistics about the Metering Process itself, such as
Fl ow Records generated, packets observed, etc.

1. Flow Expiration
A Flow is considered to have expired under the follow ng conditions:

1. |If no packets belonging to the Fl ow have been observed for a
certain period of tine. This time period should be configurable
at the Metering Process, with a mnimum value of 0 seconds for
i medi ate expiration. Note that a zero timeout would report a
Fl ow as a sequence of single-packet Flows.

2. If the I PFI X Device experiences resource constraints, a Flow may
be prematurely expired (e.g., lack of menory to store Flow
Recor ds) .

3. For long-running Flows, the Metering Process should expire the
Fl ow on a regul ar basis or based on sonme expiration policy. This
periodicity or expiration policy should be configurable at the
Metering Process. Wien a long-running Flow is expired, its Flow
Record may still be maintained by the Metering Process so that
the Metering Process does not need to create a new Fl ow Record
for further observed packets of the sanme Fl ow
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5.1.2. Flow Export

The Exporting Process deci des when and whether to export an expired
Flow. A Flow can be exported because it expired for any of the

reasons nentioned in Section 5.1.1, "Flow Expiration". For exanple:
the Exporting Process exports a portion of the expired Fl ows every
"X’ seconds.

For long-lasting Flows, the Exporting Process should export the Fl ow
Records on a regul ar basis or based on sone export policy. This

periodicity or export policy should be configurable at the Exporting
Process.

5.2. (Observation Point

A Fl ow Record can be better analysed if the Cbservation Point from
which it was neasured is known. As such, it is recomended that

| PFI X Devices send this information to Collectors. In cases where

there is a single Cbservation Point or where the Cbservation Point

information is not relevant, the Metering Process may choose not to
add the Qnservation Point information to the Fl ow Records.

5.3. Selection Criteria for Packets

A Metering Process nay define rules so that only certain packets
within an incom ng stream of packets are chosen for nmeasurenent at an
oservation Point. This nmay be done by one of the two nethods

defi ned bel ow or a conbination of them in either order. A

conbi nati on of each of these methods can be adopted to select the
packets, i.e., one can define a set of nethods {Fl, S1, F2, S2, S3}
executed in a specified sequence at an (bservation Point to sel ect
particul ar Fl ows.

The figure bel ow shows the operations that may be applied as part of
a typical Metering Process.

Sadasi van, et al. I nf or mati onal [ Page 13]



RFC 5470 | PFI X Architecture March 2009

o oo +
| packet header capturing
oo +

I
%
T +
ti mest anpi ng
oo +
I
%

Fom e e e oo - > +

I I

| %

| T I TN, +

| | sampling Si (1:1 in case of no sanpling) |

| o m m e e e e e e e e e e e e e e e e e e e e e aa e +

I I

| %

| .. +

| | filtering Fi (select all when no criteria)

| T +

I I

| %

o e e e e e oo +

I

v
oo +
| Fl ows |
T +

Figure 3. Selection Criteria for Packets

Not e that packets could be selected before or after any IP
processing, i.e., before there is any |IP checksumvalidation, IP
filtering, etc., or after one or nore of these steps. This has an
i mpact on what kinds of traffic (or erroneous conditions) |PFIX can
observe. It is reconmended that packets are selected after their
checksuns have been verified.

5.3.1. Sanpling Functions, S
A sanpling function determ nes which packets within a stream of
i ncom ng packets are selected for neasurenent, i.e., packets that
satisfy the sanpling criteria for this Metering Process.

Exampl e: sampl e every 100t h packet that was received at an
Qbservation Point.
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Choosing all the packets is a special case where the sanpling rate is
1:1.

5.3.2. Filter Functions, F

A Filter Function selects only those incom ng packets that satisfy a
function on fields defined by the packet header fields, fields
obt ai ned whil e doing the packet processing, or properties of the
packet itself.

Exampl e: Mask/ Match of the fields that define a filter. A filter
m ght be defined as {Protocol == TCP, Destination Port < 1024}.

Several such filters could be used in any sequence to sel ect packets.
Not e that packets selected by a (sequence of) filter functions may be

further classified by other filter functions, i.e., the selected
packets may belong to several Flows, any or all of which are
export ed.

5.4. (Observati on Donmin

The Observation Domain is a |ogical block that presents a single
identity for a group of Qbservation Points within an | PFI X Devi ce.
Each {Cbservation Point, Metering Process} pair belongs to a single
observation Domain.  An | PRI X Device could have nmultiple Observation
Donai ns, each of which has a subset of the total set of Cbservation
Points in it. Each Observation Domain nust carry a unique IDwthin
the context of an IPFI X Device. Note that in the case of nultiple
onservati on Domai ns, a unique |ID per Cbservation Domain nust be
transmtted as a paraneter to the Exporting Function. That unique ID
is referred to as the | PFI X Observation Dorain |ID.

5.5. Exporting Process

The Exporting Process is the functional block that sends data to one
or nore |PFI X Collectors using the IPFI X protocol. On one side, the
Exporting Process interfaces with Metering Process(es) to get Flow
Records; while on the other side, it talks to a Collecting Process on
the Collector(s).

There may be additional rules defined within an Cbservation Domain so
that only certain Fl ow Records are exported. This nmay be done by
either one or a conbination of Si and Fi, as described in

Section 5.3, "Selection Criteria for Packets".

Example: Only the Fl ow Records that neet the follow ng selection
criteria are exported:
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1. Al Flow Records whose destination |IP address matches
{192.0.33.5}.

2. Every other (i.e., sanpling rate 1 in 2) Flow Record whose
destination | P address matches {192.0.11. 30}.

5.6. Collecting Process
Col l ecting Processes use a Flow Record’'s Tenplate ID to interpret
that Flow Record’s Information Elenents. To allow this, an |IPFIX
Exporter nmust ensure that an |IPFI X Collector knows the Tenplate ID
for each incomng Flow Record. To interpret incomng Fl ow Records,
an | PFI X Col |l ector may al so need to know the function F() that was
used by the Metering Process for each Fl ow.
The functions of the Collecting Process nust include:

o ldentifying, accepting, and decoding the |IPFIX Messages from
di fferent <Exporting Process, Cbservation Domain> pairs.

o Storing the Control Information and Fl ow Records received from an
| PFI X Devi ce.

At a high level, the Collecting Process:
1. Receives and stores the Control |nformation.

2. Decodes and stores the Fl ow Records using the Control
I nformati on.
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5.7. Summary

The figure bel ow shows the functions perforned in sequence by the
various functional blocks in an | PFI X Devi ce.

Packet (s) coming into Cbhservation Point(s)

Met eri ng Process on an
Qbservati on Poi nt

packet header capturing

| | | |
| | | |
| | | |
| | | |
| | |...] Metering |
| ti mest anpi ng | | Process N

| | | | |
| +----- >+ | | |
| | | | | |
| | sampling Si (1:1 in case of no | | |
| | | sanpl i ng) | | |
| | filtering Fi (select all when | |

| | | no criteria) | | |
| +------ + | | |
| | | | |
| | Ti mi ng out Fl ows | | |
| | Handl e resource overl oads | | |
E S [ == - m e + +- - - - [------- +

Fl ow Records (identified by Cbservation Domain) Flow Records
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S e . +
T I ---------------------------------------------- +
| Exporting Process

o e e e e oo oo R e +

| v | PFI X Protocol

[+ -mmmm B +|

| | Rul es for | | Functions |

| | Picking/sending Tenpl ates | |-Packetise selected Control |

| | Picking/sending Flow Records|-> & data Information into |

| | Encoding Tenmplate & data | | [I1PFIX export packets. |

|| Selecting Flows to export(*)| |-Handle export errors |

[+ -mmmm B +|

o m oo - - R +
| Anonym se export packet(*) |
Fom o o e e oo +
|
B RS e +
Transport Protoco
o m oo - - R +
|
Fomm e e e i i e e oo e e e e e e e e e ee e +
|
%

| PFI X export packet to Coll ector
(*) indicates that the block is optional
Fi gure 4: | PFI X Device functional blocks

6. Overview of the |IPFI X Protoco
An | PFI X Device consists of a set of cooperating processes that
i mpl ement the functional blocks described in the previous section
Al ternatively, an I PFI X Device can be viewed sinply as a network
entity that inplenents the IPFI X protocol. At the |IPFIX Device, the
protocol functionality resides in the Exporting Process. The |IPFIX
Exporting Process gets Fl ow Records froma Metering Process, and
sends themto the Collector(s).
At a high level, an IPFI X Device perforns the follow ng tasks:

1. Encodes Control Information into Tenpl ates.
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2. Encodes packets observed at the Observation Points into Fl ow
Recor ds.

3. Packetises the selected Tenpl ates and Fl ow Records into | PFI X
Messages.

4. Sends | PFI X Messages to the Col |l ector.

The | PFI X protocol comunicates information froman | PFI X Exporter to
an | PFI X Col l ector. That information includes not only Fl ow Records,
but also information about the Metering Process. Such information
(referred to as Control Information) includes details of the data

fields in Flow Records. It may also include statistics fromthe
Met ering Process, such as the number of packets lost (i.e., not
net er ed) .

For details of the IPFIX protocol, please refer to RFC 5101 [3].
6.1. Information Mddel Overview

The 1P Flow I nformati on eXport (IPFIX) protocol serves for
transmtting information related to measured IP traffic over the
Internet. The protocol specification in RFC 5101 [3] defines how
Information Elements are transmtted. For Information Elenments, it
specifies the encoding of a set of basic data types. However, the
list of fields that can be transmitted by the protocol, such as Fl ow
attributes (source |P address, nunber of packets, etc.) and

i nformati on about the Metering and Exporting Process (packet
(oservation Point, sanmpling rate, Flow tineout interval, etc.), is
not specified in RFC 5101 [3]. Instead, it is defined in the IPFIX
i nformati on nodel in RFC 5102 [2].

The informati on nodel provides a conplete description of the
properties of every IPFIX Information Element. It does this by

speci fying each elenent’s name, Field Type, data type, etc., and
providing a description of each elenent. Elenent descriptions give
the semantics of the elenent, i.e., say howit is derived froma Fl ow
or other information available within an |IPFI X Device.

6.2. Flow Records

The following rules provide guidelines to be foll owed while encodi ng
the Fl ow Records information:

A Fl ow Record contains enough information so that the Collecting

Process can identify the correspondi ng <Per-Fl ow Control Information,
Configuration Control Information>.
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The Exporting Process encodes a given Infornmation El enent (as
specified in RFC 5102 [2]), based on the encodi ng standards
prescribed by RFC 5101 [3].

6.3. Control Information

The following rules provide guidelines to be foll owed while encodi ng
the Control Information

o Per-Flow Control Information should be encoded such that the
Col I ecting Process can capture the structure and semantics of the
correspondi ng Fl ow data for each of the Fl ow Records exported by
the | PFI X Devi ce.

o Configuration Control Information is conveyed to a Collector so
that its Collecting Process can capture the structure and
semantics of the corresponding configuration data. The
configuration data, which is also Control Information, should
carry additional information on the Observati on Domain wthin
whi ch the configuration takes effect.

For exanple, sanpling using the sane sanpling algorithm say 1 in 100
packets, is configured on two Cbservation Points Ol and Q2. The
configuration in this case may be encoded as {I D, observation points
(0L, Q2), sampling algorithm interval (1 in 100)}, where IDis the
Observation Domain ID for the domain containing OL and Q2. The
oservation Domain I D uniquely identifies this configuration, and
must be sent within the Flow Records in order to be able to match the
right configuration control information

The Control Infornmation is used by the Collecting Process to:

o Decode and interpret Flow Records.

o Understand the state of the Exporting Process.

Sending Control Information fromthe Exporting Process in a tinely
and reliable manner is critical to the proper functioning of the

| PFI X Col | ecting Process. The follow ng approaches may be taken for
the export of Control |nformation:

1. Send all the Control Information pertaining to Fl ow Records prior

to sending the Fl ow Records thensel ves. This includes any
i ncremental changes to the definition of the Fl ow Records.
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2. Notify, on a near real-tinme basis, the state of the | PFI X Device
to the Collecting Process. This includes all changes such as a
configuration change that affects the Fl ow behaviour, changes to
Exporting Process resources that alter export rates, etc., which
the Collector needs to be aware of.

3. Since it is vital that a Collecting Process maintains accurate
know edge of the Exporter’s state, the export of the Contro
I nformati on should be done such that it reaches the Collector
reliably. One way to achieve this is to send the Contro
Informati on over a reliable transport.

6.4. Reporting Responsibilities

Fromtinme to tine, an | PFI X Device may not be able to observe all the
packets reaching one of its Observation Points. This could occur if
a Metering Process finds itself tenporarily short of resources. For
exanple, it mght run out of packet buffers for |PFIX export.

In such situations, the |IPFIX Device should attenpt to count the
nunber of packet |osses that have occurred, and report themto its
Collector(s). If it is not possible to count |osses accurately,

e.g., when transport layer (i.e., non-1PFIX) errors are detected, the
| PFI X Devi ce should report this fact, and perhaps indicate the tine
peri od during which sonme packets m ght not have been observed.

7. |PFIX Protocol Details

VWhen the | PFI X Wrking Goup was chartered, there were existing
conmon practices in the area of Flow export, for exanple, NetFl ow,
CRANE ( Common Reliabl e Accounting for Network El enent), LFAP (Light-
wei ght Fl ow Admi ssion Protocol), RTFM (Real-tinme Traffic Fl ow
Measurenent), etc. |IPFIX s charter required the Wirking G oup to
consi der those existing practices, and select the one that was the
closest fit to the IPFIX requirenments in RFC 3917 [1]. Additions or
nodi fications would then be nade to the selected protocol to fit it
exactly into the IPFI X architecture.

7.1. The | PFI X Basi s Protocol

The Working G oup went through an extensive eval uation of the various
exi sting protocols that were avail able, weighing the |evel of
conpliance with the requirenments, and sel ected one of the candidates
as the basis for the I PFI X protocol. For nore details of the

eval uation process, please see RFC 3955 [6].
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7.

7.

In the basis protocol, Flow Records are defined by Tenpl ates, where a
Tenplate is an ordered set of the Information El enents appearing in a
Fl ow Record, together with their field sizes within those records.

Thi s approach provides the follow ng advant ages:

o Using the Tenpl ate nechanism new fields can be added to | PFI X
Fl ow Records wi thout changing the structure of the export record
format .

o Templates that are sent to the Collecting Process carry structura
i nfornmati on about the exported Flow Record fields. Therefore, if
the Col |l ector does not understand the semantics of new fields, it
can ignore them but still interpret the Fl ow Record.

0 Because the tenplate mechanismis flexible, it allows the export
of only the required fields fromthe Flows to the Collecting
Process. This helps to reduce the exported Fl ow data vol une and
possi bly provide nmenory savings at the Exporting Process and
Col l ecting Process. Sending only the required i nformati on can
al so reduce network | oad.

2. IPFIX Protocol on the Collecting Process
The Col |l ecting Process is responsible for:
1. Receiving and decodi ng Fl ow Records fromthe |PFI X Devices.

2. Reporting on the I oss of Flow Records sent to the Collecting
Process by an | PFI X Exporting Process.

Conpl ete details of the I PFIX protocol are given in RFC 5101 [3].
3. Support for Applications

Applications that use the information collected by | PFI X may be
Billing or Intrusion Detection sub-systens, etc. These applications
may be an integral part of the Collecting Process, or they may be co-
located with the Collecting Process. The way by which these
applications interface with I PFI X systems to get the desired
information is out of scope for this docunent.
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8. Export Mbodels
8.1. Export with Reliable Control Connection

As nentioned in RFC 3917 [1], an | PFI X Device nmust be able to
transport its Control Information and Data Stream over a congesti on-
awar e transport protocol

If the network in which the | PFI X Device and Col | ecting Process are
| ocated does not guarantee reliability, at least the Contro

I nformati on shoul d be exported over a reliable transport. The Data
Stream nay be exported over a reliable or unreliable transport

pr ot ocol

Possi bl e transport protocol s include:
o SCTP: Supports reliable and unreliable transport.
o TCP: Provides reliable transport only.

o UDP: Provides unreliable transport only. Network operators would
need to avoi d congestion by keeping traffic within their own
adm ni strative domains. For exanple, one could use a dedicated

network (or Ethernet Iink) to carry IPFIX traffic from Exporter to
Col | ector.

8.2. Collector Failure Detection and Recovery

The transport connection (in the case of a connection-oriented
protocol) is pre-configured between the | PFI X Device and the
Col l ector. The | PFIX protocol does not provide any mechani sm for
configuring the Exporting and Col |l ecting Processes.

Once connected, an I PFI X Collector receives Control Information and
uses that information to interpret Flow Records. The |IPFIX Device
shoul d set a keepalive (e.g., the keepalive tinmeout in the case of
TCP, the HEARTBEAT interval in the case of SCTP) to a sufficiently

| ow value so that it can quickly detect a Collector failure. Note,
however, that extremely short keepalive intervals can incorrectly
abort the connection during transient periods of congestion. They
can al so cause sone |evel of additional network | oad during otherw se
i dl e periods.

Col l ector failure refers to the crash or restart of the Collecting
Process or of the Collector itself. A Collector failure is detected
at the I PFI X Device by the break in the connection-oriented transport
prot ocol session; depending on the transport protocol, the connection
ti meout nechanisns differ. On detecting a keepalive tineout in a
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single Collector scenario, the | PFl X Device should stop sending Fl ow
Records to the Collector and try to reestablish the transport
connection. |If Collecting Process failover is supported by the
Exporting Process, backup session(s) may be opened in advance, and
Control Information sent to the failover Collecting Process.

There coul d be one or nore secondary Collectors with priority
assigned to them The primary Collector crash is detected at the

| PFI X Device. On detecting |oss of connectivity, the |PFI X Device
opens a Data Streamwi th the secondary Col |l ector of the next highest
priority. |If that secondary was not opened in advance, both the
Control Information and Data Stream must be sent to it. That
Col I ector m ght then becone the primary, or the Exporting Process
mght try to reestablish the original session.

8.3. Collector Redundancy

Configuring redundant Collectors is an alternative to configuring
backup Collectors. In this nodel, all Collectors sinultaneously
receive the Control Information and Data Streans. Miltiple {Contro
Information, Data Strean} pairs could be sent, each to a different
Col l ector, fromthe sane | PFI X Device. Since the |IPFIX protoco
requi res a congestion-aware transport, achieving redundancy using
nmulticast is not an option.

9. IPFIX Flow Coll ection in Special Situations

An | PFI X Device can generate, receive, and/or alter two special types
of traffic, which are |listed bel ow.

Tunnel traffic:
The | PFI X Device could be the head, midpoint, or end-point of a
tunnel . In such cases, the | PFI X Device could be handling Generic
Routi ng Encapsul ation (GRE) [8], IPinlP [7], or Layer Two
Tunneling Protocol version 3 [9] traffic.

VPN traffic:
The | PFI X Device could be a provider-edge device that receives
traffic fromcustoner sites belonging to different Virtual Private
Net wor ks.

Simlarly, |PFIX could be inplenmented on devices which performone or
nore of the follow ng special services:
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10.

10.

o Explicitly drop packets. For exanple, a device that provides
firewal | service drops packets based on sone adm nistrative

policy.

o Ater the values of fields used as I PFI X Fl ow Keys of interest.
For exanple, a device that provides NAT service can change the
source and/or destination |IP address.

In cases such as those |isted above, there should be clear guidelines
as to:

o How and when to classify the packets as Flows in the | PFI X Devi ce.

o If multiple encapsulations are used to define Flows, how to convey
the same fields (e.g., |IP address) in different |ayers.

o Howto differentiate Fl ows based on different private donains.
For exanple, overlapping |P addresses in Layer-3 VPNs.

o Wiat extra information needs to be exported so that the Coll ector
can nake a clear interpretation of the received Fl ow Records.

Security Considerations

Fl ow i nformation can be used for various purposes, such as usage-
based accounting, traffic profiling, traffic engineering, and

i ntrusi on detection. The security requirenents may differ
significantly for such applications. To be able to satisfy the
security needs of various |PFIX users, an |PFI X system nust provide
different | evels of security protection

1. Data Security

| PFI X data conprises Control Information and Data Streans generated
by the I PFI X Devi ce.

The I PFI X data may exist in both the | PFI X Device and the Coll ector.
In addition, the data is also transferred on the wire fromthe | PFI X
Device to the Collector when it is exported. To provide security,
the data should be protected from comopn network attacks.

The protection of IPFIX data within the end system (I PFI X Device and

Collector) is out of scope for this docunent. It is assunmed that the
end system operator will provide adequate security for the |IPFIX
dat a.
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10.

10.

10.

The I PFI X architecture nust allow different |evels of protection to
the IPFI X data on the wire. Werever security functions are
required, it is recommended that users should | everage | ower |ayers
using either TLS or DTLS (Datagram Transport Layer Security), if
these can successfully satisfy the security requirement of |PFIX data
protection.

To protect the data on the wire, three levels of granularity should
be supported; these are described in the follow ng subsections.

1.1. Host-Based Security

Security may not be required when the transport between the |PFI X
Device and the Collector is perceived as safe. This option allows
the protocol to run nost efficiently wi thout extra overhead, and an
| PFI X system nmust support it.

1.2. Authentication-Only

Aut hentication-only protection provides |IPFIX users with the
assurance of data integrity and authenticity. The data exchanged

bet ween the | PFI X Device and the Collector is protected by an

aut hentication signature. Any nodification of the IPFIX data will be
detected by the recipient, resulting in the discarding of the

recei ved data. However, the authentication-only option doesn't offer
data confidentiality.

The | PFI X user should not use authentication-only when sensitive or
confidential information is being exchanged. An |IPFIX solution
shoul d support this option. The authentication-only option should
provide replay attack protection. Sonme neans to achieve this |eve
of security are:

o Encapsulating Security Payload (with a null encryption algorithm
o Transport Layer Security (with a null encryption algorithm

o | P Authentication Header

1.3. Encryption

Data encryption provides the best protection for IPFI X data. The

| PFI X data is encrypted at the sender, and only the intended

reci pient can decrypt and have access to the data. This option nust

be used when the transport between the | PFI X Device and the Coll ector
is unsafe, and the I PFl X data needs to be protected. It is
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10.

10.

10.

recormended that the underlying transport layer’s security functions
be used for this purpose. Sone neans to achieve this |evel of
security are:

o Encapsul ating Security Payl oad
o Transport Layer Security Protoco

The data encryption opti on adds overhead to the I PFl X data transfer.
It may limt the rate that an Exporter can report its Flow Records to
the Collector, due to the resource requirenent for running
encryption.

2. | PFI X End- Poi nt Aut hentication

It is inmportant to nake sure that the IPFI X Device is talking to the
"right" Collector rather than to a masqueradi ng Col |l ector. The sane
| ogic also holds true fromthe Collector’s point of view, i.e., it
may want to make sure it is collecting the Flow Records fromthe
"right" I PFIX Device. An |IPFIX systemshould allow the end-point

aut hentication capability so that either one-way or mnutual

aut hentication can be perforned between the |PFI X Device and

Col | ector.

The I PFI X architecture should use any existing transport protection
protocols, such as TLS, to fulfil the authentication requirenent.

3. | PFI X Overl oad

An | PFI X Devi ce coul d become overl oaded under various conditions.
This may be because of exhaustion of internal resources used for Flow
generation and/or export. Such overloading may cause | oss of data
fromthe Exporting Process, either fromlack of export bandw dth
(possi bly caused by an unusual ly hi gh nunmber of observed Fl ows) or
fromnetwork congestion in the path from Exporter to Col |l ector.

| PFI X Col | ectors should be able to detect the |oss of exported Fl ow
Records, and should at |east record the nunber of |ost Flow Records.

3.1. Denial-of-Service (DoS) Attack Prevention
Since one of the potential usages for IPFIX is for intrusion

detection, it is inportant for the IPFI X architecture to support sone
ki nd of DoS resistance.
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10.

10.

10.

11.

11.

3.1.1. Network under Attack

The network itself may be under attack, resulting in an overwhel m ng
nunber of | PFI X Messages. An |PFIX systemshould try to capture as
much information as possible. However, when a | arge nunber of |PFIX
Messages are generated in a short period of tine, the | PFl X system
may becone overl| oaded.

3.1.2. Generic DoS Attack on the | PFlI X Device and Col | ect or

The | PFI X Device and Col |l ector may be subject to generic DoS attacks,
just as any systemon any open network. These types of attacks are
not | PFI X specific. Preventing and responding to such types of
attacks are out of the scope of this docunent.

3.1.3. | PFIX-Specific DoS Attack

There are some specific attacks on the I PFI X portion of the |PFI X
Devi ce or Collector:

o The attacker could overwhelmthe Collector with spoofed |PFIX
Export packets. One way to solve this problemis to periodically
synchroni se the sequence nunbers of the Fl ow Records between the
Exporting and Col |l ecti ng Processes.

o The attacker could provide false reports to the Collector by
sendi ng spoof ed packets.

The probl enms nmentioned above can be solved to a large extent if the
control packets are encrypted both ways, thereby providing nore
information that the Collector could use to identify and ignore
spoof ed data packets.

| ANA Consi der ati ons

The I PFI X Architecture, as set out in this docunent, has two sets of
assi gned nunbers, as outlined in the follow ng subsecti ons.

1. Nunbers Used in the Protoco

| PFI X Messages, as described in RFC 5101 [3], use two fields with
assi gned values. These are the | PFI X Versi on Nurmber, indicating
whi ch version of the I PFI X Protocol was used to export an |PFI X
Message, and the IPFIX Set ID, indicating the type for each set of
i nformati on within an | PFl X Message.
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Val ues for the I PFI X Version Nunber and the I PFI X Set |ID, together
with the considerations for assigning them are defined in RFC 5101

[3].
11.2. Nunbers Used in the Informati on Mdde

Fields of the | PFI X protocol carry information about traffic
neasurenent. They are nodelled as el enments of the | PFI X informtion
nodel RFC 5102 [2]. Each Infornation El enment describes a field that
may appear in an | PFI X Message. Wthin an | PFl X Message, the field
type is indicated by its Field Type.

Val ues for the IPFIX Information El ement |Ds, together with the
consi derations for assigning them are defined in RFC 5102 [2].
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