Net wor k Wor ki ng Group R Cellens, Ed.
Request for Comments: 5551 Qual comm
Cat egory: I nfornmational August 2009

Lemonade Notifications Architecture
Abstract

Notification and filtering nmechani snms can nmake emmil nore enjoyable
on nobil e and ot her constrai ned devices (such as those with linmted
screen sizes, nenory, data transfer rates, etc.). Notifications make
the client aware of significant events (such as the arrival of new
mail) so it can react (such as by fetching interesting mai

i mediately). Filtering reduces the visible mail to a set of
nessages that neet sonme criteria for "interesting". This
functionality is included in the goals of the Lenbnade (Enhancenents
to Internet emnil to Support Diverse Service Environnents) Wrking

G oup.

Thi s docunent al so di scusses the use of server-to-server
notifications, and how server to server notifications fit into an
architecture that provides server to client notifications.
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1. Introduction

The Lenonade work [LEMONADE- PROFILE] identified a need to pr

gust 2009

it may
f or nat
es ot her

ovi de

notification and filtering mechanisnms for use with | MAP [| MAP].

In addition, external groups that nake use of |ETF work al so

expressed such requirenents (see, for exanple, [OVA- LEMONADE- ARCH] ;

Qpen Mobile Alliance (OMA) requirenments for within-1MAP ("in

band")

and out-of-1MAP ("outband") server to client notifications are |listed

in [OVA-ME-RD]).
1.1. Conventions Used in This Docunent

Wthin this docunent, the terns "Lenopnade Profile" and "Leno

nade"

generally refer to the revised Lenonade Profile document, RFC 5550

[ LEMONADE- PROFI LE] .

2. Notifications Logical Architecture and LEMONADE Profile

The target |ogical architecture for the LEMONADE Profile is described

in the revised Lenonade Profil e docunent [ LEMONADE- PROFI LE].

Figure 1 illustrates how notification and filtering fit int
context of Lenonade.
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Figure 1. Filtering Mechanism Defined in
Lenonade Profile Architecture

In Figure 1, four categories of filters are defined:

1. AR Admnistrative Filters: Created and nmintai ned by mail
adm nistration. AF are typically not configured by the user and
are used to apply policies, content filtering, virus protection,
spamfiltering, etc.

2. DF: Deposit Filters: Executed on deposit of new mail. Can be
defined as Sieve filters [SIEVE].

3. VF. View Filters: Define which nessages are inportant to a

client. My be inplenmented as pseudo-virtual nail boxes [ CONTEXT].
Clients may use this to restrict which nmessages they synchronize.
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3.

4. NF: Notification Filters: Deternine when out-of-IMAP ("outband")
notifications are sent to the client. These filters can be
i mpl enented either in the nessage store or in a separate
notifications engine.

Not e that when inplenmenting DF or NF using Sieve, the "enotify’
[ SIEVE-NOTI FY] and likely the 'variables’ [SIEVE-VAR ABLES] Sieve
ext ensi ons m ght be needed.

The filters are manageable by the client as foll ows:

* NF and DF: Wen internal to the nmail store, these are typically
i mpl enented using Si eve; hence, a Sieve nmanagenent protocol is used
for client nodifications. See [ MANAGE-SIEVE] for nore information
Per-mai | box notifications night be inplemented using a conbination
of a primary Sieve script for notifications on delivery into a
mai | box (e.g., FILEINTO and a per-nmail box Sieve script such as
[ MAP-SIEVE] for transfers into a nailbox. Wwen the NFis within a
notification server, it is out of scope of Lenpbnade.

* VF: via pseudo-virtual mail boxes as defined in [ CONTEXT].

In Figure 1, the NF are shown both as part of the mail store (for
exanpl e, using Sieve) and as an external notification server. Either
approach can be used.

Event - Based Synchroni zati on

o m e e o + Fom e e e oo - + S +
| COVPLETE | (VF) | VI EW | (NF) | PUSH
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Figure 2: Filters and Repositories
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For in-IMAP ("inband") notifications, the Mail User Agent (MJA)

(client) issues IDLE [IDLE], or the successor extension command

NOTI FY [ NOTI FY]; the LEMONADE | MAP server sends notifications as
unsolicited responses to the client.

Qut -of -1 MAP ("outband") notifications are nessages sent to the user
or client not through I MAP. When directed at the user, they are
human- consumabl e and intended to alert the user. Wen directed at
the client, they are nachi ne-consunabl e and may be acted upon by the
recei ver in various ways, for exanple, fetching data fromthe nai
store or resynchroni zing one or nore mail boxes, updating interna
state information, and alerting the user

4. Push Enmi

A good user experience of "push email" requires that when
"interesting"” events occur in the mail store, the client is informed
so that it can connect and resynchronize. The Lenonade Profile

[ LEMONADE- PROFI LE] contains nore information, especially in Section
5.4.2, titled "External Notifications".

5. Server-to-Server Notifications Rational e

Wth server-to-server notifications, a mail system generates event
notifications. These notifications describe mail box state change
events such as arrival of a new nessage, nail box full, and so forth.

See [ MSGEVENT] for a list of such events.

These state change notifications are sent to a notification system
whi ch may generate alerts or notifications for delivery to one or
nore clients or the user.

Server-to-server notifications allow the mail systemto generate end
user or client notifications wthout needing to keep track of
notification settings for users or clients; the notification system
mai ntai ns notification preferences for clients and users.

Usi ng server-to-server notifications, the mail system can provide the
end user with a unified notification experience (the same | ook and
feel for accounts at all messagi ng systens, such as email and
voicemail), while allow ng smooth integration of additional nessaging
syst ens.
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5.1. Notifications D scussion

The POP3 and | MAP4 Internet mail protocols allow mail clients to
access and mani pul ate electronic nail nessages on mail systems. By
definition and scope, these protocols do not provide off-Iine nethods
to notify an end user when the mail box state changes. Nor does
either protocol define a way to aggregate the status within the end
user’s various nail boxes.

The desire for this functionality is obvious. For exanple, fromthe
very early days of electronic mail, various notifications nechani sns
have been used, including |ogin shell checks, and sinple hacks such

as [BIFF].

To provide an end user with unified notifications and one centralized
Message-Waiting Indicator (MAV), notification mechanisns are needed
that aggregate the information of all the events occurring on the end
user’s different messagi ng systens.

Server-to-server notifications allow the nessagi ng systemto send
state change events to the notification system when sonet hing happens
in or to an end user’s mail box.

Notification systens can be broadly grouped into three genera
architectures: external snmart clients, intrinsic notification, and
separate notification nechanisns.

External smart clients are agents independent of the mail systemthat
peri odi cally check mail box state (or receive notifications, for
exanple, via IMAP IDLE) and informthe user or the user’s nmmi

client. Many such systens have been used over the years, including

l ogin shells that check the user’s nail spool, |aptop/desktop tiny
clients that periodically poll the user’'s mail servers, etc.

Intrinsic notification is any facility within a mail systemthat
generates notifications, for exanple, the server conponent of [BIFF],
or, for nore nodern systens, the recent Sieve extensions for
notifications [SIEVE-NOTIFY].

Separate notification systems decouple the state change event
notification fromthe end user or client notification, allow ng a
mail systemto do the former, and specialized systenms (such as those
that handl e presence) to be responsible for the latter. This
separation is architecturally cleaner, since the mail systemonly
needs to support one additional protocol (for comunication to the
notification systen) instead of multiple notification delivery
protocol s, and does not need to keep track of which clients and which
users are interested in which events. It also allows notifications
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to be generated for any service, not just electronic nail. However,
it requires a new service (the notification system and the nai
system needs to support an additional protocol (to conmunicate with
the notification system.

In addition to any external notification mechanisnms, Sieve can be
used for notifications [SIEVE-NOTIFY]. Since nmany mail systens

al ready provide Sieve support, this can be a fairly easy and quick
depl oyment option to provide a useful formof notifications.

5.2. Server-to-Server Notifications Scope

For the purposes of the Lenpbnade work, the scope of server-to-server
notifications is linmted to comunications between the mail system
and the notification system (the third architectural type described
in Section 5.1). Comuni cation between the notification system and
the end user or devices (which m ght use SM5, WAP Push, i nstant
nessagi ng, etc.) is out of scope. Likew se, the scope generally
presunes a security relationship between the mail system and the
notification system Thus, the security relationship then becones
the responsibility of the notification system However, the
specifics of security, trust relationships, and rel ated i ssues depend
on the specifics of both server-to-server notifications and
notification systens.

Figure 3 shows the context of server-to-server notifications; only
the left side is in scope for Lenpnade:
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Figure 3: Scope of Server-to-Server Notifications
5.3. Basic Operation
The mail system sends state change event notifications to the
notification system (which in turn mght notify a client or end user)
for events that occur in the end user’s mail boxes. Each such

notification, referring to a single nmailbox event, is called a state
change event.
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The state change event contains data regarding the nmail box event that
has occurred. The state change event describes the change, but
normal |y does not specify how or if the end user or client is
notified; this allows the end user and client notification
preferences to be maintained only within the notification server.

Fromt he Lenponade vi ewpoi nt, out-of-IMAP (outband) notifications are
usual |y desired only when the client is not connected to the | MAP
server (since inband notifications are used when there is an | MAP
connection). Thus, it is helpful for the mail systemto be able to
informthe notification systemwhen the user logs in or out, and
which client is used (when this infornmation is available).

When Sieve is used, the Sieve engine night have access to this
i nf ormati on.

A message is generated by the nmessage store as a result of a state
change event. This nessage nay be delivered to the end user, a
client, or to an external notification server that m ght deliver an
equi val ent nessage to the user or to a client.

Wthin the context of the Lenonade Profile (Figure 1), the event is
filtered by NF. That is, the Notification Filters |logically

det erm ne which state change events cause notification to the user or
client.

Notifications allow for a rich end user experience. This m ght

i ncl ude conveying nmail box status, new nmessage attributes, etc., to
the user or client independent of the client’s connection to the nai
store.

Notifications also allow for different Message Waiting I ndicator
(MN') behaviors (e.g., turn MN indication off after all the nessages
in all the end user’s nail boxes have been read, should such an

unli kely thing occur in the real world).

The payl oad of a notification night include a URL referring to the
nmessage that caused the event, possibly using URLAUTH [ URLAUTH] .

As state change events occur in the mail store, they are filtered,
which is to say matched against client or user preferences. As a
result, a notification nay or may not be generated for delivery to
the user or client.

In the nost general case, the mamil system sends bul k state change
events to an external notification server, and it is the notification
server that filters the events by matchi ng agai nst the user’s or
client’s preferences.
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In the nost nmil-specific case, the mail systemperforns the
filtering itself, for exanple, using Sieve.

5.4. Event Order

For the Lenobnade Profile, the event order is generally not inportant.
By including informati on such as the nodification sequence identifier
(called a nmobdseq or npd-sequence) [CONDSTORE] in notifications, the
receiving client can quickly and easily determine if it has already
processed the triggering event (for exanple, if a notification
arrives out of order, or if the client has resynchroni zed since the
event was generated).

For generic server-to-server notifications, the order is likely to
matter and the mail system needs to provide notifications to the
notification systemin the order that they occur

5.5. Reliability

For the Lenonade Profile, lost or delayed notifications to the client
are tolerated. A client can resynchronize its state (including that
reported by any mssing events) when it next connects to the server.

For generic server-to-server notifications, it is assuned that the
data in a state change event is inportant, and therefore a high | eve
of reliability is needed between the mail system and any externa
notification systens.

6. Security Considerations

Notification content (payload) needs to be protected agai nst
eavesdroppi ng and alteration when it contains specific information
from nessages, such as the sender

Even when the content is trivial and does not contain privacy-
sensitive information, guardi ng agai nst deni al - of -servi ce attacks nmay
require authentication or verification of the notification sender

Protocol s that manipul ate filters need mechani sms to protect against
nodi fication by, as well as disclosure to, unauthorized entities.

For exanple, a malicious entity mght try to delete notifications the
user wants, or try to flood the target device with notifications to

i ncur usage charges, or prevent normal use. |n addition, the filters
thensel ves night contain sensitive informati on or revea

i nterpersonal or inter-organizational relationships, as well as enai
addr esses.
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