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Abstract

The current Mobile | Pv6 and Network Mobility (NEMD) specifications
support IPv6 only. This specification extends those standards to
allow the registration of |Pv4 addresses and prefixes, respectively,
and the transport of both IPv4 and | Pv6 packets over the tunnel to
the honme agent. This specification also allows the nobile node to
roam over both IPv6 and | Pv4, including the case where Network
Address Translation is present on the path between the nobil e node
and its hone agent.
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1

| ntroducti on

Mobil e I Pv6 [ RFC3775] and NEMO [ RFC3963] all ow nobil e nodes to nove
within the Internet while nmaintaining reachability and ongoi ng
sessions, using an | Pv6 honme address or prefix. However, since |Pv6
is not widely deployed, it is unlikely that nobile nodes will
initially use only I Pv6 addresses for their connections. It is
reasonable to assunme that nobile nodes will, for a long tinme, need an
| Pv4 home address that can be used by upper layers. It is also
reasonabl e to assune that nobile nodes will nove to networks that

m ght not support IPv6 and would therefore need the capability to
support an | Pv4 care-of address. Hence, this specification extends
Mobile I Pv6 capabilities to allow dual stack nobile nodes to request
that their hone agent (also dual stacked) tunnel |Pv4/1Pv6 packets
addressed to their honme addresses, as well as |Pv4/1Pv6 care-of

addr ess(es).

Using this specification, nobile nodes would only need Mbile | Pv6
and [ RFC3963] to nanage nobility while nmoving within the Internet,
hence elimnating the need to run two nobility nanagenment protocols
si mul taneously. This specification provides the extensions needed in
order to allow dual stack mobile nodes to use IPv6 nobility only.

This specification will also consider cases where a nobile node noves
into a private I Pv4 network and gets configured with a private |Pv4

care-of address. |n these scenarios, the nmobile node needs to be
able to traverse the IPv4 NAT in order to conmunicate with the hone
agent. | Pv4 NAT traversal for Mobile IPv6 is presented in this

speci fication.

In this specification, the term"nobile node" refers to both a nobile
host and a nobile router unless the discussion is specific to either
hosts or routers. Sinilarly, we use the term"hone address" to

refl ect an address/prefix format. Note that both mobil e host and
router functionality have already been defined in [RFC3775] and

[ RFC3963], respectively. This specification does not change those

al ready defined behaviors, nor does it extend the specific types of
hosts and router support already defined, with the follow ng two
exceptions: (i) allowi ng the nobile node to conmunicate with its hone
agent even over |Pv4 networks, and (ii) allow ng the use of |Pv4 hone
addresses and prefi xes.

In this specification, extensions are defined for the binding update
and bi ndi ng acknow edgenent. It should be noted that all these
extensions apply to cases where the nobil e node comunicates with a
Mobility Anchor Point (MAP) as defined in [RFC5380]. The
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requirenents on the MAP are identical to those stated for the hone
agent; however, it is unlikely that NAT traversal would be needed
with a MAP, as it is expected to be in the sanme address domain

1.1. Requirenents Notation

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in [RFC2119].

1.2. Modtivation for Using Mbile IPv6 Only

| Pv6 offers a nunber of inprovenments over today’'s |Pv4, primarily due
to its large address space. Mbile IPv6 offers a nunber of

i mprovenents over Mbile |Pv4 [RFC3344], mainly due to capabilities
inherited fromIPv6. For instance, route optimzation and dynam c
hone agent di scovery can only be achieved with Mbile |IPv6.

One of the advantages of the |arge address space provided by IPv6 is
that it allows nobile nodes to obtain a globally unique care-of
address wherever they are. Hence, there is no need for Network
Address Transl ator (NAT) traversal techniques designed for Mobile
IPv4. This allows Mbile IPv6 to be a significantly sinpler and nore
bandwi dt h-efficient nobility managenent protocol. At the sane tine,
during the transition towards | Pv6, NAT traversal for existing
private | Pv4 networks needs to be considered. This specification

i ntroduces NAT traversal for this purpose

The above benefits nake the case for using only Mbile IPv6 for dua
stack nobile nodes, as it allows for a long-lasting nobility
solution. The use of Mbile IPv6 for dual stack nobility elimnates
the need for changing the mobility solution due to the introduction
of 1Pv6 within a depl oyed network.

1.3. Scenarios Considered by This Specification

There are several scenarios that illustrate potentia
inconpatibilities for nobile nodes using Mbile I Pv6. Sonme of the
probl ems associated with mobility and transition issues were
presented in [ RFC4977]. This specification considers the scenarios
that address all the problens discussed in [RFC4977]. The scenari 0s
considered in this specification are |isted bel ow

Al'l of the followi ng scenarios assunme that both the nobile node and

the home agent are | Pv4- and | Pv6-enabl ed and that only Mbile | Pv6
is used between the nobil e node and the home agent. W also assune
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that the hone agent is always reachable through a gl obally unique
| Pv4 address. Finally, it’'s inmportant to note that the foll ow ng
scenarios are not nutually exclusive.

Scenario 1: IPv4-only foreign network

In this scenario, a nobile node is connected to an | Pv4-only foreign
network. The nobile node can only configure an | Pv4 care-of address.

Scenari o 2: Mobile node behind a NAT

In this scenario, the nobile node is in a private | Pv4 foreign
network that has a NAT device connecting it to the Internet. |If the
hone agent is |ocated outside the NAT device, the nobile node will
need a NAT traversal mechanismto conmunicate with the home agent.

It should be noted that [RFC5389] highlights issues with some types
of NATs that act as generic Application Level Gateways (ALGs) and
rewite any 32-bit field containing the NAT's public |P addresses.
This specification will not support such NATs.

Scenario 3: Home agent behind a NAT

In this scenario, the comunication between the nmobile node and the
hone agent is further conplicated by the fact that the hone agent is
|ocated within a private | Pv4 network. However, in this scenario, we
assume that the hone agent is allocated a globally unique |IPv4
address. The address m ght not be physically configured on the hone
agent interface. Instead, it is associated with the honme agent on
the Network Address Port Transl ati on (NAPT) device, which allows the
hone agent to be reachabl e through address or port mappi ng.

Scenario 4: Use of IPv4-only applications

In this scenario, the nmobile node may be |located in an | Pv4, |Pv6, or
dual network. However, the nobile node mi ght be communicating with
an | Pvd-only node. 1In this case, the nobile node woul d need a stable
| Pv4 address for its application. The alternative to using an |Pv4
address is to use protocol translators; however, end-to-end

conmuni cation with IPv4 is preferred to the use of protoco

transl ators.

The nobile node may al so be conmunicating with an | Pv4-only
application that requires an | Pv4 address.

The cases above illustrate the need for the allocation of a stable

| Pv4 home address to the mobile node. This is done using an |Pv4
hone address. Since running Mbile |IPv4 and Mobile | Pv6
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simul taneously is problematic (as illustrated in [ RFC4977]), this
scenari o adds a requirenment on Mobile IPv6 to support |Pv4d hone
addr esses.

Scenario 5: |1 Pv6 and | Pv4-enabl ed net wor ks

In this scenario, the nobile node should prefer the use of an | Pv6
care-of address for either its IPv6 or |Pv4 hone address. Nornma

| P-in-1P tunnelling should be used in this scenario as described in

[ RFC3775]. Under rare exceptions, where IP-in-1P tunnelling for |Pv6
does not allow the nobile node to reach the hone agent, the nobile
node foll ows the sending algorithmdescribed in Section 4.4.1. UDP
tunnelling in IPv6 networks is proposed in this docunent as a |ast-
resort mechani sm when reachability cannot be achi eved through nornma
[P-in-1P tunnelling. It should not be viewed as a normal node of
operation and should not be used as a first resort.

2. Solution Overview

In order to allow Mbile IPv6 to be used by dual stack nobil e nodes,
the follow ng needs to be done:

o0 Mbile nodes should be able to use IPv4 and | Pv6 home or care-of
addresses sinmultaneously and to update their home agents
accordi ngly.

o Mbile nodes need to be able to know the | Pv4 address of the hone
agent as well as its IPv6 address. There is no need for |Pv4
prefix discovery, however.

o Mobile nodes need to be able to detect the presence of a NAT
device and traverse it in order to communicate with the hone
agent .

This section presents an overview of the extensions required in order
to allow nobile nodes to use only Mobile IPv6 for IP nobility
managenent .

2.1. Home Agent Address Discovery
Dynam ¢ Hone Agent Address Discovery (DHAAD) is defined in [ RFC3775]

to allow nobil e nodes to discover their hone agents by appending a
wel | - known anycast interface identifier to their home link's prefix.

However, this mechanismis based on |IPv6-anycast routing. |If a
nmobi l e node (MN) is located in an | Pv4-only foreign network, it
cannot rely on native IPv6 routing. |In this scenario, the solution

for discovering the home agent’s | Pv4 address is through the Donmain
Nanme System (DNS). If the MNis attached to an | Pv6-only or dua
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stack network, it may al so use procedures defined in [ CHOADHURY] to
di scover hone agent information. Note that the use of [ CHOADHURY]
cannot give the nmobile node information that allows it to conmuni cate
with the hone agent if the nobile node is |located in an | Pv4-only
network. In this scenario, the nmobile node needs to di scover the

| Pv4 address of its home agent through the DNS

For DNS | ookup by nane, the nobil e node should be configured with the
name of the honme agent. Wen the nobile node needs to discover a
hone agent, it sends a DNS request with QNAME set to the configured
nane. An exanple is "hal.example.conf. |If a honme agent has an | Pv4
and | Pv6 address, the corresponding DNS record shoul d be confi gured
with both ' AAAA and ' A records. Accordingly, the DNS reply wll
contain ' AAAA and 'A records.

For DNS | ookup by service, the SRV record defined in [ RFC5026] is
reused. For instance, if the service name is "m p6" and the protoco
nane is "ipve" in the SRV record, the nobile node SHOULD send a DNS
request with the QNAME set to " _mip6. ipv6.exanple.cont. The
response shoul d contain the home agent’s FQDN(s) and may include the
correspondi ng ' AAAA'" and ' A records as well.

If nultiple home agents reside on the home |ink, each configured with
a public IPv4 address, then the operation above applies. The correct
DNS entries can be configured accordingly.

2.2. Mbile Prefix Solicitation and Adverti senent

According to [ RFC3775], the nobile node can send a Mbile Prefix
Solicitation and receive a Mbile Prefix Advertisenent containing al
prefixes advertised on the hone |ink

A dual stack nobile node MAY send a Mbile Prefix Solicitation
nmessage encapsulated in IPv4d (i.e., IPv6 in IPv4) in the case where
the mobil e node has no access to IPv6 within the |ocal network.
Securing these nessages requires the nobile node to have a security
association with the home agent, using |IPsec and based on the nobile
node’'s | Pv4 care-of address as described in [ RFC3775] and [ RFC4877].

[ RFC3775] requires the nobile node to include the hone address option

in the solicitation nessage sent to the home agent. |If the nobile
node is located in an I Pv4 network, it will not be assigned an | Pv6
address to include in the source address. In this case, the nobile

node MUST use its hone address in the source address field of the
| Pv6 packet, in addition to using the home address option as expected
by [ RFC3775].
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2. 3.

2. 3.

Sol

Bi ndi ng Managenent

A dual stack nobile node will need to update its home agent with its
care-of address. |If a nobile node has an |IPv4 and an | Pv6 hone
address, it will need to create a binding cache entry for each
address. The format of the |IP packet carrying the bindi ng update and
acknow edgenent nessages will vary dependi ng on whet her the nobile
node has access to IPv6 in the visited network. There are three

di fferent scenarios to consider with respect to the visited network:

o The visited network has I Pv6 connectivity and provides the nobile
node with a care-of address (in a stateful or statel ess manner).

o The nobile node can only configure a globally unique |Pv4 address
in the visited network.

o The nobile node can only configure a private | Pv4 address in the
vi sited network.

1. Foreign Network Supports |Pv6

In this case, the nobile node is able to configure a globally unique
| Pv6 address. The nobile node will send a binding update to the |IPv6
address of its hone agent, as defined in [ RFC3775]. The binding
update MAY include the | Pv4 honme address option introduced in this
docunent. After receiving the binding update, the home agent creates
two bi nding cache entries: one for the nobile node’'s |Pv4d hone
address and anot her for the nobile node’s | Pv6 honme address. Both
entries will point to the mobile node’s |Pv6 care-of address. Hence,
whenever a packet is addressed to the nobile node’s IPv4 or |IPv6 hone
address, the hone agent will tunnel it in IPv6 to the nobile node’'s

| Pv6 care-of address that is included in the binding update.

Ef fectively, the nobile node establishes two different tunnels, one
for its IPv4 traffic (I1Pv4d in IPv6) and one for its IPv6 traffic
(IPv6 in IPv6), with a single binding update.

In this scenario, this docunment extends [RFC3775] by including the

| Pv4 honme address option in the binding update nessage. Furthernore,
if the network supports both IPv4 and | Pv6, or if the nobile node is
experiencing problems with IP-in-1P tunnelling, this docunent
proposes some mitigating actions as described in Section 4.4.1

After accepting the binding update and creating the correspondi ng

bi ndi ng cache entries, the hone agent MJST send a bi ndi ng

acknow edgenent to the nobile node as defined in [RFC3775]. In
addition, if the binding update included an |IPv4 hone address option,
the bi ndi ng acknow edgerment MJST include the |Pv4 address

acknow edgnent option as described in Section 3.2.1. This option
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i nforns the nobil e node whether the binding was accepted for the |Pv4
home address. If this option is not included in the binding

acknow edgenment and the | Pv4 home address option was included in the
bi ndi ng update, the nmobil e node MJST assunme that the hone agent does
not support the IPv4 hone address option and therefore SHOULD NOT

i nclude the option in future binding updates to that hone agent
address.

When a nobil e node acquires both | Pv4 and | Pv6 care-of addresses at
the foreign network, it SHOULD prioritize the | Pv6 care-of address
for its MPv6 binding as described in Section 4.4.1

2.3.2. Foreign Network Supports |IPv4 Only

If the nobile node is in a foreign network that only supports | Pv4,
it needs to detect whether a NAT is in its communication path to the
hone agent. This is done while exchanging the binding update and
acknow edgenment nessages as shown later in this document. NAT
detection is needed for the purposes of the signaling presented in
this specification.

2.3.2.1. Foreign Network Supports IPv4 Only (Public Addresses)

In this scenario, the nobile node will need to tunnel |Pv6 packets
contai ning the binding update to the honme agent’s | Pv4 address. The
nobi | e node uses the I Pv4 address it gets fromthe forei gn network as
a source address in the outer header. The binding update will
contain the nobile node’'s | Pv6 hone address. However, since the
care-of address in this scenario is the nobile node’'s |IPv4 address,
the nobile node MJUST include its | Pv4 care-of address in the |Pv6
packet. The IPv4 address is represented in the | Pv4 care-of address
option defined in this specification. |f the nobile node had an | Pv4
home address, it MJST al so include the | Pv4 home address option
described in this specification

After accepting the binding update, the hone agent MJST create a new
bi ndi ng cache entry for the nobile node’s IPv6 hone address. |[|f an

| Pv4 home address option is included, the hone agent MJST create
another entry for that address. All entries MJST point to the nobile
node’ s | Pv4 care-of address. Hence, all packets addressed to the
nobi |l e node’ s home address(es) (I1Pv4 or 1Pv6) will be encapsulated in
an | Pv4 header that includes the hone agent’s | Pv4 address in the
source address field and the nobile node’s | Pv4 care-of address in
the destination address field.

After accepting the binding updates and creating the correspondi ng

entries, the hone agent MJUST send a bi ndi ng acknowl edgenment as
specified in [RFC3775]. 1In addition, if the binding update included
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an | Pv4 honme address option, the binding acknow edgenment MJST i ncl ude
the |1 Pv4 address acknow edgnent option as described in Section 3.2.1.
The bi ndi ng acknow edgenent is encapsul ated to the |IPv4 care-of
address, which was included in the source address field of the |IPv4
header encapsul ating the bindi ng update.

2.3.2.2. Foreign Network Supports IPv4 Only (Private Addresses)

In this scenario the nobile node will need to tunnel |Pv6 packets
cont ai ni ng the binding update to the home agent’s |IPv4 address. In
order to traverse the NAT device, |Pv6 packets are tunnel ed using UDP
and I Pv4. The UDP port allocated for the hone agent is 4191

(dsmi pv6).

The nobile node uses the I Pv4 address it gets fromthe visited
network as a source address in the | Pv4 header. The binding update
will contain the nmobile node’s | Pv6 home address.

After accepting the binding update, the hone agent MJST create a new
bi ndi ng cache entry for the nobile node’'s I Pv6 hone address. |[|f an

| Pv4 home address option is included, the hone agent MJST create
another entry for that address. All entries MJST point to the nobile
node’ s | Pv4 care-of address included in the source address of the

| Pv4 header that encapsul ated the bindi ng update nessage. In
addi tion, the tunnel used MJST indicate UDP encapsul ati on for NAT
traversal. Hence, all packets addressed to the nobile node’s hone

address(es) (IPv4 or 1Pv6) will be encapsulated in UDP and then
encapsul ated in an | Pv4 header that includes the hone agent’s |Pv4
address in the source address field and the nmobile node’s | Pv4 care-
of address in the destination address field. Note that the hone
agent MJST store the source UDP port nunbers contained in the packet
carrying the binding update in order to be able to forward packets to
the nobil e node.

After accepting the binding updates and creating the correspondi ng
entries, the hone agent MJUST send a bi ndi ng acknow edgenent as
specified in [RFC3775]. 1In addition, if the binding update included
an | Pv4 honme address option, the binding acknow edgenment MJST i ncl ude
the 1 Pv4 address acknow edgnent option as described later in this
specification. The binding acknow edgenent is encapsul ated in UDP
and then in IPv4 with the hone agent’s |IPv4 address in the source
address field and the nobile node’'s | Pv4 care-of address in the
destination field. The IPv4 address in the destination field of the
| Pv4 packet is the source address that was received in the | Pv4
header containing the binding update nessage. The inner |Pv6 packet
will contain the hone agent’s | Pv6 address as a source address and
the mobil e node’s IPv6 home address in the destination address field.
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The nobile node needs to naintain the NAT bindings for its current
| Pv4 care-of address. This is done through sending the binding
update regularly to the hone agent.

2.4. Route Optimzation

Route optim zation, as specified in [ RFC3775], will operate in an

i dentical manner for dual stack nobile nodes when they are |located in
a visited network that provides |Pv6 addresses to the nobile node and
whi |l e communi cating with an | Pv6-enabl ed correspondent node.

However, when |located in an | Pv4-only network, or when using the |Pv4
honme address to conmunicate with an | Pv4 correspondent node, route

optim zation will not be possible due to the difficulty of perform ng
the return-routability test. |In this specification, UDP

encapsul ation is only used between the nmobile node and its hone
agent. Therefore, nobile nodes will need to comunicate through the
hone agent.

Route optim zation will not be possible for IPv4 traffic -- that is,

traffic addressed to the nobile node’s | Pv4 home address. This is
simlar to using Mobile IPv4; therefore, there is no reduction of
features resulting fromusing this specification

2.5. Dynamc |Pv4 Hone Address Allocation

It is possible to allow for the nobile node’s | Pv4 hone address to be
all ocated dynamically. This is done by including 0.0.0.0 in the |Pv4
hone address option that is included in the binding update. The hone
agent SHOULD al |l ocate an | Pv4 address to the nobil e node and include
it in the I Pv4 address acknow edgenent option sent to the nobile
node. In this case, the lifetine of the binding is bound to the

m ni mum of the lifetinmes of the IPv6 binding and the | ease tinme of
the I Pv4 hone address.

3. Extensions and Mddifications to Mbile | Pv6

This section highlights the protocol and inplenentation additions
required to support this specification

3.1. Binding Update Extensions
3.1.1. |Pv4d Honme Address Option
This option is included in the nobility header, including the binding

updat e nessage sent fromthe nobile node to a home agent or Mbility
Anchor Point. The alignnent requirement for this option is 4n.
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Figure 1: | Pv4 Home Address Option

Type
29

Lengt h
6

Prefix-len
The I ength of the prefix allocated to the nobile node. If only a
single address is allocated, this field MIUST be set to 32. In the
first binding update requesting a prefix, the field contains the
prefix length requested. However, in the follow ng binding

updates, this field nust contain the length of the prefix
allocated. A value of zero is invalid and MJST be consi dered an

error.

P
A flag indicating, when set, that the nobile node requests a
nmobi l e network prefix. This flag is only relevant for new
requests, and nust be ignored for binding refreshes.

Reser ved

This field is reserved for future use. It MJST be set to zero by
the sender and ignored by the receiver.

| Pv4 Honme Address

The nobile node’'s | Pv4 hone address that shoul d be defended by the
hone agent. This field could contain any unicast |Pv4 address
(public or private) that was assigned to the nobile node. The
value 0.0.0.0 is used to request an | Pv4 home address fromthe
hone agent. A nobile node may choose to use this option to
request a prefix by setting the address to All Zeroes and setting
the P flag. The nobile node could then forman |IPv4 hone address
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based on the allocated prefix. Alternatively, the nobile node may
use two different options, one for requesting an address (static
or dynanic) and another for requesting a prefix.

3.1.2. The IPv4 Care-of Address Option

This option is included in the nobility header, including the binding
updat e nessage sent fromthe nobile node to a hone agent or Mbility
Anchor Point. The alignnent requirement for this option is 4n.

0 1 2 3
01234567890123456789012345678901
T S s S e St SR S R S S S
| Type | Length | Reserved |
T I i cis i S S SR S S S i e S

| | Pv4 Care-of address
B s i S i I i S S S i i
Figure 2: The | Pv4d CoA Option
Type
32
Length
6
Reser ved

This field is set to zero by the sender and ignored by the
receiver.

| Pv4 Care-of Address
This field contains the nobile node’s | Pv4 care-of address. The
| Pv4 care-of address is used when the nobile node is |ocated in an
| Pv4-only network.
3.1.3. The Binding Update Message Extensions

Thi s specification extends the binding update nessage with one new
flag. The flag is shown and described bel ow.
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0 1 2 3

01234567890123456789012345678901
bk ok ok o R S R
| Sequence # |

B s i S i I i S S S i i

| AIH LI KIM R Pl F| Reserved | Lifetinme

s S S o T i i S S i (i
Figure 3: Binding Update Message

F

When set, this flag indicates a request for forcing UDP
encapsul ati on regardl ess of whether a NAT is present on the path
bet ween t he nobil e node and the hone agent. This flag may be set
by the nobile node if it is required to use UDP encapsul ation
regardl ess of the presence of a NAT. This flag SHOULD NOT be set
when the nobile node is configured with an | Pv6 care-of address --
with the exception of the scenario nmentioned in Section 4.4.1.

3.2. Binding Acknow edgenent Extensions
3.2.1. |1Pv4 Address Acknow edgenent Option

This option is included in the nobility header, including the binding
acknow edgenent message sent fromthe home agent or Mbility Anchor
Point to the nmobile node. This option indicates whether a binding
cache entry was created for the nobile node’s | Pv4 address.
Additionally, this option includes an |IPv4 hone address in the case
of dynamic | Pv4 home address configuration (i.e., if the unspecified
| Pv4 address was included in the binding update). The alignnent

requi renent for this option is 4n.

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
| Type | Length | St at us | Pref-1en | Res|
s S S i I S R R e h T Tk e S S S o T S

| | Pv4 home address
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S

Figure 4: |1 Pv4 Address Acknow edgenment Option
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Type
30

Length
6

St at us
I ndi cates success or failure for the | Pv4 home address binding.
Val ues fromO to 127 indicate success. Higher values indicate
failure.

Pref-1len
The prefix length of the address allocated. This field is only
valid in case of success and MJUST be set to zero and ignored in
case of failure. This field overrides what the nobil e node
requested (if not equal to the requested | ength).

Res

This field is reserved for future use. It MJST be set to zero by
the sender and ignored by the receiver

| Pv4 Homre Address
The 1 Pv4 hone address that the home agent will use in the binding
cache entry. This could be a public or private address. This
field MUST contain the nobile node’s | Pv4 home address. |If the
address were dynam cally allocated, the honme agent will add the
address to informthe nobile node. Oherwise, if the address is
statically allocated to the nmobil e node, the home agent will copy
it fromthe bindi ng update nmessage

The foll owi ng values are allocated for the status field:

o O Success

o 128 Failure, reason unspecified

0 129 Administratively prohibited

o 130 Incorrect |Pv4 home address

o 131 Invalid | Pv4 address

Sol i man St andards Track [ Page 15]



RFC 5555 DSM Pv6 June 2009

o 132 Dynamic | Pv4 hone address assignnment not avail abl e
o 133 Prefix allocation unauthorized
3.2.2. The NAT Detection Option

This option is sent fromthe hone agent to the nobile node to

i ndi cate whether a NAT was in the path. This option MAY al so include
a suggested NAT binding refresh time for the nobile node. This m ght
be useful for scenarios where the nobile node is known to be noving
within the hone agent’s adm nistrative domain and, therefore, the NAT
timeout is known (through configuration) to the hone agent. Section
3.5 of [RFC5405] discusses issues with NAT tinmeout in sone detail

The alignnent requirenent for this optionis 4n. If a NAT is
detected, this option MJST be sent by the hone agent.

0 1 2 3
01234567890123456789012345678901
s S S i I S R R e h T Tk e S S S o T S

| Type | Length | F| Reserved

B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S
| Refresh tine

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

Fi gure 5: The NAT Detection Option

Type
31

Lengt h

This flag indicates to the nobil e node that UDP encapsul ation is
required. Wen set, this flag indicates that the nobile node MJST
use UDP encapsul ation even if a NAT is not |ocated between the
nobi | e node and hone agent. This flag SHOULD NOT be set when the
nobil e node is assigned an | Pv6 care-of address -- with the
exception of accommodating the scenarios discussed in

Section 4.4.1.
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Reser ved

This field is reserved for future use. It MJST be set to zero by
the sender and ignored by the receiver.

Refresh Tine

A suggested time (in seconds) for the nobile node to refresh the
NAT binding. |If set to zero, it is ignored. |If this field is set
to all 1s, it means that keepalives are not needed, i.e., no NAT
was detected. The hone agent MJST be configured with a default
value for the refresh tinme. The recomended value is outlined in
Section 6.

4. Protocol Operation

This section presents the protocol operation and processing for the
nessages presented above. |In addition, this section introduces the
NAT detection and traversal nechanismused by this specification

4.1. Tunnelling Formats

This specification allows the nobile node to use various tunnelling
formats depending on its |location and the visited network’s
capabilities. The nobile node can tunnel IPv6 in | Pv4, IPv4 in | Pv6,
or use UDP encapsulation to tunnel I1Pv6 in IPv4., Naturally, this
specification al so supports tunnelling IPv6 in | Pv6 [ RFC2473].

Thi s specification allows UDP-based tunnelling to be used between the
nobil e node and its honme agent or MAP. A UDP encapsul ation format
neans the followi ng order of headers:

| Pv4/ v6

ubP

IP (v4 or v6)

O her headers
Note that the use of UDP encapsul ation for |IPv6 care-of addresses
SHOULD NOT be done except in the circunstances highlighted in Section
4.4.1.
When using this format, the receiver parses the version field
following the UDP header in order to determ ne whether the follow ng

header is IPv4 or IPv6. The rest of the headers are processed
normal ly. The above order of headers does not take |Psec headers
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into account as they nmay be placed in different parts of the packet.
The above format MJST be supported by all inplenmentations of this
speci fication and MJST al ways be used to send the bindi ng update
nmessage.

UDP tunnelling can al so encapsul ate an Encapsul ating Security Payl oad
(ESP) header as shown bel ow.

| Pv4/ v6

UbP

ESP

IP (v4 or v6)
O her headers

The negotiation of the secure tunnel fornmat described above is
di scussed in Section 5.2. The receiver of a UDP tunnel detects
whet her or not an ESP header is present based on the UDP port used.

4.1.1. Tunnelling Inmpacts on Transport and MruU

Changi ng the tunnel format may occur due to novenent of the nobile
node fromone network to another. This can inpact the link and path
MIU, which may affect the ampunt of bandwi dth available to the
applications. The nobile node may use Path MrU Di scovery (PMIUD) as
specified in [ RFC4459] .

To accommpdate traffic that uses Explicit Congestion Notification
(ECN), it is RECOMWENDED that the ECN and Differentiated Services
Code Point (DSCP) information be copied between the inner and outer
header as defined in [RFC3168] and [RFC2983]. It is RECOMMENDED t hat
the full-functionality option defined in Section 9.1.1 of [RFC3168]
be used to deal with ECN

Note that sone inplenentations nay not be able to use ECN over the
UDP tunnel. This is due to the lack of access to ECN bits in the UDP
APl on nost platfornms. However, this issue can be avoided if UDP
encapsul ation is done in the kernel

Not e that, when using UDP encapsul ation, the Tine to Live (TTL) field

must be decremented in the same nanner as when I P-in-1P encapsul ation
i s used.
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4.2. NAT Detection

This section deals with NAT detection for the purpose of
encapsul ati ng packets between the nmobil e node and the hone agent when
the nmobile node is present in a private |IPv4d network. Mbile |IPv6
uses I KEv2 to establish the I Psec security association (SA) between
the nobil e node and the hone agent. |KEv2 has its own NAT detection
nmechani sm However, |KEv2's NAT detection is only used for the
purpose of setting up the IPsec SA for secure traffic. The

i nteractions between the two NAT traversal mechani snms are descri bed
in Section 5.

NAT detection is done when the initial binding update nmessage i s sent
fromthe nobile node to the home agent. Wen located in an IPv4-only
foreign link, the nobile node sends the binding update nessage
encapsul ated in UDP and | Pv4. The source address of the |IPv6 packet
is the nobile node’s I Pv6 hone address. The destination address is
the 1 Pv6 address of the hone agent. The |Pv4 header contains the

| Pv4 care-of address in the source address field and the | Pv4 address
of the hone agent in the destination address field.

VWen the hone agent receives the encapsul ated binding update, it
conpares the I Pv4 address of the source address field in the IPv4
header with the |1 Pv4 address included in the | Pv4 care-of address
option. |If the two addresses nmatch, no NAT device was in the path.
O herwi se, a NAT was in the path and the NAT detection option is

i ncluded in the binding acknow edgenment. The bi ndi ng acknow edgenent
and all future packets are then encapsulated in UDP and | Pv4. The
source address in the I Pv4 header is the | Pv4 address of the hone
agent. The destination address is the | Pv4 address received in the
| Pv4 header encapsul ating the binding update (this address will be
different fromthe | Pv4 care-of address when a NAT is in the path).
The source port in the packet is the home agent’s source port. The
destination port is the source port received in the binding update
message. Note that the hone agent stores the port numbers and
associ ates themwi th the nobile node’'s tunnel in order to forward
future packets.

Upon receiving the binding acknow edgenment with the NAT detection
option, the nobile node sets the tunnel to the hone agent to UDP
encapsul ati on. Hence, all future packets to the hone agent are
tunneled in UDP and I Pv4. For all tunneled |IPv6 packets, the source
address in the I Pv6 header is the nobile node’s | Pv6 hone address and
the destination address is the correspondent node’s | Pv6 address.

Al'l tunneled I Pv4 packets will contain the nobile node’s |IPv4 hone
address in the source address field of the inner |Pv4 packet and the

Sol i man St andards Track [ Page 19]



RFC 5555 DSM Pv6 June 2009

correspondent node’'s | Pv4 address in the destination address field.
The outer |Pv4 header is the sanme whether the inner packet is |IPv4 or
| Pv6.

If no NAT device was detected in the path between the nobil e node and
the hone agent, then IPv6 packets are tunneled in an |IPv4 header

unl ess the hone agent forces UDP encapsul ation using the F flag. The
content of the inner and outer headers are identical to the UDP
encapsul ati on case.

A nobi | e node MJUST al ways tunnel binding updates in UDP when | ocated
in an | Pvd-only network. Essentially, this process allows for
perpetual NAT detection. Simlarly, the home agent MJST encapsul ate
bi ndi ng acknow edgenents in a UDP header whenever the binding update
is encapsul ated in UDP

In conclusion, the packet formats for the binding update and
acknow edgenent nessages are shown bel ow

Bi ndi ng update received by the home agent:

| Pv4 header (src=V4ADDR, dst=HA V4ADDR)

UDP header

| Pv6 header (src=V6HOA, dst=HAADDR)

ESP header

Mobi lity header

BU [ | Pv4 HAQ|

| Pv4 CoA option
Where VAADDR is either the | Pv4 care-of address or the address
provi ded by the NAT device. V6HOA is the I Pv6 hone address of the
nobi |l e node. The binding update MAY al so contain the |Pv4 hone
address option, |Pv4d HAO
Bi ndi ng acknowl edgenment sent by the honme agent:

| Pv4 header (src= HA VAADDR, dst=V4ADDR)

UDP header

| Pv6 header (src=HAADDR, dst=V6HOA)
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ESP header
Mobi lity header
BA ([IPv4 ACK], NAT DET)

Where V6HOA is the | Pv6 home address of the nobile node. The |IPv4
ACK is the | Pv4 address acknow edgenent option, which is only
included if the I Pv4 hone address option is present in the BU  The
NAT DET is the NAT detection option, which MJST be present in the
bi ndi ng acknowl edgement message if the binding update was

encapsul ated in UDP

4.3. NAT Keepalives

If a NAT is detected, the nobile node will need to refresh the NAT

bi ndings in order to be reachable fromthe home agent. NAT bi ndi ngs
can be refreshed through sending and receiving traffic encapsul at ed
in UDP. However, if the nmobile node is not active, it will need to
periodically send a nessage to the home agent in order to refresh the
NAT bi nding. This can be done using the binding update nmessage. The
bi ndi ng updat e/ acknowl edgenent pair will ensure that the NAT bindi ngs
are refreshed in a reliable manner. There is no way for the nobile
node to know the exact time of the NAT binding. The default tine
suggested in this specification is NATKATI MEQUT (see Section 6). |If
the hone agent suggests a different refresh period in the binding
acknow edgerent, the nobile node SHOULD use the val ue suggested by
the hone agent.

If the refresh tinme in the NAT detection option in the binding
acknow edgenent is set to all 1s, the nobile node need not send
nessages to refresh the NAT binding. However, the nobile node may
still be required to encapsulate traffic in UDP. This scenario may
take place when a NAT is not detected but the home agent stil
requires the nobile node to use UDP encapsul ation

It should be noted that a nobil e node that does not need to be
reachable (i.e., one that only cares about the session continuity
aspect of Mobile IP) does not need to refresh the NAT binding. In
this case, the nobile node would only be able to initiate

conmuni cation with other nodes. However, this is likely to inply
that the nobile node will need to send a binding update before
initiating conmunication after a long idle period as it is likely to
be assigned a different port and | Pv4 address by the NAT when it
initiates comunication. Hence, an inplenmentation may choose, for
the sake of sinmplicity, to always maintain the NAT bi ndi ngs even when
it does not need reachability.
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Not e that keepalives are al so needed by | KEv2 over UDP port 4500.
This is needed for IKE (Internet Key Exchange Protocol) dead- peer
detection, which is not handl ed by DSM Pv6 keepal i ves.

4.4. Mbbile Node Operation

In addition to the operations specified in [ RFC3775] and [ RFC3963],
this specification requires nobile nodes to be able to support an

| Pv4 home address. This specification also requires the nobile node
to choose an | Pv4 or an | Pv6 care-of address. W first discuss
care-of address selection, then continue wi th bindi ng nanagenment and
transm ssion of normal traffic.

4.4.1. Selecting a Care-of Address

When a mobile node is in a dual stacked, visited network, it wll
have a choice between an I Pv4 and an | Pv6 care-of address. The
nobi | e node SHOULD prefer the |IPv6 care-of address and bind it to its
hone address(es). |If a nobile node attenpted to bind the I Pv6 care-
of address to its hone address(es) and the binding update tinmed out,
the nobil e node SHOULD.

0 Resend the binding update using the exponential back-off algorithm
described in [RFC3775].

o If after three attenpts, in total, a binding acknow edgenent was
not received, the nobile node SHOULD send a new bi ndi ng updat e
using the | Pv4 care-of address. The exponential backoff algorithm
described in [RFC3775] should be used for re-transm ssion of the
bi ndi ng update if needed.

Thi s procedure should be used to avoi d scenarios where | Pv6
connectivity may not be as reliable as I1Pv4. This unreliability may
take place during early deployments of IPv6 or may sinply be due to
tenmporary outages affecting | Pv6 routing.

It is RECOWENDED t hat upon novenent, the nobil e node not change the
| P address fam |y chosen for the previous binding update unl ess the
nobil e node is aware that it has noved to a different administrative
domai n where previous problens with IPv6 routing may not be present.
Repeati ng the above procedure upon every novement can cause
significant degradation of the nobile node's applications’
performance due to extended periods of packet |osses after handover,
if the routing outage is still in effect.

When using an | Pv4 care-of address and IP-in-1P encapsulation, if the

nobi |l e node inplenmentation is made aware by upper |ayers of
persi stent packet |osses, it may attenpt to resend the binding update
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with the F flag set, requesting UDP encapsul ation for all packets.
This may avoi d packet |osses due to situations where |oca
firewal ling policies prevent the use of IP-in-1P encapsul ation

The effect of this address selection nechanismis to allow the
followi ng preferences in the absence of NAT:

1. IPv6
2. I Pv4d (using IP-in-1P or UDP encapsulation if a NAT is detected)

3. UDP encapsul ation when IP-in-1P is not allowed by the |oca
donai n.

4.4.2. Sending Binding Updates

VWhen sendi ng an | Pv6 packet containing a binding update while
connected to an | Pvd-only access network, nobile nodes MJST ensure
the follow ng:

o The I Pv6 packet is encapsulated in UDP

0 The source address in the |Pv4 header is the nobile node s | Pv4
car e- of address.

0 The destination address in the |Pv4 header is the hone agent’s
| Pv4 address.

0 The source address in the |Pv6 header is the npbile node’'s | Pv6
home address.

o The I Pv4 hone address option MAY be included in the nmobility
header. This option contains the |IPv4 hone address. |If the
nobi | e node did not have a static hone address, it MAY include the
unspeci fied I Pv4 address, which acts as a request for a dynamc
| Pv4 hone address. Alternatively, one or nore |Pv4 hone address
options may be included with requests for | Pv4d prefixes (i.e.
with the P flag set).

o |If the nobile node wishes to use UDP encapsul ation only, it rmnust
set the F flag in the binding update nessage.

o The I Pv6 packet MJUST be authenticated as per [ RFC3775], based on
the nobile node’s | Pv6 honme address.

When sendi ng a binding update froma visited network that supports

| Pv6, the nobile node MIUST follow the rules specified in [ RFC3775].
In addition, if the nobile node has an | Pv4 honme address or needs
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one, it MJST include the | Pv4 hone address option in the nobility
header. |f the nobile node already has a static | Pv4 hone address,
this address MUST be included in the | Pv4 hone address option

O herwise, if the nmobile node needs a dynamic |Pv4 address, it MJST
include the IPv4 0.0.0.0 address in the | Pv4 honme address option

In addition to the rules in [RFC3775], the nobile node should follow
the care-of address selection guidelines in Section 4.4.1

When the nmobil e node receives a binding acknow edgenment fromthe home
agent, it follows the rules in [RFC3775] and [RFC3963]. 1In addition
the follow ng acti ons MJST be nmade:

o If the status field indicated failure with error code 144, the
nobi | e node MAY resend the binding update without setting the F
flag.

o If the nmobility header includes an |IPv4 address acknow edgenent
option indicating success, the nobile node should create two
entries in its binding update list: one for the | Pv6 hone address
and anot her for the | Pv4 horme address.

o |If the NAT detection option is present, the nmobile node MJST
tunnel future packets in UDP and |IPv4. This MJST be indicated in
the binding update I|ist.

o If no IPv4 address acknow edgenent option is present, and an |Pv4
hone address option was present in the binding update, the nobile
node MJST only create one binding update list entry for its |IPv6
home address. The nobile node MAY include the | Pv4 honme address
option in future bindi ng updates.

o |If an IPv4 address acknow edgenent option is present and it
indicates failure for the |1 Pv4 home address binding, the nobile
node MUST NOT create an entry for that address in its binding
update list. The npbile node MAY include the | Pv4 hone address
option in future bindi ng updates.

4.4.2.1. Renoving Bindi ngs

Mobil e nodes will renove bindings fromthe home agent’s binding cache
whenever they nove to the honme link, or sinply when nobility support
i s not needed.

Deregi stering the | Pv6 home address is described in [RFC3775]. The
same mechani smapplies in this specification. Mbile nodes may
renove the binding for only the I Pv4 hone address by sending a

bi ndi ng update that does not include the | Pv4 honme address option
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Upon receiving this binding update, the home agent will replace the
exi sting cache entries with the content of the new nessage. This
ensures that the | Pv4 home address binding is removed while

mai nt ai ni ng an | Pv6 bi ndi ng.

Note that the nobile node cannot renove the | Pv6 honme address binding
whi | e mai ntai ning an | Pv4 honme address bi ndi ng.

A binding update nessage with a lifetime of zero will renove al
bi ndi ngs for the nobile node.

4.4.3. Sending Packets froma Visited Network

When the nobile node is |ocated in an | Pv6-enabl ed network, it sends
and receives | Pv6 packets as described in [RFC3775]. 1In cases where
| P-in-1P encapsul ation is not providing connectivity to the hone
agent, the nobile node may choose to encapsul ate in UDP as suggested
in Section 4.4.1. However, this encapsulation of IPv6 traffic should
be used as a last resort, as described. |[IPv4 traffic is encapsul ated
in | Pv6 packets to the home agent.

When the mobile node is located in an | Pv4-only network, it will send
| Pv6 packets to its home agent according to the follow ng format:

| Pv4 header (src=V4ACoA, dst=HA V4ADDR)

[ UDP header]

| Pv6 header (src=V6HoA, dst=CN)

Upper | ayer protocols
Here, the UDP header is only used if a NAT has been detected between
the nmobil e node and the hone agent, or if the home agent forced UDP
encapsul ation. VACoA is the |IPv4 care-of address configured by the
nmobi | e node in the visited network.
Simlarly, |Pv4 packets are sent according to the follow ng format:

| Pv4 header (src=V4CoA, dst=HA VAADDR)

[ UDP header]

| Pv4 header (src=V4HoA, dst=V4CN)

Upper Layer protocols
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Here, the UDP header is only used if a NAT has been detected between
the nobil e node and the hone agent, or if the home agent forced UDP
encapsul ati on.

4.4.4. Movenent Detection in |IPv4d-Only Networks

[ RFC3775] describes novenment detection nostly based on | Pv6-specific
triggers and Nei ghbor Discovery [ RFC4861] information. These
triggers are not available in an IPv4-only network. Hence, a nobile
node | ocated in an | Pv4-only network SHOULD use [ RFC4436] for

gui dance on novenent-detecti on mechani snms in | Pv4-only networKks.

The nobile node detects that it’s in an | Pv4-only network when the
| Pv6 nmovenent -detection algorithmfails to configure an |IPv6 address.

Thi s specification does not support nobile nodes returning hone while
using IPv4. That is, the IPv4 support is only defined for nobile
nodes that are in a visited network.

4.5. Home Agent Operation

In addition to the hone agent specification in [RFC3775] and

[ RFC3963], the home agent needs to be able to process the |IPv4 hone
address option and generate the | Pv4 address acknow edgenent option
Both options are included in the nobility header. Furthernore, the
hone agent MJST be able to detect the presence of a NAT device and

i ndi cate that presence in the NAT detection option included in the

bi ndi ng acknow edgenent .

A hone agent nust also act as a proxy for address resolution in |Pv4d
for the registered | Pv4 hone addresses of nobile nodes it is serving.
Mor eover, the adm nistrative donmain of the home agent is responsible
for advertising the routing information of registered | Pv4d nobil e-
network prefixes of the nobile nodes.

In order to comply with this specification, the hone agent MJST be
able to find the | Pv4 home address of a nobil e node when given the

| Pv6 home address. That is, given an | Pv6 hone address, the hone
agent MJST store the corresponding | Pv4 hone address if a static one
is present. |If a dynam c address is requested by the nobile node,
the hone agent MJST store that address (associated with the IPv6 hone
address) after it’'s allocated to the nobile node.

When the hone agent receives a binding update encapsul ated in UDP and
contai ning the 1 Pv4 hone address option, it needs to follow all the
steps in [RFC3775] and [RFC3963]. In addition, the foll ow ng checks
MUST be done:
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o If the IPv4 care-of address in the I Pv4 CoA option is not the sane
as the I Pv4 address in the source address in the |IPv4 header, then
a NAT was in the path. This information should be flagged for the
bi ndi ng acknow edgenent .

o If the Fflag in the binding update is set, the honme agent needs
to determ ne whether it accepts forcing UDP encapsulation. |[If it
does not, the binding acknow edgenent is sent with error code 144.
UDP encapsul ati on SHOULD NOT be used when the nobile node is
| ocated in an | Pv6-enabled Iink, with the exception of the
scenarios outlined in Section 4.4.1

o |If the IPv4 hone address option contains a valid unicast |Pv4
address, the hone agent MJST check that this address is allocated
to the nobile node that has the IPv6 hone address included in the
hone address option. The sane MUST be done for an | Pv4 prefix.

o If the IPv4 hone address option contained the unspecified |Pv4
address, the hone agent SHOULD dynamically allocate an | Pv4 hone

address to the nobile node. |f none is avail able, the honme agent
MUST return error code 132 in the status field of the |IPv4 address
acknow edgenment option. |If a prefix is requested, the home agent

SHOULD al l ocate a prefix with the requested length; if prefix
al location (of any length) is not possible, the hone agent MJUST
indicate failure of the operation with the appropriate error code.

o |If the binding update is accepted for the |IPv4 home address, the
hone agent creates a binding cache entry for the | Pv4 home
address/prefix. The hone agent MJST include an | Pv4
acknow edgenent option in the nobility header containing the
bi ndi ng acknow edgenent.

o If the binding update is accepted for both IPv4 and | Pv6 hone
addresses, the hone agent creates separate binding cache entries,
one for each hone address. The care-of address is the one
included in the binding update. |[|f the care-of address is an |Pv4
address, the hone agent MJUST set up a tunnel to the |IPv4 care-of
address of the nobile node.

When sendi ng a bindi ng acknow edgenent to the nobil e node, the hone
agent constructs the message according to [ RFC3775] and [ RFC3963] .
Note that the routing header MJST al ways contain the | Pv6 hone
address as specified in [ RFC3775] .

If the care-of address of the nobile node is an | Pv4 address, the
hone agent includes the nmobile node’s | Pv6 home address in the
destination address field in the IPv6 header. |If a NAT is detected,
the honme agent MJST then encapsul ate the packet in UDP and in an |Pv4
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header. The source address is set to the hone agent’s |Pv4 address
and the destination address is set to the address received in the
source address of the |Pv4 header encapsul ating the bindi ng update.

After creating a binding cache entry for the nobile node’s hone
addresses, all packets sent to the nobile node’'s hone addresses are
tunnel ed by the hone agent to the nobil e node’'s care-of address. |If
a NAT is detected, packets are encapsulated in UDP and | Pv4.

O herwise, if the care-of address is an | Pv4 address and no NAT is
det ect ed, packets are encapsulated in an |Pv4 header unl ess UDP
encapsul ation is forced by the hone agent.

4.5.1. Sending Packets to the Mobile Node
The hone agent follows the rules specified in [RFC3775] for sending
| Pv6 packets to nobile nodes |located in |IPv6 networks. Wen sending
| Pv4 packets to nobile nodes in an |IPv6 network, the hone agent nust
encapsul ate the | Pv4 packets in | Pvé6.

When sending | Pv6 packets to a nobile node |ocated in an | Pv4
networ k, the hone agent uses the follow ng format:

| Pv4 header (src= HA VAADDR, dst= VAADDR)

[ UDP header]

| Pv6 header (src=CN, dst= V6HOA)

Upper | ayer protocols
Where the UDP header is only included if a NAT is detected between
the nobil e node and the hone agent or if the hone agent forced UDP
encapsul ation. V4ADDR is the | Pv4 address received in the source
address field of the I Pv4 packet containing the bindi ng update.
When sending | Pv4 packets to a nobile node |ocated in an | Pv4
networ k, the hone agent must follow the format negotiated in the
bi ndi ng updat e/ acknowl edgenent exchange. |n the absence of a
negotiated format, the default format that MJUST be supported by al
i mpl enentations is:

| Pv4 header (src= HA VAADDR, dst= V4ADDR)

[ UDP header]

| Pv4 header (src=VACN, dst= V4HoA)

Upper | ayer protocols
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Where the UDP header is only included if a NAT is detected between
the nobil e node and home agent or if the home agent forced UDP
encapsul ati on.

4.6. Correspondent Node QOperation
Thi s specification has no inpact on | Pv4 or | Pv6 correspondent nodes.
5. Security Considerations

This specification allows a mobile node to send one bindi ng update
for its IPv6 and I Pv4 hone addresses. This is a slight deviation
from[RFC3775], which requires one binding update per honme address.
However, like [RFC3775], the |IPsec security association needed to
aut henticate the binding update is still based on the nobile node’s
| Pv6 home address. Therefore, in order to authorize the nobile
node’ s | Pv4 home address binding, the home agent MJST store the |Pv4
address corresponding to the I Pv6 address that is allocated to a
nobi |l e node. Therefore, it is sufficient for the hone agent to know
that the I Psec verification for the packet containing the binding
update was valid, provided that it knows which | Pv4 hone address is
associ ated with which I Pv6 home address. Hence, the security of the
| Pv4 home address binding is the same as the |1 Pv6 binding.

In effect, associating the nobile node’'s | Pv4 hone address with its
| Pv6 honme address noves the authorization of the binding update for
the 1 Pv4 address to the Mobile IPv6 inplenmentation, which infers it
fromthe fact that the nobile node has an | Pv6 home address and the
right credentials for sending an authentic binding update for the

| Pv6 address.

This specification requires the use of IKEv2 as the default mechanism
for dynanmi c keying.

In cases where this specification is used for NAT traversal, it is
inmportant to note that it has the sane vulnerabilities associated
with [RFC3519]. An attacker is able to hijack the nobile node's
session with the home agent if it can nodify the contents of the
outer |Pv4 header. The contents of the header are not authenticated
and there is no way for the hone agent to verify their validity.
Hence, a man in the mddle attack, where a change in the contents of
the 1 Pv4 header can cause a legitimate nobile node’'s traffic to be
diverted to an illegitimte receiver independently of the
authenticity of the binding update nessage, is possible.

In this specification, the binding update nessage MJUST be protected

using ESP transport node. Wen the nobile node is located in an
| Pv4-only network, the binding update nessage is encapsul ated in UDP
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as described earlier in Section 4.2. However, UDP SHOULD NOT be used
to encapsul ate the binding update nessage when the nobile node is
located in an | Pv6-enabl ed network. |If protection of payload traffic
i s needed when the nobile node is located in an | Pv4-only network,
encapsul ati on i s done using tunnel node ESP over port 4500 as
described in [RFC3948]. During the IKE negotiation with the hone
agent, if the nobile node and hone agent support the use of port

4500, the nobile node MJST establish the security association over
port 4500, regardless of the presence of a NAT. This is done to
avoi d switching between ports 500 and 4500 and the potential traffic
di sruption resulting fromthis swtch.

Handovers within private | Pv4 networks or fromIPv6 to | Pv4 networks
will inmpact the security association between the nobile node and the
hone agent. The follow ng section presents the expected behavi our of
the mobil e node and home agent in those situations. The details of
the I KE negoti ations and nmessages are illustrated in Section 5. 2.

5.1. Handover Interactions for |IPsec and | KE

After the nobil e node detects nmovenent, it configures a new care- of
address. If the nobile node is in an IPv4-only network, it renoves
bi ndi ng update list entries for correspondent nodes, since route
optim sation cannot be supported. This may cause i nbound packet

| osses, as remote correspondent nodes are unaware of such novenent.
To avoid confusion in the correspondent node, the nobile node SHOULD
deregi ster its binding with each correspondent node by sending a
deregi stration binding update. The deregistration bindi ng update
nmessage is tunnelled to the home agent and onto the correspondent
node. This is done after the nobile node updates the hone agent with
its new | ocation as di scussed bel ow.

The nobil e node sends the binding update nmessage to the honme agent.
If the nobile node is in an | Pv6-enabl ed network, the binding update
SHOULD be sent without |Pv4/UDP encapsul ati on, unless UDP

encapsul ation i s needed as described in Section 4.4.1. |If the nobile
node is in an | Pvd-only network, then -- after |Psec processing of
the binding update (BU) nessage -- it encapsulates the BU in UDP/IPv4
as discussed in Sections 4.2 and 4.4. |In order to be able to send

the binding update while in an I Pv4-only network, the nobile node
needs to use the new | Pv4 care-of address in the outer header, which
is different fromthe care-of address used in the existing tunnel
Thi s shoul d be done without pernmanently updating the tunnel wthin
the nobile node’s inplenmentation in order to allow the nobile node to
recei ve packets on the old care-of address until the binding

acknow edgenment is received. The method used to achieve this effect
is inmplenentati on dependent and is outside the scope of this
specification. This inplies that the I P forwarding function (which
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sel ects the interface or tunnel through which a packet is sent) is
not based solely on the destination address: sone |Pv6 packets
destined to the hone agent are sent via the existing tunnel, while
BUs are sent using the new care-of address. Since BUs are protected
by 1 Psec, the forwarding function cannot necessarily determ ne the
correct treatnment fromthe packet headers. Thus, the DSM Pv6

i mpl enentation has to attach additional information to BUs, and this
i nformati on has to be preserved after |Psec processing and made
available to the forwarding function or to DSM P extensi ons incl uded
in the forwardi ng function. Depending on the nobile node’s

i mpl enentati on, meeting this requirenent may require changes to the
| Psec i npl enent ati on.

Upon receiving the binding update nessage encapsul ated in UDP/ I Pv4,
the hone agent processes it as follows. |In order to allow the

DSM Pv6 i npl enentation in the home agent to detect the presence of a
NAT on the path to the nobile node, it needs to conpare the outer

| Pv4 source address with the I Pv4 address in the | Pv4 care-of address
option. This inplies that the information in the outer header wll
be preserved after |Psec processing and nade available to the DSM Pv6
i mpl enentation in the home agent. Depending on the hone agent’s

i mpl enentati on, nmeeting this requirenent may require changes to the

| Psec i npl enent ati on.

The hone agent updates its tunnel nopde security association to

i ncl ude the nobile node’s care-of address as the renote-tunnel header
address and 4500 as the port nunber. The |Pv4 address and port
nunber are likely to be wong; the nobile node provides the correct
information in a separate exchange as described bel ow. Wen the
nobile node is located in a private | Pv4 network (which is detected
as descri bed above), the new address and port nunber are allocated by
the NAT. The hone agent will also enable or disable UDP
encapsul ati on for outgoing ESP packets for the purpose of NAT
traversal .

If the Key Managenent Mobility Capability (K) bit was set in the

bi ndi ng update, and the hone agent supports this feature, the hone
agent updates its IKE security associations to include the nobile
node’ s care-of address as the peer address and 4500 as the port
nunber. The hone agent may al so need to change NAT traversal fields
in the IKE_SA to enable the dynam c update of the I P address and port
nunber, based on the reception of authenticated | KE nessages or

aut henti cat ed packets using tunnel node ESP. The dynanic updates are
described in Section 2.23 of [RFC4306]. As described above, when the
nobil e node is located in a private | Pv4 network, the address and
port nunber used for IPsec and IKE traffic is not yet known by the
hone agent at this point.
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The nobile node updates the IKE SA in one of two ways. |If the K flag
was set in the binding acknow edgenent nessage, the nobile node
SHOULD send an enpty informati onal message, which results in the IKE
nmodul e in the home agent dynam cally updating the SA information

The I KE i npl ementation in the hone agent is REQU RED to support this
feature. Alternatively, the I KE SA should be re-negotiated. Note
that updating the IKE SA MJST take place after the nobile node has
sent the binding update and received the acknow edgenent fromthe
hone agent.

It is inportant to note that the nobile node’s I Pv4 care-of address
seen by the DSM Pv6 nodul e in the hone agent upon receiving the

bi ndi ng update may differ fromthe | Pv4d care-of address seen by the
| KE nodul e and the care-of address used for forwardi ng | Psec tunne
node traffic. Hence, it is probable that different nodules in the
hone agent will have a different care-of address that should be used
for encapsulating traffic to the nobile node.

After successfully processing the binding update, the honme agent
sends the binding acknow edgenent to the nobile node’ s care- of
address as received in the outer header of the packet containing the
bi ndi ng update. Note that if the BU was rejected, the binding
acknow edgenment (BAck) is sent to the same address fromwhich the BU
was received. This may require special treatnent in |IP forwarding
and/ or | Psec processing that resenbles the sending of BUs in the
nobi | e node (described above).

Upon receiving the binding acknow edgerment, the nobil e node updates
its local tunnel node security association information to include the
tunnel header |P source address, which is the nobile node’s address,
and the tunnel header |P destination, which is the hone agent’s
address. The nobil e node may al so need to enabl e or disable UDP
encapsul ati on for outgoing ESP packets for the purpose of NAT
traversal and the sending of keepalives.

The nobile node MAY use MOBI KE [ RFC4555] to update its IKE SA with
the honme agent. Using MOBIKE requires negotiating this capability
with the honme agent when establishing the SA. In this case, the
nobi | e node and the home agent MUST NOT update their |Psec SAs
locally, as this step is perforned by MOBIKE. Furthernore, the use
of MOBIKE all ows the nmobile node to update the SA i ndependently of
the bi ndi ng update exchange. Hence, there is no need for the nobile
node to wait for a binding acknow edgenent before perform ng MOBI KE
The use of MOBIKE is OPTIONAL in this specification.
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5.2. | KE Negotiation Messages between the Mbil e Node and Horme Agent

Thi s specification defines a nunmber of possible data encapsul ation
formats, depending on the nobile node’'s connectivity to the visited
networ k. WWhen connected to an | Pv6-enabl ed network, the tunnelling
formats are clear. However, when connected to an | Pv4-only network,
care shoul d be taken when negotiating the | KE association and the
consequential tunnelling formats used for secure and insecure
traffic. This section illustrates the | KE nessage exchange between
the nmobil e node and home agent when the nobile node is |located in an
| Pv4-only network. Two different |IKE negotiations are considered:

o |KEv2 operation for securing DSM Pv6 signaling.
0o |KEv2 operation for securing data over |Pv4
5.2.1. |1KEv2 Qperation for Securing DSM Pv6 Signaling

A mobi |l e node connected to an | Pvd-only network SHOULD fol |l ow t he
procedures described below in order to establish an SA for the
protection of binding update and bi ndi ng acknow edgenent nessages.
Not e that VAADDR refers to either the nobile node’ s care-of address
inthe visited link or the public address allocated to the nobile
node by the NAT.

Mobi | e Node Home Agent
| Pv4(sour ce_addr =VAADDR, dest _addr =HAADDR)
UDP (500, 500) HDR, SAi 1, KE, N

NAT-D, NAT-D -->

<- | Pv4(source_addr =HAADDR, dest_addr =V4ADDR)
UDP(500, X) HDR, SArl, KEr, Nr, [CERTREQ
NAT- D, NAT-D

| Pv4(sour ce_addr=VAADDR, dest addr =HAADDR)
UDP (4500, 4500) <non- ESP Marker > HDR, SK
{ID, [CERT,] [CERTREQ] [IDr,] AUTH, N(USE_TRANSPORT MODE),
SA 2, TSi, TSr}

-->

<-- | Pv4(source_addr=HAADDR, dest _addr =V4ADDR)
UDP (4500, Y) <non-ESP Marker > HDR, SK
{1Dr, [CERT,] AUTH, N(USE_TRANSPORT MODE),
SAr2, TSi, TSr}
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The corresponding Security Policy Database (SPD) entries are shown
bel ow.

Mobi | e node SPD-S:
| F | ocal _address = hone_address_1 &
renot e_address = hone_agent 1 &
proto = WH & local _mh_type = BU &
renote_nmh_type = BAck
Then use SA ESP transport node
Initiate using ID = user_1 to address home_agent 1
Home Agent SPD-S
| F | ocal _address = hone_agent 1 &
renot e_address = hone_address_1 &
proto = MH &
| ocal _mh_type = BAck &
renote_mh_type = BU
Then use SA ESP transport node

Where hone_address_1 is the nobile node’s registered | Pv6 hone
address and hone_agent _1 is the | P address of the home agent.

The above should result in BU BA nessages with the foll owi ng BU
recei ved by the hone agent:

| Pv4 header (src=VAADDR, dst=HA VAADDR)
UDP header (sport=Z, dport=DSM Pv6)

| Pv6 header (src=V6HOA, dst=HAADDR)

ESP header in transport node

Mobi lity header

BU [1 Pv4 HAQ
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| Pv4 CoA option
(and ot hers as needed)

At the home agent, follow ng UDP de-capsul ation, the binding update
is delivered to the | Psec nodul e as shown bel ow.

| Pv6 header (src=V6HQOA, dst=HAADDR)
ESP header in transport node

Mobi lity header

BU [ I Pv4 HAQ|

| Pv4 CoA option

(and ot hers as needed)

In addition, VAADDR and the sport (Z) need to be passed with the
packet to ensure correct processing.

Fol | owi ng | Psec processing, the binding update is delivered to the
DSM Pv6 hone agent nodul e as fol |l ows:

| Pv6 header (src=V6HOA, dst=HAADDR)
Mobi lity header

BU [I Pv4 HAQ|

| Pv4 CoA option

(and ot hers as needed)

In addition, VAADDR and the sport (Z) need to be passed with the
packet to ensure correct processing.

The bi ndi ng acknow edgenment sent by the honme agent nodule to the
| Psec nodule is as foll ows:

| Pv6 header (src=HAADDR, dst=V6HOA)
Mobi lity header
BA ([I Pv4 ACK], NAT DET)

(and ot hers as needed)
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In addition, VAADDR, the sport fromthe BU (Z), and an indication
that UDP encapsul ati on nmust be used need to be passed with the packet
to ensure correct processing.

The bi ndi ng acknow edgenment sent by the hone agent to the nobile node
is as follows:

| Pv4 header (src= HA V4ADDR, dst=V4ADDR)

UDP header (sport=DSM Pv6, dport=2)

| Pv6 header (src=HAADDR, dst=V6HOA)

ESP header in transport node

Mobi lity header

BA ([ Pv4 ACK], NAT DET)

5.2.2. | KEv2 Operation for Securing Data over |Pv4

To secure data traffic when the nobile node is located in an | Pv4-
only network, the nobile node MIST establish a child_SA for that
purpose. Note that VA4AADDR refers to either the nobile node' s care-of
address in the visited link or the public address allocated to the
nobi |l e node by the NAT. The procedure is as follows:
Mobi | e Node Hone Agent

| Pv4(sour ce_addr=VAADDR, dest addr =HAADDR)
UDP (4500, 4500) < non-ESP Marker > HDR, SK
{[N], SA, Ni, [KE], TS, TSr} -->

<- -1 Pv4(source_addr =HAADDR, dest_addr=V4ADDR)
UDP (4500, Y) < non-ESP Marker > HDR, SK
SA, Nr, [KEr], TSi, TSr}
If no NAT is detected, the encapsulation used will be:
| Pv4 (source_addr=v4CoA, dest_addr=HAAddr)
ESP
| P (source_addr=HoA, set_ addr=CNAddr)

Upper _| ayer HDR
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Where IP is either IPv4d or IPv6 and HoA is either the | Pv4 HoA or the
| Pv6 HoOA.

If a NAT is detected, the encapsul ation used will be:

| Pv4 (source_addr=v4Addr, dest addr =HAAddr)

UDP (sport=Y, dport=4500)

ESP

| P (source_addr=HoA, set_ addr=CNAddr)

Upper _| ayer HDR
VWere v4CoA may be the external |1Pv4 address of the NAT, IP is either
an | Pv4 or 1 Pv6 header, and HoA is either the I Pv4 or the |Pv6 HoA.
The above format shows the packet as seen by the hone agent.
The SPD, whether a NAT is detected or not, is set as follows. Note
that this rule is designed to match all data fromthe MN to nodes
ot her than the hone agent. This is done so that this rule does not
overlap with the earlier rule securing BU BA signaling between the M
and the HA
Mobi | e Node SPD- S:

| F | ocal _address = hone_address &

renote_address != hone_agent &
pr ot o=any
Then use SA ESP tunnel nopde
Initiate using ID = user_1 to address honme_agent 1

hone agent SPD- S:

| F | ocal _address != hone_agent &

renot e_addr ess hone_address &
pr ot o=any

Then use SA ESP tunnel node
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Where hone_address is the MN's registered I Pv6 or |Pv4 hone address
and honme_agent is the IPv6 or the | Pv4 address of the hone agent.

6. Protocol Constants
NATKATI MEQUT = 110 seconds.
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8. | ANA Consi derations

| ANA has made the follow ng allocations according to this
speci fication:

A UDP port (4191) has been assigned for the NAT traversa
nmechani sm descri bed in Section 4. 2.

The 1 Pv4 hone address option described in Section 3.1.1 has been
assigned value 29. This option is included in the nobility header
described in [RFC3775].

The |1 Pv4 address acknow edgenent option described in Section 3.2.1
has been assigned value 29. This option is included in the
nmobi I ity header described in [ RFC3775].

The NAT detection option described in Section 3.2.2 has been
assigned a value 31. This option is included in the mobility
header described in [ RFC3775].

The 1 Pv4 care-of address option described in Section 3.1.2 has
been assigned value 32. This option is included in the mobility
header described in [ RFC3775].

The status field in the I Pv4 hone address option has been allocated

by 1 ANA under the new registry: "DSM Pv6 | Pv4 Horme Address Option
St at us Codes".
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The status field values are allocated using the follow ng procedure:

1

9.

9. 1.

New status field values are allocated through | ETF review. This
is for all RFC types including standards track, informational, and
experimental status that originate fromthe |IETF and have been
approved by the I ESG for publication

Requests for new option type value assignnents from outside the

| ETF are only made through the publication of an | ETF docunent,

per 1 above. Note also that documents published as | ndependent
"RFC Editor contributions"” [RFC4844] are not considered to be |IETF
docunent s.
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