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Abstract

The Path Conputation El enent Conmunication Protocol (PCEP) allows
Pat h Conputation Clients (PCCs) to request path conmputations from
Pat h Conputation Elenments (PCEs), and lets the PCEs return responses.
VWhen conputing or reoptimzing the routes of a set of Traffic

Engi neering Label Switched Paths (TE LSPs) through a network, it may
be advant ageous to perform bul k path conputations in order to avoid
bl ocki ng probl ens and to achi eve nore opti mal network-w de sol utions.
Such bul k optim zation is termed G obal Concurrent Optim zation
(GCO. A GCOis able to simultaneously consider the entire topol ogy
of the network and the conplete set of existing TE LSPs, and their
respective constraints, and |l ook to optim ze or reoptimze the entire
network to satisfy all constraints for all TE LSPs. A GCO may al so
be applied to some subset of the TE LSPs in a network. The GCO
application is primarily a Network Managenent System (NMS) sol ution

Thi s docunent provides application-specific requirenments and the PCEP
extensions in support of GCO applications.

Status of This Menp

Thi s document specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for

i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this nenmo is unlimted.
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1

| ntroducti on

[ RFC4655] defines the Path Computation El ement (PCE)-based
architecture and explains how a PCE may compute Label Sw tched Pat hs
(LSPs) in Multiprotocol Label Switching Traffic Engineering (MPLS-TE)
and Generalized MPLS (GWLS) networks at the request of Path
Conputation Cients (PCCs). A PCCis shown to be any network
conponent that nakes such a request and may be, for instance, a Labe
Switching Router (LSR) or a Network Management System (NMB). The
PCE, itself, is shown to be |ocated anywhere within the network, and
it my be within an LSR, an NVM5S or Operational Support System (OSS)
or may be an i ndependent network server.

The PCE Communi cation Protocol (PCEP) is the comunication protoco
used between PCC and PCE, and it may al so be used between cooperating
PCEs. [RFC4657] sets out generic protocol requirenents for PCEP

Addi tional application-specific requirements for PCEP are defined in
separ at e docunents.

Thi s docunent provides a set of requirenments and PCEP extensions in
support of concurrent path computation applications. A concurrent
path conputation is a path conmputation application where a set of TE
pat hs are computed concurrently in order to efficiently utilize
network resources. The conputation nethod involved with a concurrent
path conputation is referred to as "gl obal concurrent optinzation"
in this docunent. Appropriate conputation algorithms to performthis
type of optimization are out of the scope of this docunent.

The d obal Concurrent Optimzation (GCO application is primarily an
NMS or a PCE-Server-based solution. Owing to conplex synchronization
i ssues associated with GCO applications, the managenent-based PCE
architecture defined in Section 5.5 of [ RFC4655] is considered as the
nost suitabl e usage to support GCO application. This does not

precl ude other architectural alternatives to support GCO application,
but they are NOT RECOMMENDED. For instance, GCO m ght be enabl ed by
di stributed LSRs through conpl ex synchroni zati on mechani sns.

However, this approach m ght suffer fromsignificant synchronization
over head between the PCE and each of the PCCs. It would likely
affect the network stability and hence significantly dimnish the
benefits of depl oyi ng PCEs.

The need for global concurrent path conputation nay al so ari se when
network operators need to establish a set of TE LSPs in their network
pl anni ng process. It is also envisioned that network operators m ght
requi re gl obal concurrent path conputation in the event of
catastrophic network failures, where a set of TE LSPs need to be
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optimally rerouted. The nature of this work pronotes the use of such
systens for off-line processing. Online application of this work
shoul d only be considered with proven enpirical validation

As new TE LSPs are added or rempved fromthe network over tine, the
gl obal network resources becone fragnented and the existing placenent
of TE LSPs within the network no | onger provides optinml use of the
avai | abl e capacity. A global concurrent path conputation is able to
si mul t aneously consider the entire topol ogy of the network and the
conplete set of existing TE LSPs and their respective constraints,
and is able to ook to reoptimze the entire network to satisfy al
constraints for all TE LSPs. Alternatively, the application my
consi der a subset of the TE LSPs and/or a subset of the network
topol ogy. Note that other preenption can also help reduce the
fragmentation issues.

VWile GCOis applicable to any sinmultaneous request for multiple TE
LSPs (for exanple, a request for end-to-end protection), it is NOT
RECOMMVENDED t hat gl obal concurrent reoptimzation would be applied in
a network (such as an MPLS-TE network) that contains a very |large
nunber of very |ow bandwi dth or zero bandwi dth TE LSPs since the

| arge scope of the problemand the small benefit of concurrent
reoptimzation relative to single TE LSP reoptim zation is unlikely
to nake the process worthwhile. Further, applying global concurrent
reoptimzation in a network with a high rate of change of TE LSPs
(churn) is NOT RECOWENDED because of the l|ikelihood that TE LSPs
woul d change before they could be globally reoptimzed. dd oba
reoptim zation is nore applicable to stable networks such as
transport networks or those with long-term TE LSP tunnel s.

The main focus of this docunent is to highlight the PCC PCE
conmuni cati on needs in support of a concurrent path conputation
application and to define protocol extensions to neet those needs.

The PCC- PCE requirenents addressed herein are specific to the context
where the PCE is a specialized PCE that is capable of performng
conputations in support of GCO  Discovery of such capabilities m ght
be desirable and coul d be achi eved through extensions to the PCE

di scovery nechani snms [ RFC4674], [RFC5088], [RFC5089]; but, that is
out of the scope of this docunent.

It is to be noted that Backward Recursive Path Computation (BRPC)

[ RFC5441] is a nmulti-PCE path conputation technique used to conpute a
shortest constrained inter-domain path, whereas this ID specifies a
techni que where a set of path conputation requests are bundl ed and
sent to a PCE with the objective of "optimzing" the set of conputed
pat hs.
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2.

Ter m nol ogy

Most of the term nol ogy used in this docunent is explained in
[ RFC4655]. A few key ternms are repeated here for clarity.

PCC. Path Computation Client. Any client application requesting a
path conputation to be perfornmed by a Path Conputation El enment.

PCE: Path Computation Element. An entity (component, application, or
networ k node) that is capable of conmputing a network path or route
based on a network graph and appl yi ng conmputational constraints.

TED: Traffic Engi neering Database. The TED contai ns the topol ogy and
resource information of the domain. The TED may be fed by IGP
extensions or potentially by other neans.

PCECP: The PCE Communi cation Protocol. PCECP is the generic abstract
i dea of a protocol that is used to comruni cate path conputation
requests froma PCC to a PCE and to return conputed paths fromthe
PCE to the PCC. The PCECP can al so be used between cooperating PCEs.

PCEP: The PCE conmmuni cation Protocol. PCEP is the actual protoco
that inplenments the PCECP i dea.

GCO G obal Concurrent Optimzation. A concurrent path computation
application where a set of TE paths are conputed concurrently in
order to optimze network resources. A GCO path conputation is able
to simultaneously consider the entire topol ogy of the network and the
conpl ete set of existing TE LSPs, and their respective constraints,
and | ook to optimize or reoptimze the entire network to satisfy al
constraints for all TE LSPs. A GCO path conputation can al so provide
an optimal way to migrate froman existing set of TE LSPs to a
reoptinized set (Mrphing Problen.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
These terns are used to specify requirenments in this docunent.

Applicability of G obal Concurrent Optim zation (GCO
Thi s section discusses the PCE architecture to which GCO is applied.

It al so discusses various application scenarios for which gl oba
concurrent path conputation nay be appli ed.
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3.1. Application of the PCE Architecture

Figure 1 shows the PCE-based network architecture as defined in

[ RFC4655] to which GCO application is applied. It rmust be observed
that the PCC is not necessarily an LSR [ RFC4655]. The GCO
application is primarily an NVB-based sol ution in which an NVS pl ays
the function of the PCC. Although Figure 1 shows the PCE as renote
fromthe NVS, it mght be collocated with the NMS. Note that in the
col l ocated case, there is no need for a standard conmuni cation
protocol; this can rely on internal APIs.

Application | -----
Request | | TED |
| IR |
v | | |
————————————— Request/ | v |
| PCC | Response|  ----- |
| (NMS/ Server)|<-------- +> | PCE |
| | IEREEETE |
Service |
Request |
%
—————————— Signaling ----------
| Head-End | Protocol | Adjacent |
| Node | <---vee-n--- >| Node

Figure 1. PCE-Based Architecture for
d obal Concurrent Optim zation

Upon recei pt of an application request (e.g., a traffic demand matrix
is provided to the NM5 by the operator’s network planni ng procedure),
the NM5 requests a gl obal concurrent path conputation fromthe PCE
The PCE then conputes the requested paths concurrently applying sone
algorithnms. Various algorithns and conputation techni ques have been
proposed to performthis function. Specification of such algorithns
or techniques is outside the scope of this document.

VWen the requested path conputation conpletes, the PCE sends the
resulting paths back to the NMS. The NMS then supplies the head-end
LSRs with a fully conputed explicit path for each TE LSP that needs
to be established.
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3.2. Geenfield Optimzation

Geenfield optim zation is a special case of GCO application when
there are no TE LSPs already set up in the network. The need for
greenfield optimzation arises when the network planner wants to make
use of a conputation server to plan the TE LSPs that will be
provisioned in the network. Note that greenfield operation is a
one-time optinization. Wen network conditions change due to failure
or other changes, then the reoptim zation node of operation wll kick
in.

When a new TE network needs to be provisioned froma greenfield
perspective, a set of TE LSPs needs to be created based on traffic
denmand, network topol ogy, service constraints, and network resources.
In this scenario, the ability to performconcurrent conmputation is
desirable, or required, to utilize network resources in an optima
manner and avoi d bl ocki ng.

3.2.1. Single-Layer Traffic Engi neering

Greenfield optinization can be applied when | ayer-specific TE LSPs
need to be created froma greenfield perspective. For exanmple, an
MPLS- TE network can be pl anned based on Layer 3 specific traffic
demands, the network topol ogy, and avail abl e network resources.
Greenfield optimzation for single-layer traffic engineering can be
applied to optical transport networks such as Synchronous Digita

Hi er ar chy/ Synchronous Optical Network (SDH SONET), Ethernet
Transport, Wavel ength Division Miltiplexing (WM, etc.

3.2.2. Milti-Layer Traffic Engineering

Geenfield optimzation is not limted to single-layer traffic
engineering. It can also be applied to multi-layer traffic

engi neering [ PCE-MLN]. The network resources and topol ogy (of both
the client and server |ayers) can be considered sinultaneously in
setting up a set of TE LSPs that traverse the | ayer boundary.

3.3. Reoptinization of Existing Networks

The need for global concurrent path conputation nay arise in existing
networ ks. Wen an existing TE LSP network experiences sub-optim

use of its resources, the need for reoptimzation or reconfiguration
may arise. The scope of reoptim zation and reconfiguration nay vary
dependi ng on particular situations. The scope of reoptim zation may
be limted to bandwi dth nodification to an existing TE LSP. However,
it could well be that a set of TE LSPs nay need to be reoptin zed
concurrently. In an extreme case, the TE LSPs may need to be
globally reoptim zed
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In | oaded networks, with large size TE LSPs, a sequentia

reoptim zati on may not produce substantial inprovenments in terns of
overall network optim zation. Sequential reoptimzation refers to a
pat h conputation method that conputes the reoptimzed path of one TE
LSP at a time wthout giving any consideration to the other TE LSPs
that need to be reoptimzed in the network. The potential for

net wor k-wi de gains fromreoptimzation of TE LSPs sequentially is
dependent upon the network usage and size of the TE LSPs being

optim zed. However, the key point remains: conputing the reoptinzed
path of one TE LSP at a tine w thout giving any consideration to the
other TE LSPs in the network could result in sub-optiml use of
network resources. This may be far nore visible in an optica
network with a lowratio of potential TE LSPs per link, and far |ess
visible in packet networks with micro-flow TE LSPs.

Wth regards to applicability of GCOin the event of catastrophic
failures, there may be a real benefit in computing the paths of the
TE LSPs as a set rather than conputing new paths fromthe head-end
LSRs in a distributed manner. Distributed jittering is a technique
that could prevent race condition (i.e., conpeting for the sane
resource fromdifferent head-end LSRs) with a distributed
conputation. GCO provides an alternative way that could al so prevent
race condition in a centralized manner. However, a centralized
systemw || typically suffer froma slower response tinme than a

di stributed system

3.3.1. Reconfiguration of the Virtual Network Topol ogy (VNT)

Reconfiguration of the VNI [RFC5212] [PCE-M.N] is a typica
application scenari o where gl obal concurrent path conputation may be
applicable. Triggers for VNT reconfiguration, such as traffic demand
changes, network failures, and topol ogical configuration changes may
require a set of existing TE LSPs to be re-conputed.

3.3.2. Traffic Mgration

When migrating fromone set of TE LSPs to a reoptinized set of TE
LSPs, it is inmportant that the traffic be noved wi thout causing

di sruption. Various techniques exist in MPLS and GVWPLS, such as
make- bef or e- break [ RFC3209], to establish the new TE LSPs before
tearing down the old TE LSPs. When multiple TE LSP routes are
changed according to the conputed results, sonme of the TE LSPs may be
di srupted due to the resource constraints. |In other words, it may
prove to be inpossible to performa direct mgration fromthe old TE
LSPs to the new optimal TE LSPs w t hout disrupting traffic because
there are insufficient network resources to support both sets of TE
LSPs when nake-before-break is used. However, a PCE may be able to
determ ne a sequence of make-before-break replacenent of individua
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TE LSPs or snall sets of TE LSPs so that the full set of TE LSPs can
be migrated without any disruption. This scenario assunes that the
bandwi dth of existing TE LSP is kept during the nmigration, which is
required in optical networks. In packet networks, this assunption
can be rel axed as the bandwi dth of tenporary TE LSPs during mgration
can be zeroed.

It may be the case that the reoptimzation is radical. This could
nmean that it is not possible to apply make-before-break in any order
to migrate fromthe old TE LSPs to the new TE LSPs. In this case, a

mgration strategy is required that nmay necessitate TE LSPs being
rerout ed usi ng nmake-before-break onto tenporary paths in order to
nake space for the full reoptimzation. A PCE m ght indicate the
order in which reoptinzed TE LSPs nust be established and take over
fromthe old TE LSPs, and it nay indicate a series of different
temporary paths that nust be used. Alternatively, the PCE m ght
performthe global reoptimzation as a series of sub-reoptimzations
by reoptim zing subsets of the total set of TE LSPs.

The benefit of this nulti-step rerouting includes mnimzation of
traffic disruption and optinization gain. However, this approach may
imply sone transient packets desequencing, jitter, as well as contro
pl ane stress.

Note al so that during reoptimzation, traffic disruption nmay be
allowed for sone TE LSPs carrying |low priority services (e.g.
Internet traffic) and not allowed for sone TE LSPs carrying m ssion
critical services (e.g., voice traffic).

4. PCECP Requirenents

This section provides the PCECP requirenments to support gl oba
concurrent path conmputation applications. The requirenents specified
here shoul d be regarded as application-specific requirenments and are
justifiable based on the extensibility clause found in Section 6.1.14
of [ RFC4657]:

The PCECP MJST support the requirenents specified in the
application-specific requirenents docunents. The PCECP MJUST al so
al | ow extensions as nore PCE applications will be introduced in
the future.

It is also to be noted that sonme of the requirenents discussed in
this section have already been discussed in the PCECP requirenent
docunent [ RFC4657]. For exanple, Section 5.1.16 in [RFC4657]
provides a list of generic constraints while Section 5.1.17 in

[ RFC4657] provides a list of generic objective functions that MJST be
supported by the PCECP. While using such generic requirenents as the
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baseline, this section provides application-specific requirenents in
the context of global concurrent path conputation and in a nore
detailed |l evel than the generic requirenents.

The PCEP SHOULD support the follow ng capabilities either via
creation of new objects and/or nodification of existing objects where
appl i cabl e.

o

Lee,

An indicator to convey that the request is for a global concurrent
path conputation. This indicator is necessary to ensure

consi stency in applying global objectives and gl obal constraints
in all path conputations. Note: This requirenment is covered by
"synchroni zed path conputation” in [ RFC4655] and [ RFC4657].
However, an explicit indicator to request a gl obal concurrent
optimzation is a new requirenent.

A d obal njective Function (GOF) field in which to specify the
gl obal objective function. The global objective function is the
overarchi ng objective function to which all individual path
conput ati on requests are subjected in order to find a globally
optimal solution. Note that this requirenent is covered by
"synchroni zed objective functions” in Section 5.1.7 [ RFC4657] and
that [ RFC5541] defined three gl obal objective functions as
follows. A list of available global objective functions SHOULD

i nclude the follow ng objective functions at the m ni nrum and
SHOULD be expandabl e for future addition

* Mnimze aggregate Bandw dth Consunption (MBC)
* Mnimze the |load of the Most Loaded Link (ML)
* Mnimze Cunul ative Cost of a set of paths (MCC)

A dobal Constraints (GC) field in which to specify the list of
gl obal constraints to which all the requested path conputations
shoul d be subjected. This |ist SHOULD i nclude the follow ng
constraints at the mni mumand SHOULD be expandable for future
addi ti on:

* Maximumlink utilization value -- This value indicates the
hi ghest possible link utilization percentage set for each |ink
(Note: to avoid floating point nunbers, the values shoul d be
i nteger val ues.)

* Mnimumlink utilization value -- This val ue indicates the

| owest possible link utilization percentage set for each |ink
(Note: sane as above.)
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* Qverbooking factor -- The overbooking factor allows the
reserved bandwi dth to be overbooked on each |ink beyond its
physi cal capacity limt.

*  Maxi mum nunber of hops for all the TE LSPs -- This is the
| argest nunber of hops that any TE LSP can have. Note that
this constraint can also be provided on a per-TE-LSP basis (as
requested in [ RFC4657] and defined in [ RFC5440]).

* Exclusion of links/nodes in all TE LSP path computation (i.e.
all TE LSPs should not include the specified |links/nodes in
their paths). Note that this constraint can al so be provided
on a per-TE-LSP basis (as requested in [RFC4657] and defined in
[ RFC5440] ) .

* An indication should be available in a path computation
response that further reoptimzation may only become avail abl e
once existing traffic has been noved to the new TE LSPs.

o A Gdobal Concurrent Vector (GCV) field in which to specify all the
i ndi vi dual path conputation requests that are subject to
concurrent path computation and subject to the gl obal objective
function and all of the global constraints. Note that this
requirenment is entirely fulfilled by the SVEC object in the PCEP
specification [ RFC5440]. Since the SVEC object as defined in
[ RFC5440] allows identifying a set of concurrent path requests,
the SVEC can be reused to specify all the individual concurrent
path requests for a global concurrent optinization.

0 An indicator field in which to indicate the outcome of the
request. Wen the PCE cannot find a feasible solution with the
initial request, the reason for failure SHOULD be indicated. This
requirenment is partially covered by [ RFC4657], but not in this
| evel of detail. The follow ng indicators SHOULD be supported at
the m ni num

* no feasible solution found. Note that this is already covered
in [ RFC5440] .

* menory overfl ow

* PCE too busy. Note that this is already covered in [ RFC5440].
* PCE not capable of concurrent reoptinzation.

* no mgration path avail abl e.

* admnistrative privileges do not allow global reoptimzation.
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5.

0o In order to mnimze disruption associated with bulk path
provi sioning, the follow ng requirements MJUST be support ed:

* The request message MJST all ow requesting the PCE to provide
the order in which TE LSPs shoul d be reoptimzed (i.e., the
mgration path) in order to minimze traffic disruption during
the migration. That is, the request nessage MJST al |l ow
indicating to the PCE that the set of paths that will be
provided in the response nessage (PCRep) has to be ordered.

* In response to the "ordering"” request fromthe PCC, the PCE
MUST be able to indicate in the response nessage (PCRep) the
order in which TE LSPs shoul d be reoptinzed so as to nminimze
traffic disruption. 1t should indicate for each request the
order in which the old TE LSP should be renoved and the order
in which the new TE LSP should be setup. |If the renoval order
is lower than the setup order, this neans that nake-before-
break cannot be done for this request. |t MAY al so be
desirable to have the PCE indicate whether ordering is in fact
required or not.

* During a mgration, it may not be possible to do a nmake- before-
break for all existing TE LSPs. The request message MJST al |l ow
i ndicating for each request whet her nake-before-break is
required (e.g., voice traffic) or break-before-nake is

acceptable (e.g., Internet traffic). The response nessage nust
allow indicating TE LSPs for which nake-bef ore-break
reoptim zation is not possible (this will be deduced fromthe

TE LSP setup and del eti on orders).
Prot ocol Extensions for Support of G obal Concurrent Optim zation

Thi s section provides protocol extensions for support of globa
concurrent optimzation. Protocol extensions discussed in this
section are built on [ RFC5440].

The format of a PCReq nessage after incorporating new requirenents
for support of global concurrent optinization is as follows. The
nmessage format uses Reduced Backus-Naur Forrmat as defined in

[ RFC5511]. Pl ease see Appendix A for a full set of RBNF fragments
defined in this docunent and the necessary code |icense.

<PCReq Message> ::= <Common Header >
[ <svec-list>]
<request-list>
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The <svec-list> is changed as foll ows:

<svec-list> ::= <SVEC
[ <OF>]
[ <GC]
[ <XRO>]
[ <svec-li st >]

Note that three optional objects are added, follow ng the SVEC
object: the OF (Objective Function) object, which is defined in

[ RFC5541], the GC (d obal Constraints) object, which is defined in
this docunent (Section 5.5), as well as the eXclude Route Ohject
(XRO), which is defined in [ RFC5521]. The placenent of the OF object
(in which the global objective function is specified) in the SVEC
list is defined in [RFC5541]. Details of this change will be

di scussed in the foll owi ng sections.

Note al so that when the XROis global to an SVEC, and F-bit is set,
it SHOULD be allowed to specify nmultiple Record Route Objects in the
PCReq nessage.

5.1. dobal njective Function (GOF) Specification

The gl obal objective function can be specified in the PCEP Ohjective
Function (OF) object, defined in [ RFC5541]. The OF object includes a
16-bit Cbjective Function identifier. As discussed in [RFC5541],

Obj ective Function identifier code points are managed by | ANA

Three gl obal objective functions defined in [ RFC5541] are used in the
context of GCO

Functi on

Code Descri ption

4 M ni m ze aggregate Bandw dt h Consunpti on (MBC)

5 M nim ze the | oad of the Mst Loaded Link (ML)*

6 M ni m ze the Cunul ative Cost of a set of paths (MCC)

* Note: This can be achieved by the follow ng objective function:

mnimze max over all links {A(i)/C(i)} where C(i) is the link
capacity for link i, and A(i) is the total bandw dth all ocated on
[ink i.

Lee, et al. St andards Track [ Page 14]



RFC 5557 PCEP Requirenments & Protocol Extensions for GCO July 2009

5.2. Indication of dobal Concurrent Optimzation Requests

Al'l the path requests in this application should be indicated so that
the gl obal objective function and all of the global constraints are
applied to each of the requested path conmputation. This can be
indicated inplicitly by placing the GCO rel ated objects (O, GC, or
XRO after the SVEC object. That is, if any of these objects follows
the SVEC object in the PCReq nessage, all of the requested path
conput ati ons specified in the SVEC object are subject to O, GC, or
XRO.

5.3. Request for the Order of TE LSP

In order to minimze disruption associated with bul k path
provisioning, the PCC may indicate to the PCE that the response MJST
be ordered. That is, the PCE has to include the order in which TE
LSPs MUST be noved so as to minimze traffic disruption. To support
such indication a new flag, the Dflag, is defined in the RP object
as follows:

D-bit (orDer - 1 bit): when set, in a PCReq nessage, the requesting
PCC requires the PCE to specify in the PCRep nmessage the order in
which this particular path request is to be provisioned relative to
ot her requests.

To support the determ nation of whet her nake-before-break
optimzation is required, a new flag, the Mflag, is defined in the
RP obj ect as foll ows.

M bit (Make-before-break - 1 bit): when set, this indicates that a
nake- bef ore-break reoptim zation is required for this request.

Wen the Mbit is not set, this inplies that a break-before-nake
reoptimzation is allowed for this request. Note that the Mbit can
be set only if the R (Reoptim zation) flag is set.

Two new bit flags are defined to be carried in the Flags field in the
RP obj ect .

Bit 21 (Mbit): Wen set, nake-before-break is required.
Bit 22 (D-bit): Wen set, report of the request order is required.
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5.4. The Order Response

The PCE MJST specify the order nunber in response to the O der
Request made by the PCC in the PCReq nmessage if so requested by the
setting of the D-bit in the RP object in the PCReq nmessage. To
support such an ordering indication, a new optional TLV, the O der
TLV, is defined in the RP object.

The Order TLV is an optional TLV in the RP object, that indicates the
order in which the old TE LSP nust be renoved and the new TE LSP nust
be setup during a reoptimzation. It is carried in the PCRep nessage
in response to a reoptim zation request.

The Order TLV MUST be included in the RP object in the PCRep nessage
if the D-bit is set in the RP object in the PCReq nessage.

The format of the Order TLV is as foll ows:

+or
+onN
+ow

0
01234567890123456789012345678901
i I S T T i i S i i it IR SR
| Type | Length |
B s i S i I i S S S i i
| Del ete Order

T S i S i i g
| Setup Order |
+-

R o i e S S et T T S S e e il st st SR R T R R
Figure 2: The Order TLV in the RP Object in the PCRep Message

Type: 5
Lengt h: Variabl e

Del ete Order: 32-bit integer that indicates the order in which the
old TE LSP shoul d be renoved

Setup Order: 32-bit integer that indicates the order in which the new
TE LSP shoul d be setup.

The del ete order SHOULD NOT be equal to the setup order. |If the
del ete order is higher than the setup order, this means that the
reoptim zation can be done in a namke-before-break manner, else it
cannot be done in a make-before-break nmanner.

For a new TE LSP, the delete order is not applicable. The value 0 is

designated to specify this case. Wen the value of the delete order
is 0, it inplies that the resulting TE LSP is a new TE LSP
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To illustrate this, consider a network with two established TE LSPs:
Rl with path P1, and R2 with path P2. During a reoptinization, the
PCE may provide the follow ng ordered reply:

R1, path P1', renmpove order 1, setup order 4
R2, path P2', renove order 3, setup order 2

This indicates that the NVMS should do the foll owi ng sequence of
t asks:

1: Renove path P1
2: Set up path P2
3: Renpbve path P2
4: Set up path P1’

That is, Rl is reoptimzed in a break-before-nmake manner and R2 in a
make- bef or e- break manner.

5.5. GLOBAL CONSTRAINTS (GC) nbject
The GLOBAL CONSTRAINTS (GC) nject is used in a PCReq nmessage to
speci fy the necessary gl obal constraints that should be applied to
all individual path conputations for a global concurrent path
optim zation request.
GLOBAL- CONSTRAI NTS (bj ect-Class is 24.
G obal Constraints Cbject-Type is 1.

The format of the GC object body that includes the global constraints
is as foll ows:

/ Optional TLV(S) /

Figure 3: GC Body Object Fornat

MH (Max Hop: 8 bits): 8-bit integer that indicates the maxi mum hop
count for all the TE LSPs.
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MJ (Max Utilization Percentage: 8 bits) : 8-bit integer that

i ndi cates the upper-bound utilization percentage by which all |inks
shoul d be bound. Utilization = (Link Capacity - Allocated Bandw dth
on the Link)/ Link Capacity. MJis intended to be an integer that
can only be between 0 and 100.

mJ (mnimum Wilization Percentage: 8 bits) : 8-bit integer that

i ndi cates the | ower-bound utilization percentage by which all |inks
shoul d be bound. nmUJis intended to be an integer that can only be
bet ween 0 and 100.

OB (Over Booking factor Percentage: 8 bits) : 8-bit integer that

i ndi cates the overbooki ng percentage that allows the reserved

bandwi dth to be overbooked on each link beyond its physical capacity
l[imt. The value, for exanple, 10% neans that 110 Mops can be
reserved on a 100 Mops |i nk.

The exclusion of the list of nodes/links froma gl obal path
conput ati on can be done by including the XRO object followi ng the GC
object in the new SVEC-|list definition.

Optional TLVs may be included within the GC object body to specify
addi ti onal global constraints. The TLV format and processing is
consistent with Section 7.1 of RFC 5440. Any TLVs will be allocated
fromthe "PCEP TLV Type Indicators" registry. Note that no TLVs are
defined in this document.

5.6. FError |ndicator

To indicate errors associated with the global concurrent path
optim zation request, a new Error-Type (14) and subsequent error-
val ues are defined as follows for inclusion in the PCEP- ERROR Obj ect:

A new Error-Type (15) and subsequent error-values are defined as
fol | ows:

Error-Type=15; Error-value=1l: if a PCE receives a global concurrent
path optim zation request and the PCE is not capabl e of processing
the request due to insufficient nenmory, the PCE MJST send a PCErr
message with a PCEP- ERROR Obj ect (Error-Type=15) and an Error-val ue
(Error-value=1). The PCE stops processing the request. The
correspondi ng gl obal concurrent path optim zation request MJST be
cancel |l ed at the PCC

Error-Type=15; Error-value=2: if a PCE receives a global concurrent
path optim zati on request and the PCE is not capabl e of gl oba
concurrent optimzation, the PCE MIST send a PCErr nessage with a
PCEP- ERROR (nj ect (Error-Type=15) and an Error-value (Error-val ue=2).
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The PCE stops processing the request. The correspondi ng gl obal
concurrent path optim zation MJST be cancell ed at the PCC

To indicate an error associated with policy violation, a new error

val ue "gl obal concurrent optim zation not allowed" should be added to
an existing error code for policy violation (Error-Type=5) as defined
in [ RFC5440] .

Error-Type=5; Error-value=5: if a PCE receives a gl obal concurrent
path optim zation request that is not conpliant with adm nistrative
privileges (i.e., the PCE policy does not support global concurrent
optim zation), the PCE sends a PCErr nessage with a PCEP- ERROR (hj ect
(Error-Type=5) and an Error-value (Error-value=5). The PCE stops the
processing the request. The correspondi ng gl obal concurrent path
conput ati on MUST be cancell ed at the PCC.

5.7. NO PATH I ndi cat or
To comuni cate the reason(s) for not being able to find gl obal
concurrent path conputation, the NO PATH object can be used in the
PCRep nmessage. The format of the NO PATH object body is defined in
[ RFC5440]. The object may contain a NO PATH VECTOR TLV to provide
addi tional information about why a path computation has fail ed.

Two new bit flags are defined to be carried in the Flags field in the
NO- PATH VECTOR TLV carried in the NO PATH bj ect.

Bit 6: When set, the PCE indicates that no mgration path was found.
Bit 7: When set, the PCE indicates no feasible solution was found
that neets all the constraints associated with gl obal concurrent path
optim zation in the PCRep nmessage.

6. Manageability Considerations

Manageabi l ity of global concurrent path conputation with PCE nust
address the foll owi ng consi derations:

6.1. Control of Function and Policy
In addition to the paraneters already listed in Section 8.1 of
[ RFC5440], a PCEP i npl enentati on SHOULD al | ow configuring the
foll owi ng PCEP session paraneters on a PCC

o The ability to send a GCO request.
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In addition to the paranmeters already listed in Section 8.1 of
[ RFC5440], a PCEP inplenentati on SHOULD al |l ow configuring the
foll owi ng PCEP session paraneters on a PCE

o The support for G obal Concurrent Optim zation

o The naxi mum nunber of synchroni zed path requests per request
nmessage.

o A set of GCO specific policies (authorized sender, request rate
l[imter, etc.).

These paraneters nmay be configured as default paraneters for any PCEP
session the PCEP speaker participates in, or nay apply to a specific
session with a given PCEP peer or a specific group of sessions with a
speci fic group of PCEP peers.

6.2. Information and Data Mddels (e.g., M B Mdul e)
Extensions to the PCEP M B nodul e defined in [ PCEP-M B] shoul d be

defined, so as to cover the GCO information introduced in this
docunent .

6.3. Liveness Detection and Monitoring
Mechani sns defined in this docunent do not inply any new |iveness
detection and nonitoring requirements in addition to those already
listed in Section 8.3 of [RFC5440].

6.4. Verifying Correct Qperation
Mechani sns defined in this docunent do not inply any new verification
requirenents in addition to those already listed in Section 8.4 of
[ RFC5440]

6.5. Requirements on G her Protocols and Functional Conponents
The PCE Di scovery mechani snms ([ RFC5088] and [ RFC5089]) may be used to
advertise global concurrent path conmputation capabilities to PCCs. A
new flag (val ue=9) in PCE-CAP-FLAGs Sub-TLV has been assigned to be
able to indicate GCO capability.

6.6. Inpact on Network Operation
Mechani sns defined in this document do not inply any new network

operation requirenents in addition to those already listed in Section
8.6 of [RFC5440].
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7. Security Considerations

When gl obal reoptimzation is applied to an active network, it could
be extrenely disruptive. Although the real security and policy

i ssues apply at the NM5, if the wong results are returned to the
NMS, the wong actions nay be taken in the network. Therefore, it is
very inportant that the operator issuing the conmmands has sufficient
authority and is authenticated, and that the conputation request is
subj ect to appropriate policy.

The nmechani sm defined in [ RFC5440] to secure a PCEP session can be
used to secure gl obal concurrent path conputation requests/responses.

8. | ANA Consi derations

| ANA maintains a registry of PCEP parameters. | ANA has made
al l ocations fromthe sub-registries as described in the foll ow ng
sections.

8.1. Request Parameter Bit Flags
As described in Section 5.3, two new bit flags are defined for

inclusion in the Flags field of the RP object. |ANA has made the
following allocations fromthe "RP bject Flag Field" sub-registry.

Bi t Descri ption Ref er ence
21 Make- bef ore-break (Mbit) [ RFC5557]
22 Report the request order (D-bit) [ RFC5557]

8.2. New PCEP TLV
As described in Section 5.4, a new PCEP TLV is defined to indicate
the setup and delete order of TE LSPs in a GCO | ANA has nade the
followi ng allocation fromthe "PCEP TLV Type Indicators” sub-
registry.
TLV Type Meani ng Ref er ence

5 O der TLV [ RFC5557]
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8.3. New Flag in PCE-CAP-FLAGS Sub-TLV in PCED

As described in Section 6.5, a new PCE- CAP- FLAGS Sub-TLV is defi ned
to indicate a GCO capability. |ANA has made the follow ng allocation
fromthe "Path Computation Element (PCE) Capability Flags" sub-

registry, which was created by Section 7.2 of RFC 5088. It is an
OSPF registry.

FLAG Meani ng Ref er ence

9 G obal Concurrent Optim zation (GCO [ RFC5557]
8.4. New PCEP Ohj ect

As descried in Section 5.5, a new PCEP object is defined to carry

gl obal constraints. |ANA has nade the follow ng allocation fromthe
"PCEP (bj ects" sub-registry.

bj ect  Nane

Ref erence
Cd ass
24 GLOBAL- CONSTRAI NTS [ RFC5557]
oj ect - Type
1: G obal Constraints [ RFC5557]

8.5. New PCEP Error Codes

As described in Section 5.6, new PCEP error codes are defined for GCO
errors. | ANA has made al |l ocations fromthe "PCEP- ERROR (bj ect Error
Types and Val ues" sub-registry as set out in the foll ow ng sections.

8.5.1. New Error-Values for Existing Error-Types

Error-
Type Meani ng Ref erence
5 Policy violation

Error-val ue=5: [ RFC5557]

A obal concurrent optimzation not allowed
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8.5.2. New Error-Types and Error-Val ues

Error-
Type Meani ng Ref erence
15 d obal Concurrent Optim zation Error [ RFC5557]
Error-val ue=1:
I nsufficient nenory [ RFC5557]

Error-val ue=2:
G obal concurrent optimzation not supported
[ RFC5557]

8.6. New No-Pat h Reasons
| ANA has nade the followi ng allocations fromthe "NO PATH VECTOR TLV

Flag Field" sub-registry for bit flags carried in the NO PATH VECTOR
TLV in the PCEP NO PATH object as described in Section 5.7.

Bi t

Nurnber Nare Ref er ence
25 No GCO sol ution found [ RFC5557]
26 No GCO migration path found [RFC5557]
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Appendi x A.  RBNF Code Fragnents

Copyright (c) 2009 | ETF Trust and the persons identified as authors
of the code. Al rights reserved.

Redi stri bution and use in source and binary forns, with or without
nodi fication, are pernmtted provided that the follow ng conditions
are met:

- Redistributions of source code nust retain the above copyri ght
notice, this list of conditions and the follow ng disclai ner.

- Redistributions in binary form nust reproduce the above copyri ght
notice, this list of conditions and the follow ng disclaimer in the
document ati on and/ or other nmaterials provided with the
di stribution.

- Neither the nane of Internet Society, |ETF or | ETF Trust, nor the
nanes of specific contributors, may be used to endorse or pronote
products derived fromthis software w thout specific prior witten
per ni ssi on.

TH' S SOFTWARE | S PROVI DED BY THE COPYRI GHT HOLDERS AND CONTRI BUTORS
LIMTED TO, THE | MPLI ED WARRANTI ES OF MERCHANTABI LI TY AND FI TNESS FOR
A PARTI CULAR PURPCSE ARE DI SCLAI MED. | N NO EVENT SHALL THE COPYRI GHT
OMER OR CONTRI BUTORS BE LI ABLE FOR ANY DI RECT, | NDI RECT, | NCI DENTAL,
SPECI AL, EXEMPLARY, OR CONSEQUENTI AL DAMAGES (I NCLUDI NG BUT NOT
LIMTED TO, PROCUREMENT OF SUBSTI TUTE GOCDS OR SERVI CES; LOSS OF USE
DATA, OR PRCFITS; OR BUSI NESS | NTERRUPTI ON) HOWEVER CAUSED AND ON ANY
THEORY OF LIABILITY, WHETHER I N CONTRACT, STRICT LIABILITY, OR TORT
(1 NCLUDI NG NEGLI GENCE OR OTHERW SE) ARI SING | N ANY WAY OQUT OF THE USE
OF TH S SOFTWARE, EVEN | F ADVI SED OF THE PGSSI BI LI TY OF SUCH DAMAGE

<PCReq Message> ::= <Conmpbn Header>
[ <svec-li st >]
<request-list>

<svec-list> ::= <SVEC
[ <OF>]
[ <GC]
[ <XRO>]
[ <svec-li st >]
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