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Abst ract

The Internet needs to be able to handl e both IPv4 and | Pv6 packets.
However, it is expected that sone constituent networks of the
Internet will be "single-protocol” networks. One kind of single-
protocol network can parse only |Pv4 packets and can process only

| Pv4 routing information; another kind can parse only |Pv6 packets

and can process only IPv6 routing information. |t is nevertheless
required that either kind of single-protocol network be able to
provide transit service for the "other" protocol. This is done by

passing the "other kind" of routing information from one edge of the
singl e-protocol network to the other, and by tunneling the "other
ki nd" of data packet fromone edge to the other. The tunnels are

known as "softwires". This framework docunent explains how the
routing informati on and the data packets of one protocol are passed
through a single-protocol network of the other protocol. The

docunent is careful to specify when this can be done with existing
technol ogy and when it requires the devel opnment of new or nodified
t echnol ogy.
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| nt roducti on

The routing information in any |P backbone network can be thought of
as being in one of two categories: "internal routing information" or
"external routing information". The internal routing informtion
consists of routes to the nodes that belong to the backbone, and to
the interfaces of those nodes. External routing information consists
of routes to destinations beyond the backbone, especially
destinations to which the backbone is not directly attached. In
general, BGP [RFC4271] is used to distribute external routing
information, and an Interior Gateway Protocol (I1GP) such as OSPF

[ RFC2328] or IS 1S [RFCL195] is used to distribute internal routing
i nfornmation.

O'ten an | P backbone will provide transit routing services for
packets that originate outside the backbone and whose desti nations
are outside the backbone. These packets enter the backbone at one of
its "edge routers". They are routed through the backbone to anot her
edge router, after which they | eave the backbone and continue on
their way. The edge nodes of the backbone are often known as

"Provi der Edge" (PE) routers. The term"ingress" (or "ingress PE")
refers to the router at which a packet enters the backbone, and the
term"egress" (or "egress PE') refers to the router at which it

| eaves the backbone. Interior nodes are often known as "P routers".
Routers that are outside the backbone but directly attached to it are
known as "Custoner Edge" (CE) routers. (This term nology is taken
from[RFC4364].)

When a packet’s destination is outside the backbone, the routing
information that is needed within the backbone in order to route the
packet to the proper egress is, by definition, external routing

i nformati on.

Traditionally, the external routing information has been distributed
by BGP to all the routers in the backbone, not just to the edge
routers (i.e., not just to the ingress and egress points). Each of
the interior nodes has been expected to | ook up the packet’s
destination address and route it towards the egress point. This is
known as "native forwarding": the interior nodes | ook into each
packet’s header in order to match the information in the header with
the external routing information.
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It is, however, possible to provide transit services w thout
requiring that all the backbone routers have the external routing
information. The routing information that BGP distributes to each
ingress router specifies the egress router for each route. The
ingress router can therefore "tunnel” the packet directly to the
egress router. "Tunneling the packet" nmeans putting on sonme sort of
encapsul ati on header that will force the interior routers to forward
the packet to the egress router. The original packet is known as the
"encapsul ation payl oad". The P routers do not | ook at the packet
header of the payload but only at the encapsul ati on header. Since
the path to the egress router is part of the internal routing
information of the backbone, the interior routers then do not need to
know t he external routing information. This is known as "tunnel ed
forwarding". O course, before the packet can | eave the egress, it
has to be decapsul at ed.

The scenario where the P routers do not have external routes is
sonetinmes known as a "BGP-free core". That is sonething of a

m snoner, though, since the crucial aspect of this scenario is not
that the interior nodes don't run BGP, but that they don't maintain
the external routing information.

In recent years, we have seen this scenario deployed to support VPN
services, as specified in [RFC4364]. An edge router naintains
nmul ti pl e i ndependent routing/addressing spaces, one for each VPN to
which it interfaces. However, the routing information for the VPNs
is not maintained by the interior routers. In nost of these
scenarios, MPLS is used as the encapsul ati on mechani smfor getting
the packets fromingress to egress. There are sonme depl oynents in
whi ch an | P-based encapsul ation, such as L2TPv3 (Layer 2 Transport
Protocol) [RFC3931] or GRE (CGeneric Routing Encapsul ation) [RFC2784]
i s used.

Thi s same techni que can al so be useful when the external routing

i nformati on consists not of VPN routes, but of "ordinary" Internet
routes. It can be used any tinme it is desired to keep externa
routing infornmation out of a backbone's interior nodes, or in fact
any time it is desired for any reason to avoid the native forwarding
of certain kinds of packets.

This framework focuses on two such scenari 0s.

1. In this scenario, the backbone's interior nodes support only
| Pv6. They do not maintain IPv4 routes at all, and are not
expected to parse | Pv4 packet headers. Yet, it is desired to
use such a backbone to provide transit services for |Pv4
packets. Therefore, tunneled forwardi ng of |IPv4 packets is
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required. O course, the edge nodes must have the | Pv4 routes,
but the ingress must performan encapsulation in order to get
an | Pv4 packet forwarded to the egress.

2. This scenario is the reverse of scenario 1, i.e., the
backbone’s interior nodes support only IPv4, but it is desired
to use the backbone for IPv6 transit.

In these scenarios, a backbone whose interior nodes support only one
of the two address famlies is required to provide transit services
for the other. The backbone’ s edge routers nust, of course, support
both address famlies. W use the term"Address Fam |y Border
Router"” (AFBR) to refer to these PE routers. The tunnels that are
used for forwarding are referred to as "softwi res"”.

These two scenarios are known as the "Softwi re Mesh Probl ent

[ SWPROB], and the framework specified in this docunment is therefore
known as the "Softwire Mesh Franework"”. In this franework, only the
AFBRs need to support both address fanmlies. The CE routers support
only a single address famly, and the P routers support only the

ot her address famly.

It is possible to address these scenarios via a |large variety of
tunnel i ng technol ogies. This framework does not mandate the use of
any particular tunneling technology. In any given deploynent, the
choi ce of tunneling technology is a matter of policy. The franmework
accommodat es at |east the use of MPLS ([ RFC3031], [RFC3032]) -- both
LDP- based (Label Distribution Protocol, [RFC5036]) and RSVP-TE- based
(Resource Reservation Protocol - Traffic Engineering, [RFC3209]) --
L2TPv3 [ RFC3931], GRE [RFC2784], and IP-in-1P [ RFC2003]. The
franmework will al so acconmobdate the use of |Psec tunneling, when that
is necessary in order to neet security requirenents.

It is expected that, in nmany deployments, the choice of tunneling
technology will be nade by a sinple expression of policy, such as
"al ways use | P-1P tunnels", or "always use LDP-based MPLS", or

"al ways use L2TPv3".

However, other deploynents may have a mi xture of routers, sonme of

whi ch support, say, both GRE and L2TPv3, but others of which support
only one of those techniques. It is desirable therefore to allow the
network administration to create a snmall set of classes, and to
configure each AFBR to be a nenber of one or nore of these classes.
Then the routers can advertise their class nenberships to each other
and the encapsul ati on policies can be expressed as, e.g., "use L2TPv3
to tunnel to routers in class X; use GRE to tunnel to routers in
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class Y'. To support such policies, it is necessary for the AFBRs to
be able to advertise their class menberships; a standard way of doing
this nust be devel oped.

Policy may also require a certain class of traffic to receive a
certain quality of service, and this may inpact the choice of tunne
and/ or tunneling technol ogy used for packets in that class. This
needs to be accommodat ed by the Softwi re Mesh FraneworKk.

The use of tunneled forwarding often requires that sone sort of
signaling protocol be used to set up and/or maintain the tunnels.
Many of the tunneling technol ogi es acconmpdat ed by this franmework
al ready have their own signaling protocols. However, some do not,
and in sone cases the standard signaling protocol for a particular
tunnel i ng technol ogy may not be appropriate (for one or another
reason) in the scenarios of interest. 1In such cases (and in such
cases only), new signaling nmethodol ogi es need to be defined and

st andar di zed.

In this franework, the softwires do not form an overlay topol ogy that
is visible to routing; routing adjacencies are not maintained over
the softwires, and routing control packets are not sent through the
softwires. Routing adjacenci es anong backbone nodes (including the
edge nodes) are nmintained via the native technol ogy of the backbone.

There is already a standard routing nmethod for distributing externa
routing informati on anong AFBRs, nanely BGP. However, in the
scenarios of interest, we may be using | Pv6-based BGP sessions to
pass | Pv4 routing information, and we may be using | Pv4-based BGP
sessions to pass IPv6 routing infornmation. Furthernore, when |Pv4
traffic is to be tunneled over an | Pv6 backbone, it is necessary to
encode the "BGP next hop" for an IPv4 route as an | Pv6 address, and
vice versa. The nmethod for encoding an | Pv4 address as the next hop
for an IPv6 route is specified in [ VBNLRI - VANH] ; the nethod for
encodi ng an | Pv6 address as the next hop for an IPv4 route is
specified in [ VANLRI - V6NH] .

2. Specification of Requirements
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY"', and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].
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3. 1.

the client networks run | Pv6 but the backbone

In this scenario,
network runs | Pv4.

This is illustrated in Figure 1.
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The IPv4 transit core nay or may not run MPLS. If it does, MPLS may
be used as part of the sol ution.

VWi le Figure 1 does not show any "backdoor" connections anong the
client networks, this franmework assunes that there will be such
connections. That is, there is no assunption that the only path
between two client networks is via the pictured transit-core network.
Hence, the routing solution nust be robust in any kind of topology.

Many nechani sns for providing | Pv6 connectivity across |Pv4d networks
have been devi sed over the past ten years. A nunber of different
tunnel i ng mechani sms have been used, sone provisioned nanual ly, and
ot hers based on special addressing. More recently, L3VPN (Layer 3
Virtual Private Network) techniques from|[RFC4364] have been extended
to provide I Pv6 connectivity, using MPLS in the AFBRs and,

optionally, in the backbone [V6GNLRI -VANH . The solution described in
this franmework can be thought of as a superset of [V6GNLRI-VANH, with
a nore generalized schene for choosing the tunneling (softwre)
technology. In this franework, MPLS is allowed -- but not required
-- even at the AFBRs. As in [V6NLRI -VANH, there is no manua
provi si oning of tunnels, and no special addressing is required.

et al. St andards Track [ Page 8]



RFC 5565 Sof twi re Mesh Framewor k June 2009

3.2. | Pv4-over-1Pv6 Scenario

In this scenario, the client networks run |IPv4 but the backbone
network runs IPv6. This is illustrated in Figure 2.

| AFBR | | AFBR |
+--| IPv4/6 |---] IPv4/6 |--+

Fi gure 2: |Pv4-over-1Pv6 Scenario

The 1 Pv6 transit core may or may not run MPLS. If it does, MPLS may
be used as part of the sol ution.
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4.1.

Wil e Figure 2 does not show any "backdoor" connections anong the
client networks, this framework assumes that there will be such
connections. That is, there is no assunption that the only path
between two client networks is via the pictured transit-core network.
Hence, the routing solution nust be robust in any kind of topology.

Wil e the issue of |Pv6-over-1Pv4 has received considerable attention
in the past, the scenario of |Pv4-over-IPv6 has not. Yet, it is a
significant emerging requirement, as a number of service providers
are building | Pv6 backbone networks and do not wi sh to provide native
| Pv4 support in their core routers. These service providers have a

| arge | egacy of |1Pv4 networks and applications that need to operate
across their |1 Pv6 backbone. Solutions for this do not exist yet
because it had al ways been assuned that the backbone networks of the
foreseeabl e future woul d be dual stack

General Principles of the Solution

This section gives a very brief overview of the procedures. The
subsequent sections provide nore detail

E-IP and I-IP

In the follow ng sections, we use the term"I-I1P" (Internal IP) to
refer to the formof IP (i.e., either IPv4 or IPv6) that is supported
by the transit network. W use the term"E-IP" (External IP) to
refer to the formof IP that is supported by the client networks.

In the scenarios of interest, E-IPis IPv4 if and only if I-IPis
IPv6, and E-IP is IPv6 if and only if I-1P is |IPv4.

We assune that the P routers support only I-IP. That is, they are
expected to have only I-1P routing information, and they are not
expected to be able to parse E-1P headers. W sinilarly assunme that
the CE routers support only E-1P.

The AFBRs handl e both I-I1P and E-IP. However, only I-1P is used on
AFBR s "core-facing interfaces", and E-IP is only used on its client-
facing interfaces.

4.2. Routing

\My

The P routers and the AFBRs of the transit network participate in an
| GP for the purposes of distributing I-1P routing information.

The AFBRs use Internal BGP (IBGP) to exchange E-1P routing

information with each other. Either there is a full mesh of |BGP
connections among the AFBRs, or else some or all of the AFBRs are
clients of a BGP Route Reflector. Although these |BGP connections
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are used to pass E-IP routing information (i.e., the Network Layer
Reachability Information (NLRI) of the BGP updates is in the E-IP
address fanmily), the I BGP connections run over |-1P, and the BGP next
hop for each E-IP NLRI is in the I-1P address famly.

Tunnel ed Forwardi ng
When an ingress AFBR receives an E-I1P packet froma client-facing
interface, it |ooks up the packet’s destination |IP address. |In the
scenarios of interest, the best match for that address will be a BGP-

di stributed route whose next hop is the I-1P address of another AFBR
the egress AFBR

The ingress AFBR nust forward the packet through a tunnel (i.e,
through a softwire) to the egress AFBR  This is done by
encapsul ati ng the packet, using an encapsul ati on header that the P
routers can process and that will cause the P routers to send the
packet to the egress AFBR. The egress AFBR then extracts the

payl oad, i.e., the original E-IP packet, and forwards it further by
| ooking up its IP destination address.

Several kinds of tunneling technol ogies are supported. Some of those
technol ogies require explicit AFBR-to-AFBR signaling before the
tunnel can be used, others do not.

Transmitting a packet through a softwire always requires that an
encapsul ati on header be added to the original packet. The resulting
packet is therefore always |onger than the encapsul ati on payl oad. As
an operational matter, the Maxi mum Transm ssion Unit (MIU) of the
softwire’s path SHOULD be | arge enough so that (a) no packet will
need to be fragnented before being encapsul ated, and (b) no

encapsul ated packet will need to be fragmented while it is being
forwarded along a softwire. A general discussion of MIU issues in
the context of tunneled forwarding may be found in [ RFC4459].

Distribution of Inter-AFBR Routing Infornmation

AFBRs peer with routers in the client networks to exchange routing
information for the E-IP famly.

AFBRs use BGP to distribute the E-IP routing information to each
other. This can be done by an AFBR- AFBR nesh of |BGP sessions, but
nore likely is done through a BGP Route Reflector, i.e., where each
AFBR has an | BGP session to one or two Route Reflectors rather than
to other AFBRs.
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The BGP sessions between the AFBRs, or between the AFBRs and the

Route Reflector, will run on top of the I-IP address fanmily. That
is, if the transit core supports only IPv6, the |IBGP sessions used to
distribute 1Pv4 routing information fromthe client networks will run

over IPv6; if the transit core supports only |IPv4, the | BGP sessions
used to distribute IPv6 routing information fromthe client networks
will run over IPv4. The BGP sessions thus use the native networking
| ayer of the core; BGP nessages are NOT tunnel ed through softw res or
t hrough any ot her nmechani sm

In BGP, a routing update associates an address prefix (or nore
generally, NLRI) with the address of a BGP next hop (NH). The NLR
is associated with a particular address fam|ly. The NH address is
al so associated with a particular address famly, which may be the
same as or different than the address famly associated with the
NLRI. Cenerally, the NH address belongs to the address famly that
is used to conmunicate with the BGP speaker to whomthe NH address
bel ongs.

Since routing updates that contain information about E-1P address
prefixes are carried over BGP sessions that use I-1P transport, and
since the BGP nessages are not tunnel ed, a BGP update providing

i nformati on about an E-IP address prefix will need to specify a next
hop address in the I-1P famly.

Due to a variety of historical circunstances, when the NLRI and the
NH in a given BGP update are of different address famlies, it is not
al ways obvi ous how the NH shoul d be encoded. There is a different
encodi ng procedure for each pair of address famlies.

In the case where the NLRI is in the IPv6 address famly, and the NH
isin the |Pv4d address famly, [V6NLRI-VANH explains how to encode
the NH.

In the case where the NLRI is in the I Pv4 address famly, and the NH
is in the IPv6 address famly, [VANLRI-V6NH explains how to encode
the NH.

If a BGP speaker sends an update for an NLRl in the E-1P fanmily, and
the update is being sent over a BGP session that is running on top of
the I-1P network | ayer, and the BGP speaker is advertising itself as
the NH for that NLRI, then the BGP speaker MJST, unless explicitly
overridden by policy, specify the NH address in the I-1P fanmly. The
address fanm |y of the NH MUST NOT be changed by a Route Reflector.

In sonme cases (e.g., when [VANLRI -V6NH] is used), one cannot follow

this rule unless one’s BGP peers have advertised a particular BGP
capability. This leads to the follow ng softw re depl oynent
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restriction: if a BGP capability is defined for the case in which an
E-IP NLRI has an |-1P NH, all the AFBRs in a given transit core MJST
advertise that capability.

If an AFBR has multiple | P addresses, the network adm nistrators
usual | y have considerable flexibility in choosing which one the AFBR
uses to identify itself as the next hop in a BGP update. However, if
the AFBR expects to receive packets through a softwire of a
particul ar tunneling technology, and if the AFBR is known to that
tunnel i ng technol ogy via a specific |P address, then that sane |IP
address must be used to identify the AFBR in the next hop field of
the BGP updates. For exanple, if L2TPv3 tunneling is used, then the
| P address that the AFBR uses when engaging in L2TPv3 signal i ng nust
be the same as the IP address it uses to identify itself in the next
hop field of a BGP update

In [ VONLRI - VANH] , I Pv6 routing information is distributed using the

| abel ed 1 Pv6 address famly. This allows the egress AFBR to

associ ate an MPLS | abel with each I Pv6 address prefix. |[If an ingress
AFBR forwards packets through a softwire that can carry MPLS packets,
each data packet can carry the MPLS | abel corresponding to the |IPv6
route that it matched. This may be useful at the egress AFBR, for
demul ti pl exi ng and/ or enhanced performance. It is also possible to
do the sane for the I Pv4 address famly, i.e., to use the |abeled

| Pv4 address famly instead of the IPv4 address famly. The use of
the | abeled IP address families in this manner is OPTI ONAL.

Softwi re Signaling

A mesh of inter-AFBR softwires spanning the transit core nmust be in
pl ace before packets can flow between client networks. G ven N dual -
stack AFBRs, this requires N*2 "point-to-point IP' or "label swtched
path" (LSP) tunnels. Wile in theory these could be configured
manual Iy, that would result in a very undesirable O N‘2) provisioning
problem Therefore, manual configuration of point-to-point tunnels
is not considered part of this franmework.

Because the transit core is providing layer 3 transit services,
poi nt-to-point tunnels are not required by this framework;

mul ti point-to-point tunnels are all that is needed. |In a multipoint-
to-point tunnel, when a packet energes fromthe tunnel there is no
way to tell which router put the packet into the tunnel. This nbdels

the native IP forwardi ng paradi gm wherein the egress router cannot
determ ne a given packet’s ingress router. O course, point-to-point
tunnel s m ght be required for sone reason beyond the basic

requi renents described in this docurment. For exanple, Quality of
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Service (QS) or security considerations mght require the use of
poi nt-to-point tunnels. So point-to-point tunnels are allowed, but
not required, by this franmework.

If it is desired to use a particular tunneling technology for the
softwires, and if that technology has its own "native" signaling

net hodol ogy, the presunption is that the native signaling will be
used. This would certainly apply to MPLS-based softwires, where LDP
or RSVP-TE woul d be used. An |IPsec-based softwire would use standard
| KEv2 (I nternet Key Exchange) [RFC4306] and | Psec [ RFC4301]

signaling, as that is necessary in order to guarantee the softwire’s
security properties.

A CRE- based softwire m ght or might not require signaling, depending
on whet her various optional GRE header fields are to be used. GRE
does not have any "native" signaling, so for those cases, a signaling
procedure needs to be devel oped to support softw res.

Anot her possible softwire technology is L2TPv3. Wiile L2TPv3 does
have its own native signaling, that signaling sets up point-to-point
tunnels. For the purpose of softwires, it is better to use L2TPv3 in
a multipoint-to-point node, and this requires a different kind of

si gnal i ng.

The signaling to be used for GRE and L2TPv3 to cover these scenarios
is BGP-based, and is described in [ RFC5512].

If IP-1P tunneling is used, or if GRE tunneling is used w thout
options, no signaling is required, as the only informati on needed by
the ingress AFBR to create the encapsul ation header is the | P address
of the egress AFBR, and that is distributed by BGP

When the encapsul ation | P header is constructed, there may be fields
in the I P whose value is determ ned neither by whatever signaling has
been done nor by the distributed routing information. The val ues of
these fields are determned by policy in the ingress AFBR  Exanpl es
of such fields may be the TTL (Tine to Live) field, the DSCP
(Diffserv Service O asses) bits, etc.

It is desirable for all necessary softwires to be fully set up before
the arrival of any packets that need to go through the softwres.

That is, the softwires should be "always on". Fromthe perspective
of any particular AFBR, the softwire endpoints are al ways BGP next
hops of routes that the AFBR has installed. This suggests that any
necessary softwire signaling should either be done as part of norna
system startup (as woul d happen, e.g., with LDP-based MPLS) or el se
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be triggered by the reception of BGP routing information (such as is
described in [RFC5512]); it is also helpful if distribution of the
routing information that serves as the trigger is prioritized.

Choosing to Forward through a Softwire

The decision to forward through a softwire, instead of to forward
natively, is made by the ingress AFBR  This decision is a matter of

policy.

In many cases, the policy will be very sinple. Sone useful policies
are:

- If routing says that an E-1P packet has to be sent out a core-
facing interface to an I-1P core, then send the packet through a
softwire.

- If routing says that an E-1P packet has to be sent out an
interface that only supports |I-1P packets, then send the E-IP
packet through a softwre.

- If routing says that the BGP next hop address for an E-1P packet
is an |-1P address, then send the E-IP packet through a softwre.

- If the route that is the best match for a particul ar packet’s
destination address is a BGP-distributed route, then send the
packet through a softwire (i.e., tunnel all BGP-routed packets).

More conplicated policies are also possible, but a consideration of
those policies is outside the scope of this docunent.

Sel ecting a Tunneling Technol ogy

The choi ce of tunneling technology is a matter of policy configured
at the ingress AFBR

It is envisioned that, in npst cases, the policy will be a very
sinple one, and will be the sane at all the AFBRs of a given transit
core -- e.g., "always use LDP-based MPLS' or "always use L2TPv3".

However, other deploynments may have a m xture of routers, some of

whi ch support, say, both GRE and L2TPv3, but others of which support
only one of those techniques. It is desirable therefore to allow the
networ k administration to create a snmall set of classes and to
configure each AFBR to be a menber of one or nore of these classes.
Then the routers can advertise their class nenberships to each other
and the encapsul ati on policies can be expressed as, e.g., "use L2TPv3
to talk to routers in class X; use GREto talk to routers in class
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Y'. To support such policies, it is necessary for the AFBRs to be
able to advertise their class nenberships. [RFC5512] specifies a way
in which an AFBR may advertise, to other AFBRS, various
characteristics that may be relevant to the policy (e.g., "I belong
to class Y'). In many cases, these characteristics can be
represented by arbitrarily selected comunities or extended
conmunities, and the policies at the ingress can be expressed in
terms of these classes (i.e., comunities).

Policy may also require a certain class of traffic to receive a
certain quality of service, and this may inpact the choice of tunne
and/ or tunneling technol ogy used for packets in that class. This
franework allows a variety of tunneling technologies to be used for
instantiating softwires. The choice of tunneling technology is a
matter of policy, as discussed in Section 1.

VWiile in many cases the policy will be unconditional, e.g., "always
use L2TPv3 for softwires", in other cases the policy may specify that
the choice is conditional upon information about the softwire renote
endpoint, e.g., "use L2TPv3 to talk to routers in class X; use GRE to
talk to routers in class Y'. It is desirable therefore to allow the
network adm nistration to create a small set of classes, and to
configure each AFBR to be a nenber of one or nore of these classes.

If each such class is represented as a community or extended
conmunity, then [RFC5512] specifies a nethod that AFBRs can use to
advertise their class nenberships to each ot her

This framework al so allows for policies of arbitrary conplexity,

whi ch may depend on characteristics or attributes of individua
address prefixes as well as on QoS or security considerations.
However, the specification of such policies is not within the scope
of this document.

Selecting the Softwire for a G ven Packet

Suppose it has been decided to send a given packet through a
softwire. Routing provides the address, in the address famly of the
transport network, of the BGP next hop. The packet MJIST be sent
through a softwire whose renpte endpoint address is the sane as the
BGP next hop address.

Sendi ng a packet through a softwire is a natter of first
encapsul ati ng the packet with an encapsul ati on header that can be
processed by the transit network and then transmtting towards the
softwire’s renote endpoi nt address.
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In many cases, once one knows the renote endpoi nt address, one has
all the informati on one needs in order to formthe encapsul ation
header. This will be the case if the tunnel technology instantiating
the softwire is, e.g., LDP-based MPLS, IP-in-1P, or GRE w thout
optional header fields.

If the tunnel technol ogy being used is L2TPv3 or GRE with optiona
header fields, additional information fromthe remote endpoint is
needed in order to formthe encapsul ati on header. The procedures for
sendi ng and receiving this information are described in [ RFC5512].

If the tunnel technol ogy being used is RSVP-TE-based MPLS or |Psec,
the native signaling procedures of those technologies will need to be
used.

I f the packet being sent through the softwire matches a route in the
| abel ed 1 Pv4 or | abeled |IPv6 address fanmlies, it should be sent
through the softwire as an MPLS packet with the correspondi ng | abel
Note that nobst of the tunneling technologies nmentioned in this
docunent are capable of carrying MPLS packets, so this does not
presuppose support for MPLS in the core routers.

Softwire OAM and M Bs

1. Operations and Mai ntenance (QAM

Softwires are essentially tunnels connecting routers. |If they
di sappear or degrade in perfornmance, then connectivity through those
tunnels will be inmpacted. There are several techniques available to

nonitor the status of the tunnel endpoints (AFBRs) as well as the
tunnel s thensel ves. These techniques all ow operations such as
softwire path tracing, renote softw re endpoint pinging, and renote
softwire endpoint liveness failure detection

Exampl es of techniques applicable to softwire QAM i ncl ude
o BGP/ TCP timeouts between AFBRs
o I CWP or LSP echo request and reply addressed to a particul ar AFBR

o BFD (Bidirectional Forwarding Detection) [BFD packet exchange
bet ween AFBR routers

Anot her possibility for softwire OAMis to build sonmething simlar to
[ RFC4378] or, in other words, to create and generate softwire echo
request/reply packets. The echo request sent to a well-known UDP
port would contain the egress AFBR | P address and the softwire
identifier as the payload (simlar to the MPLS Forwardi ng Equi val ence
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Class contained in the LSP echo request). The softwire echo packet
woul d be encapsul ated with the encapsul ati on header and forwarded
across the same path (inband) as that of the softwire itself.

Thi s mechani sm can al so be automated to periodically verify renmpte
softwire endpoint reachability, with the | oss of reachability being
signaled to the softwire application on the local AFBR, thus enabling
suitable actions to be taken. Consideration nust be given to the
trade-of fs between the scalability of such mechani sms versus the tine
required for detection of |oss of endpoint reachability for such

aut omat ed mechani sis.

In general, a framework for softwire OAM can, for a large part, be
based on the [RFC4176] frameworKk.

2. MBs

Specific MBs do exist to nmanage el enents of the Softwi re Mesh
Framewor k. However, there will be a need to either extend these M Bs
or create new ones that reflect the functional elenents that can be
SNWVP- managed within the softw re network.

Softwire Miulticast

A set of client networks, running E-IP, that are connected to a
provider's |I-1P transit core may wish to run I P multicast
applications. Extending IP nulticast connectivity across the transit
core can be done in a nunber of ways, each with a different set of
characteristics. Mst (though not all) of the possibilities are
either slight variations of the procedures defined for L3VPNs in

[ L3VPN- MCAST] .

We will focus on supporting those nulticast features and protocols
that are typically used across inter-provider boundaries. Support is
provi ded for PIM SM (Protocol |ndependent Multicast - Sparse Mde)
and PI M SSM ( PI M Sour ce- Specific Mdde). Support for BIDIR-PIM
(Bidirectional PIM, BSR (Bootstrap Router Mechanismfor PIM, and
Aut oRP (Autonmatic Rendezvous Point Determnation) is not provided as
these features are not typically used across inter-provider
boundari es.

1. One-to-One Mappings
In the "one-to-one nappi ng" schene, each client nmulticast tree is

extended through the transit core so that for each client tree there
is exactly one tree through the core.
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The one-to-one schene is not used in [L3VPN- MCAST] because it
requires an amount of state in the core routers that is proportiona
to the nunmber of client nulticast trees passing through the core. In
the VPN context, this is considered undesirabl e because the anpunt of
state i s unbounded and out of the control of the service provider
However, the one-to-one schene nodels the typical "Internet

mul ticast" scenario where the client network and the transit core are
both I Pv4 or both IPv6. |If it scales satisfactorily for that case,

it should al so scale satisfactorily for the case where the client
network and the transit core support different versions of I|P.

1.1. Using PIMin the Core

When an AFBR receives an E-IP PIMcontrol nessage fromone of its
CEs, it translates it fromE-IP to I-1P, and forwards it towards the
source of the tree. Since the routers in the transit core will not
generally have a route to the source of the tree, the AFBR nust

i nclude an "RPF (Reverse Path Forwardi ng) Vector" [RFC5496] in the
Pl M nessage.

Suppose an AFBR A receives an E-1P PIM Join/Prune nmessage froma CE
for either an (S, G tree or a (*, G tree. The AFBR woul d have to
"transl ate"” the PIM nessage into an I-1P PIMnmessage. It would then
send it to the neighbor that is the next hop along the route to the
root of the (S,G or (*,G tree. 1In the case of an (S, G tree, the
root of the treeis S; in the case of a (*, G tree, the root of the
tree is the Rendezvous Point (RP) for the group G

Note that the address of the root of the tree will be an E-IP
address. Since the routers within the transit core (other than the
AFBRs) do not have routes to E-IP addresses, A nust put an RPF Vector
[ RFC5496] in the PIMJoin/Prune nessage that it sends to its upstream
nei ghbor. The RPF Vector will identify, as an I-1P address, the AFBR
B that is the egress point in the transit network along the route to
the root of the nulticast tree. AFBR B is AFBR A's BGP next hop for
the route to the root of the tree. The RPF Vector allows the core
routers to forward PIM Joi n/ Prune nessages upstream towards the root
of the tree, even though they do not maintain E-1P routes.

In order to translate an E-1P PIM nessage into an |-1P PI M nmessage,
the AFBR A nust translate the address of S (in the case of an (S, Qg
group) or the address of Gs RP fromthe E-IP address famly to the
|-1P address famly, and the AFBR B rmust transl ate them back.

In the case where E-IPis IPv4 and I-1P is IPv6, it may be possible
to do this translation algorithmcally. A can translate the IPv4 S
into the correspondi ng | Pv4-mapped | Pv6 address [ RFC4291], and then B
can translate it back. At the tine of this witing, there is no such
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thing as an | Pv4-mapped | Pv6 nulticast address, but if such a thing
were to be standardi zed, then A could also translate the IPv4 Ginto
| Pv6, and B could translate it back. The precise circunstances under
whi ch these translations are to be done would be a matter of policy.

Qoviously, this translation procedure does not generalize to the case
where the client nulticast is IPv6 but the core is |Pv4. To handle
that case, one needs additional signaling between the two AFBRs.

Each downstream AFBR needs to signal the upstream AFBR that it needs
a multicast tunnel for (S,G. The upstream AFBR nust then assign a
mul ticast address G to the tunnel and informthe downstream of the
P-G value to use. The downstream AFBR then uses PIMIPv4 to join the
(S,G) tree, where S is the I Pv4 address of the upstream ASBR

(Aut ononpbus Syst em Border Router).

The (S',G) trees should be SSMtrees.

This procedure can be used to support client nulticasts of either

I Pv4 or I Pv6 over a transit core of the opposite protocol. However,
it only works when the client nulticasts are SSM since it provides
no nmet hod for mapping a client "prune a source off the (*,G tree"
operation into an operation on the (S ,G) tree. This method al so
requires additional signaling. The BGP-based signaling of

[ L3VPN- MCAST-BGP] is one signaling nmethod that could be used. O her
signaling nethods could be defined as well.

1.2. Using nLDP and Multicast MPLS in the Core

LDP ext ensions for point-to-nmultipoint and multipoint-to-nultipoint
LSPs are specified in [M.DP]; we will use the term"nlLDP" to refer to
those LDP extensions. |f the transit core inplenents nlLDP and
supports nulticast MPLS, then client Source-Specific Milticast (SSM
trees can be nmapped one-to-one onto P2MP (Point-to-Miltipoint) LSPs.

VWhen an AFBR A receives an E-1P PI M Join/Prune nessage for (S, G from
one of its CEs, where Gis an SSM group, it would use nLDP to join a
P2MP LSP. The root of the P2MP LSP would be the AFBR B that is A's
BGP next hop on the route to S. In nlLDP, a P2MP LSP is uniquely
identified by a conbination of its root and an "FEC ( Forwardi ng

Equi val ence Cl ass) identifier". The original (S, G can be
algorithmcally encoded into the FEC identifier so that all AFBRs
that need to join the P2MP LSP for (S, G w Il generate the sane FEC
identifier. Wen the root of the P2MP LSP (AFBR B) receives such an
nLDP nessage, it extracts the original (S,G fromthe FEC identifier,
creates an "ordinary" E-1P PIM Join/Prune nessage, and sends it to
the CEthat is its next hop on the route to S.
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The nethod of encoding the (S,G into the FEC identifier needs to be
standardi zed. The encodi ng nmust be self-identifying so that a node
that is the root of a P2MP LSP can deterni ne whether a FEC identifier
is the result of having encoded a PIM (S, G.

The appropriate state nachinery nust be standardi zed so that PIM
events at the AFBRs result in the proper nLDP events. For exanple,

if at sonme point an AFBR determines (via PIM procedures) that it no

| onger has any downstreamreceivers for (S, G, the AFBR shoul d invoke
the proper nliDP procedures to prune itself off the correspondi ng P2MP
LSP.

Note that this nethod cannot be used when the Gis a Sparse Mde
group. The reason this method cannot be used is that nlLDP does not
have any function corresponding to the PIM"prune this source off the
shared tree" function. So if a P2MP LSP were mapped one-to-one with
a P2MP LSP, duplicate traffic could end up traversing the transit
core (i.e., traffic fromS mght travel down both the shared tree and
S's source tree). Alternatively, one could devise an AFBR-to- AFBR
protocol to prune sources off the P2MP LSP at the root of the LSP

It is recormended, though, that client SMnulticast groups be
supported by other nethods, such as those di scussed bel ow.

Client-side bidirectional multicast groups set up by PIMbidir could
be mapped using the above technique to MP2MP (Ml ti point-to-

Mul tipoint) LSPs set up by nLDP [ML.DP]. W do not consider this
further, as inter-provider bidirectional groups are not in use
anywher e.

2. MWPN-Li ke Schenes

The "MVPN (Multicast VPN)-1like schenes" are those described in

[ L3VPN- MCAST] and its conpani on docunents (such as

[ L3VPN- MCAST-BGP] ). To apply those schenmes to the softwire
environnent, it is necessary only to treat all the AFBRs of a given
transit core as if they were all, for nulticast purposes, PE routers
attached to the sane VPN

The MVPN-Iike schemes do not require a one-to-one mappi ng between
client nulticast trees and transit-core multicast trees. |In the M/PN
environnent, it is a requirenent that the nunmber of trees in the core
scales less than linearly with the nunber of client trees. This

requi rement may not hold in the softwire scenarios.

The MVPN-Iike schemes can support SM SSM and Bidir groups. They
provi de a number of options for the control plane:
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- LAN-li ke

Use a set of multicast trees in the core to emulate a LAN (Loca
Area Network) and run the client-side PIM protocol over that
"LAN'. The "LAN' can consist of a single Bidir tree containing
all the AFBRs or a set of SSMtrees, one rooted at each AFBR and
containing all the other AFBRs as receivers.

- NBMA (Non- Broadcast Miultiple Access), using BGP

The client-side PIMsignaling can be translated i nto BGP-based
signaling, with a BG® Route Reflector nmediating the signaling.

These two basic options admit of many variations; a conprehensive
di scussion is in [L3VPN MCAST].

For the data plane, there are also a nunber of options:

- All multicast data sent over the enulated LAN. This particular
option is not very attractive, though, for the softwire
scenarios, as every AFBR woul d have to receive every client
mul ti cast packet.

- BEvery nmulticast group mapped to a tree that is considered
appropriate for that group, in the sense of causing the traffic
of that group to go to "too nany" AFBRs that don’t need to
receive it.

Agai n, a conprehensive discussion of the issues can be found in
[ L3VPN- MCAST] .

I nt er-AS Consi der ati ons

We have so far only considered the case where a "transit core"

consi sts of a single Autononmous System (AS). |If the transit core
consists of nmultiple ASes, then it may be necessary to use softwres
whose endpoints are AFBRs attached to di fferent Autononous Systens.
In this case, the AFBR at the renpte endpoint of a softwire is not
the BGP next hop for packets that need to be sent on the softwre.
Since the procedures described above require the address of a renote
softwire endpoint to be the sane as the address of the BGP next hop
those procedures do not work as specified when the transit core
consists of nultiple ASes.

There are several ways to deal with this situation

1. Don't do it; require that there be AFBRs at the edge of each AS
so that a transit core does not extend nore than one AS.
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2. Use nulti-hop EBGP to allow AFBRs to send BGP routes to each
other, even if the ABFRs are not in the same or in neighboring
ASes.

3. Ensure that an ASBR that is not an AFBR does not change the
next hop field of the routes for which encapsul ation i s needed.

In the latter two cases, BGP recursive next hop resolution needs to
be done, and encapsul ations nay need to be "stacked" (i.e., nultiple
| ayers of encapsul ation may need to be used).

For instance, consider packet P with destination |IP address D
Suppose it arrives at ingress AFBR Al and that the route that is the
best match for D has BGP next hop Bl1. So Al will encapsul ate the
packet for delivery to Bl. If Bl is not within A’s AS, Al will need
to look up the route to Bl and then find the BGP next hop, call it

B2, of that route. |If the interior routers of Al’s AS do not have
routes to Bl, then Al needs to encapsul ate the packet a second tine,
this time for delivery to B2.

Security Consi derations
1. Problem Anal ysis

In the Softwire Mesh Franework, the data packets that are

encapsul ated are E-1P data packets that are traveling through the
Internet. These data packets (the softwire "payl oad") nay or may not
need such security features as authentication, integrity,
confidentiality, or replay protection. However, the security needs
of the payl oad packets are independent of whether or not those
packets are traversing softwires. The fact that a particul ar payl oad
packet is traveling through a softwire does not in any way affect its
security needs.

Thus, the only security issues we need to consider are those that
affect the I-1P encapsul ati on headers, rather than those that affect
the E-1P payl oad.

Si nce the encapsul ati on headers determine the routing of packets
traveling through softwires, they nust appear "in the clear".

In the Softwire Mesh Franework, for each receiving endpoint of a
tunnel, there are one or nore "valid" transmtting endpoints, where
the valid transmitting endpoints are those that are authorized to
tunnel packets to the receiving endpoint. |f the encapsul ation
header has no guarantee of authentication or integrity, then it is
possi bl e to have spoofing attacks, in which unauthorized nodes send
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encapsul at ed packets to the receiving endpoint, giving the receiving
endpoint the invalid inpression the encapsul ated packets have really
travel ed through the softwire. Replay attacks are al so possible.

The effect of such attacks is sonewhat |limted, though. The

recei ving endpoint of a softwire decapsul ates the payl oad and does

further routing based on the I P destination address of the payl oad.
Since the payl oad packets are traveling through the Internet, they

have addresses fromthe globally unique address space (rather than

e.g., froma private address space of sone sort). Therefore, these
attacks cannot cause payl oad packets to be delivered to an address

ot her than the one appearing in the destination IP address field of
the payl oad packet.

However, attacks of this sort can result in policy violations. The
aut horized transmitting endpoint(s) of a softwire may be followi ng a
policy according to which only certain payl oad packets get sent
through the softwire. |[|f unauthorized nodes are able to encapsul ate
the payl oad packets so that they arrive at the receiving endpoint
looking as if they arrived from authorized nodes, then the properly
aut hori zed policies have been side-stepped.

Attacks of the sort we are considering can al so be used in denial-
of -service attacks on the receiving tunnel endpoints. However, such
attacks cannot be prevented by use of cryptographic
authentication/integrity techniques, as the need to do cryptography
on spoof ed packets only makes the deni al - of -servi ce probl em worse.
(The assunption is that the cryptography nechanisns are likely to be
nore costly than the decapsul ati on/forwardi ng mechanisns. So if one
tries to elimnate a flooding attack on the decapsul ati on/forwardi ng
nmechani sns by di scardi ng packets that do not pass a cryptographic
integrity test, one ends up just trading one kind of attack for

anot her.)

This section is largely based on the security considerations section
of RFC 4023, which also deals with encapsul ations and tunnels.

2. Non-Cryptographic Techni ques

If a tunnel lies entirely within a single adm nistrative domain,
then, to a certain extent, there are certain non-cryptographic
techni ques one can use to prevent spoofed packets fromreaching a
tunnel s receiving endpoint. For exanple, when the tunne
encapsul ation is | P-based:
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- The receiving endpoints of the tunnels can be given a distinct
set of addresses, and those addresses can be nade known to the
border routers. The border routers can then filter out packets,
destined to those addresses, that arrive fromoutside the domain.

- The transmitting endpoints of the tunnels can be given a distinct
set of addresses, and those addresses can be nade known to the
border routers and to the receiving endpoints of the tunnels.

The border routers can filter out all packets arriving from
outside the domain with source addresses that are in this set,
and the receiving endpoints can discard all packets that appear
to be part of a softwire, but whose source addresses are not in
this set.

I f an MPLS-based encapsul ation is used, the border routers can refuse
to accept MPLS packets from outside the domain, or they can refuse to
accept such MPLS packets whenever the top | abel corresponds to the
address of a tunnel receiving endpoint.

These techni ques assunme that, within a domain, the network is secure
enough to prevent the introduction of spoofed packets fromw thin the
domain itself. That may not al ways be the case. Also, these

techni ques can be difficult or inpossible to use effectively for
tunnels that are not in the same adm nistrative domain

A different technique is to have the encapsul ati on header contain a
cl eartext password. The 64-bit "cookie" of L2TPv3 [RFC3931] is
sometines used in this way. This can be useful within an
admnistrative domain if it is regarded as infeasible for an attacker
to spy on packets that originate in the domain and that do not | eave
the domain. An attacker would then not be able to discover the
password. An attacker could, of course, try to guess the password,
but if the password is an arbitrary 64-bit binary sequence, brute
force attacks that run through all the possible passwords woul d be

i nfeasi ble. This technique nay be easier to manage than ingress
filtering is, and may be just as effective if the assunptions hold.
Li ke ingress filtering, though, it nmay not be applicable for tunnels
that cross donmain boundari es.

Therefore, it is necessary to also consider the use of cryptographic

techni ques for setting up the tunnels and for passing data through
t hem
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3. Cryptographic Techni ques

If the path between the two endpoints of a tunnel is not adequately
secure, then:

- If a control protocol is used to set up the tunnels (e.g., to
i nform one tunnel endpoint of the IP address of the other), the
control protocol MJUST have an aut hentication nmechanism and this
MUST be used when the tunnel is set up. |If the tunnel is set up
automatically as the result of, for example, information
di stributed by BGP, then the use of BG” s Mb-based
aut henti cati on nechani sm [ RFC2385] is satisfactory.

- Data transm ssion through the tunnel should be secured with
| Psec. In the remminder of this section, we specify the way
| Psec may be used, and the inplenentation requirements we nention
are neant to be applicable whenever |IPsec is being used.

We consider only the case where IPsec is used together with an | P-
based tunneling nechanism Use of IPsec with an MPLS-based tunneling
mechani smis for further study.

If it is deemed necessary to use tunnels that are protected by I Psec,
the tunnel type SHOULD be negotiated by the tunnel endpoints using
the procedures specified in [ RFC5566]. That documnent all ows the use
of I Psec tunnel nmode but also allows one to treat the tunnel head and
the tunnel tail as the endpoints of a Security Association, and to
use | Psec transport node.

In order to use | Psec transport node, encapsul ated packets shoul d be
viewed as originating at the tunnel head and as being destined for

the tunnel tail. A single |P address of the tunnel head will be used
as the source | P address, and a single I P address of the tunnel tai
will be used as the destination IP address. This technique can be

used to carry MPLS packets through an | Psec Security Association, by
first encapsulating the MPLS packets in MPLS-in-1P or MPLS-in-GRE
[ RFC4023] and then applying | Psec transport node.

When | Psec is used to secure softwires, |IPsec MJST provide

aut hentication and integrity. Thus, the inplenentati on MJIST support
either ESP (I P Encapsul ating Security Payload) with null encryption

[ RFC4303] or else AH (I P Authentication Header) [RFC4302]. ESP with
encryption MAY be supported. |If ESP is used, the tunnel tail MJST
check that the source | P address of any packet received on a given SA
(I'Psec Security Association) is the one expected, as specified in
Section 5.2, step 4, of [RFC4301].
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Since the softwires are set up dynamically as a byproduct of passing
routing information, key distribution MIST be done automatically by
nmeans of | KEv2 [RFC4306]. |If a PKI (Public Key Infrastructure) is
not avail abl e, the I Psec Tunnel Authenticator sub-TLV described in

[ RFC5566] MUST be used and val i dated before setting up an SA

The selectors associated with the SA are the source and destination
addresses of the encapsul ation header, along with the |IP protoco
nunber representing the encapsul ati on protocol being used.
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