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1. Introduction and Scope

| ETF has standardi zed | P Performance Metrics (I PPM for measuring
end-to-end performance between two points. This neno defines two new
categories of metrics that extend the coverage to multiple
nmeasurenent points. It defines spatial netrics for neasuring the
performance of segnents of a source to destination path, and netrics
for measuring the perfornance between a source and nmany destinations
in multiparty comruni cations (e.g., a multicast tree).

The purpose of this menp is to define netrics to fulfill the new
requi renents of measurenent involving multiple measurenent points.
Spatial netrics neasure the perfornmance of each segnent al ong a path.
One-to-group netrics nmeasure the performance for a group of users.
These netrics are derived fromone-way end-to-end netrics, all of
which foll ow the I PPM framework [ RFC2330].

This menpo is organi zed as follows: Section 2 introduces new termns
that extend the original |PPMframework [RFC2330]. Section 3 briefly
i ntroduces the new netrics, and Section 4 notivates each nmetric
category. Sections 5 through 8 devel op each category of netrics with
definitions and statistics. Then the neno discusses the inmpact of
the measurenent nethods on the scalability and proposes an

i nformati on nodel for reporting the neasurenments. Finally, the nmeno
di scusses security aspects related to neasurenent and registers the
nmetrics in the ANA | P Performance Metrics Registry [ RFC4148].

The scope of this memp is limted to nmetrics using a single source
packet or stream and observations of correspondi ng packets al ong the
path (spatial), at one or nore destinations (one-to-group), or both.
Note that all the nmetrics defined herein are based on observations of
packets dedicated to testing, a process that is called active
nmeasurenent. Passive nmeasurenment (for exanple, a spatial netric
based on the observation of user traffic) is beyond the scope of this
meno.

1.1. Requirenents Language
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].
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2. Term nol ogy

2.1. Naming of the Metrics
The nanes of the netrics, including capitalized letters, are as close
as possible of the nanes of the one-way end-to-end netrics they are
derived from

2.2. Terns Defined El sewhere
host: section 5 of RFC 2330
router: section 5 of RFC 2330
| oss threshol d: section 2.8.2 of RFC 2680
path: section 5 of RFC 2330
sanpl e: section 11 of RFC 2330
singl eton: section 11 of RFC 2330

2.3. Routers Digest
The list of the routers on the path fromthe source to the
destination that act as points of interest, also referred to as the
routers digest.

2.4. Miltiparty Metric
A nmetric is said to be multiparty if the topology involves nore than
one neasurenent collection point. Al multiparty nmetrics designate a

set of hosts as "points of interest", where one host is the source
and other hosts are the measurement collection points. For exanple,

if the set of points of interest is < ha, hb, hc, ..., hn > where ha
is the source and < hb, hc, ..., hn > are the destinations, then
neasurenents nay be conducted between < ha, hb> < ha, hc>, ., <ha
hn >.

For the purposes of this menmo (reflecting the scope of a single
source), the only nmultiparty netrics are one-to-group metrics.

2.5. Spatial Metric

A nmetric is said to be spatial if one of the hosts (neasurenent

coll ection points) involved is neither the source nor a destination
of the neasured packet(s). Such neasurenment hosts will usually be
routers that are nmenbers of the routers digest.
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2.6. One-to-Group Metric

A metric is said to be one-to-group if the measured packet is sent by
one source and (potentially) received by nore than one destination
Thus, the topol ogy of the communi cati on group can be viewed as a
center-distributed or server-client topology with the source as the
center/server in the topol ogy.

2.7. Points of Interest
Points of interest are the hosts (as per the RFC 2330 definition,
"hosts" include routing nodes) that are nmeasurenent collection
poi nts, which are a sub-set of the set of hosts involved in the
delivery of the packets (in addition to the source itself).

For spatial metrics, points of interest are a (possibly arbitrary)
sub-set of all the routers involved in the path.

Points of interest of one-to-group netrics are the intended
destination hosts for packets fromthe source (in addition to the
source itself).

Src Dst

Figure 1. One-to-Goup Points of Interest
A candi date point of interest for spatial netrics is a router from

the set of routers involved in the delivery of the packets from
source to destination.

St ephan, et al. St andards Track [ Page 5]



RFC 5644 Spatial and Multicast Metrics Cct ober 2009

Src ------ . Host s
\
fo--X --- 1
\
X
/
--------- X ---- 2
/
X
Y o
\
\
\
X ----J
\
\
\
‘---- Dst

Note: 'X are nodes that are points of interest,
"X’ are nodes that are not points of interest

Figure 2: Spatial Points of Interest
2.8. Reference Point

A reference point is defined as the server where the statistica
calculations will be carried out. It is usually a centralized server
in the neasurenent architecture that is controlled by a network
operator, where neasurenent data can be collected for further
processing. The reference point is distinctly different fromhosts
at measurenent collection points, where the actual neasurenents are
carried out (e.g., points of interest).

2.9. \Vector

A vector is a set of singletons (single atomc results) conprised of
observations corresponding to a single source packet at different
hosts in a network. For instance, if the one-way del ay singl etons
observed at N receivers for Packet P sent by the source Src are dT1,
dT2,..., dTN, then a vector Vwith N elenents can be organi zed as
{dT1, dT2,..., dTN}. The elenent dT1l is distinct fromall others as
the singleton at receiver 1 in response to a packet sent fromthe
source at a specific time. The conplete vector gives information
over the dinmension of space, a set of N receivers in this exanple.
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The singleton el enents of any vector are distinctly different from
each other in ternms of their nmeasurement collection point. Different
vectors for comon neasurenent points of interest are distinguished
by the source packet sending tine.

2.10. Matrix

Several vectors forma matrix, which contains results observed over a
sampling interval at different places in a network at different

times. For exanple, the one-way delay vectors V1={dT11, dT12,...,
dTiN}, V2={dT21, dT22,..., dT2N},..., Vne{dTml, dTn2,..., dTnmN\} for
Packet P1, P2,...,Pm forma one-way delay Matrix {V1, V2,...,Vn}.
The matrix organi zes the vector information to present network
performance in both space and tine.

A one-di nensional matrix (row) corresponds to a sanple in sinple
poi nt -t o- poi nt neasurenent .

The rel ationshi p anong singl eton, sanple, vector, and matrix is
illustrated in Figure 3.

poi nts of si ngl et on
i nterest / sampl es(ti nme)
yomm - A /
/ RL..... | [/ R1dT1 R1dT2 R1dT3 ... R3dTk \
/ Vo |
R | | R2dT1 R2dT2 R2dT3 ... R3dTk
Src | I |
| R3....| | R3dT1 R3dT2 R3dT3 ... R3dTk
| I |
o I
\ I |
\' Rn...... | \ RndT1 RndT2 RndT3 RndTk /
fee--- ' T > tinme
vect or matri x
(space) (tinme and space)

Figure 3: Rel ationship between Singletons, Sanples, Vectors, and
Mat ri x

3. Brief Metric Descriptions
The netrics for spatial and one-to-group neasurenent are based on the

source-to-destination, or end-to-end netrics defined by IETF in
[ RFC2679], [RFC2680], [RFC3393], and [ RFC3432].
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This meno defines seven new spatial netrics using the [ RFC2330]
framewor k of paranmeters, units of neasure, and neasurenent

met hodol ogi es. Each definition includes a section that describes
measur enment constraints and i ssues, and provi des gui dance to increase
the accuracy of the results.

The spatial metrics are:

o Type-P-Spati al - One-way- Del ay- Vector divides the end-to-end Type- P-
One-way-Del ay [ RFC2679] into a spatial vector of one-way del ay
si ngl et ons.

o Type-P-Spati al - One-way- Packet - Loss- Vect or divides an end-to-end
Type- P- One- way- Packet - Loss [ RFC2680] into a spatial vector of
packet | oss singletons.

o Type-P-Spati al - One-way-i pdv-Vect or divides an end-to-end Type-P-
One-way-ipdv into a spatial vector of ipdv (IP Packet Del ay
Vari ation) singletons.

o Using elenents of the Type-P-Spatial - One-way- Del ay-Vector netric,
a sanpl e call ed Type-P-Segnent - One-way- Del ay- Stream col | ects one-
way delay nmetrics between two points of interest on the path over
tine.

o Likewi se, using elenents of the Type-P-Spati al - Packet - Loss- Vect or
nmetric, a sanple called Type-P-Segnent - Packet - Loss-Stream col |l ects
one-way delay metrics between two points of interest on the path
over tine.

o Using the Type-P-Spatial - One-way- Del ay-Vector netric, a sanple
cal  ed Type-P-Segnent-ipdv-prev-Streamw || be introduced to
conpute ipdv nmetrics (using the previous packet selection
function) between two points of interest on the path over tinme.

o Again using the Type-P-Spati al - One-way- Del ay-Vector netric, a
sanpl e call ed Type-P-Segnent-ipdv-mn-Streamwi || define anot her
set of ipdv nmetrics (using the mninumdel ay packet selection
function) between two points of interest on the path over tine.

The nmeno al so defines three one-to-group nmetrics to nmeasure the one-
way performance between a source and a group of receivers. They are:

0 Type-P-0One-to-group-Del ay-Vector which collects the set of Type-P-
One-way- Del ay singl etons between one sender and N receivers;
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0 Type-P-0One-to-group-Packet - Loss-Vector which collects the set of
Type- P- One- way- Packet - Loss si ngl et ons between one sender and N
recei vers; and

o Type-P-One-to-group-ipdv-Vector which collects the set of Type-P-
One-way-i pdv singl etons between one sender and N receivers.

Finally, based on the one-to-group vector netrics |listed above,
statistics are defined to capture single receiver perfornmance, group
performance, and the relative perfornmance for a multiparty

conmuni cati on:

o Using the Type-P-0One-to-group-Del ay-Vector, a netric called Type-
P- One-t 0- gr oup- Recei ver - n- Mean- Del ay, or RnMD, presents the nean
of del ays between one sender and a single receiver 'n’. Fromthis
nmetric, three additional nmetrics are defined to characterize the
nmean del ay over the entire group of receivers during the sane tine
interval :

*  Type- P-One-to-group- Mean-Del ay, or GVD, presents the nean of
del ays;

*  Type- P- One-to- group- Range- Mean- Del ay, or CGRMD, presents the
range of mean del ays; and

*  Type- P-One-t o- gr oup- Max- Mean- Del ay, or GWD, presents the
maxi mum of mean del ays.

o Using the Type-P-(One-to-group-Packet-Loss-Vector, a nmetric called
Type- P- One-t o- gr oup- Recei ver-n-Loss-Rati o, or RnLR, captures the
packet |oss ratio between one sender and a single receiver
Based on this definition, two nore netrics are defined to
characterize packet |oss over the entire group during the same
tinme interval:

n .

*  Type-P-One-to-group-Loss-Ratio, or GLR, captures the overal
packet loss ratio for the entire group of receivers; and

*  Type-P-One-to- group- Range- Loss-Rati o, or CGRLR, presents the
conparative packet loss ratio during the test interval between
one sender and N receivers.

o Using the Type-P-One-to-group-Packet-Loss-Vector, a netric called
Type- P- One-t 0- gr oup- Recei ver - n- Conp- Loss-Rati o, or RnCLR, conputes
a packet loss ratio using the maxi mum nunber of packets received
at any receiver.
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o Using Type-P-One-to-group-ipdv-Vector, a nmetric called Type-P-One-
t o- gr oup- Range- Del ay- Vari ati on, or GRDV, presents the range of
del ay variation between one sender and a group of receivers.

4. Motivations

Al existing IPPMnetrics are defined for end-to-end (source-to-
destinati on) nmeasurenent of point-to-point paths. It is logical to
extend themto nultiparty situations such as one-to-one trajectory
metrics and one-to-multipoint metrics.

4.1. Mdtivations for Spatial Mtrics
Spatial metrics are needed for:

o Deconposing the performance of an inter-domain path to quantify
the per-AS (Aut onomobus System contribution to the end-to-end
per f or mance.

o Traffic engineering and troubl eshooting, which benefit from
spatial views of one-way delay and ipdv consunption, or
identification of the path segment where packets were | ost.

o Monitoring the deconposed performance of a nulticast tree based on
MPLS poi nt-to-multipoint comunications.

o Dividing end-to-end netrics, so that sone segment measurenments can
be re-used and hel p measurement systens reach | arge-scale
coverage. Spatial measures could characterize the performance of
an intra-domai n segnment and provide an el enentary pi ece of
i nformati on needed to estinmate inter-donain perfornance to anot her
destination using Spatial Conposition netrics [SPATIAL].

4.2. Mdtivations for One-to-group Metrics

Wi | e t he node-to-node-based spatial neasures can provide very usefu
data in the view of each connection, we also need neasures to present
the performance of a nultiparty communi cation topology. A sinple

poi nt-to-point netric cannot conpletely describe the multiparty
situation. New one-to-group netrics assess perfornmance of the
multiple paths for further statistical analysis. The new metrics are
naned one-to-group performance netrics, and they are based on the

uni cast netrics defined in | PPM RFCs. One-to-group netrics are one-
way nmetrics fromone source to a group of destinations or receivers.
The netrics are hel pful for judging the overall performance of a

mul tiparty conmuni cati ons network and for describing the performance
variation across a group of destinations.
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One-to-group performance netrics are needed for:

o Designing and engineering multicast trees and MPLS point-to-
mul ti poi nt Label Swi tched Paths (LSPs).

o Evaluating and controlling the quality of multicast services,
i ncluding inter-donain nulticast.

o Presenting and eval uating the performance requirenents for
mul tiparty conmuni cati ons and overlay multicast.

To understand the packet transfer perfornance between one source and
any one receiver in the nmultiparty comunication group, we need to
col l ect instantaneous end-to-end netrics, or singletons. This gives
a very detailed viewinto the performance of each branch of the

mul ticast tree, and can provide clear and hel pful information for
engineers to identify the branch with problenms in a conpl ex
nmultiparty routing tree.

The one-to-group netrics described in this meno introduce the

mul tiparty topology into the I PPM framework, and they describe the
performance delivered to a group receiving packets fromthe sane
source. The concept extends the "path" of the point-to-point
neasurenent to "path tree" to cover one-to-many topologies. |If
applied to one-to-one topol ogy, the one-to-group netrics provide
exactly the sanme results as the correspondi ng one-to-one netrics.

4.3. Discussion on Goup-to-One and G oup-to-Goup Metrics

We note that points of interest can also be selected to define
nmeasurenents on group-to-one and group-to-group topol ogies. These
t opol ogi es are beyond the scope of this nmenp, because they woul d

i nvol ve nmultiple packets |aunched fromdifferent sources. However,
this section gives sone insights on these two cases.

The neasurenents for group-to-one topology can be easily derived from
the one-to-group neasurenent. The neasurenent point is the host that
is acting as a receiver while all other hosts act as sources in this
case.

The group-to-group comuni cati on topol ogy has no obvi ous focal point:
the sources and the nmeasurenent coll ection points can be anywhere.
However, it is possible to organize the problem by applying
neasurenments in one-to-group or group-to-one topol ogies for each host
in a uniformway (wthout taking account of how the rea
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conmuni cati on mght be carried out). For exanple, one group of hosts
< ha, hb, hc, ..., hn > might act as sources to send data to anot her
group of hosts < Ha, Hb, Hc, ..., Hm> and they can be organized
into n sets of points of interest for one-to-group comunications:

< ha, Ha, Ho, Hc, ..., Hn> < hb, Ha, Hb, Hc, ..., Hmn > <hc, Ha
Hb, H, ..., Hmn> ..., < hn, Ha, Ho, Hc, ..., Hm>

5. Spatial Vector Metrics Definitions

This section defines vectors for the spatial deconposition of end-to-
end singleton netrics over a path.

Spatial vector netrics are based on the deconposition of standard
end-to-end nmetrics defined by the IPPMWG in [RFC2679], [RFC2680],
[ RFC3393], and [ RFC3432].

The spatial vector definitions are coupled with the corresponding
end-to-end nmetrics. Measurenent nethodol ogy aspects are common to
all the vectors defined and are consequently discussed in a conmon
secti on.

5.1. A Definition for Spatial One-Way Del ay Vector
This section is coupled with the definition of Type-P-One-way-Del ay
in section 3 of [RFC2679]. When a paraneter fromthe definition in
[RFC2679] is re-used in this section, the first instance will be
tagged with a trailing asterisk.
Sections 3.5 to 3.8 of [RFC2679] give requirenments and applicability
statenments for end-to-end one-way del ay neasurenents. They are
applicable to each point of interest, H, involved in the neasure.
Spati al one-way del ay neasurements MJST respect them especially
those rel ated to met hodol ogy, clock, uncertainties, and reporting.
5.1.1. Metric Nane
Type- P- Spati al - One- way- Del ay- Vect or
5.1.2. Metric Paraneters
o Src*, the | P address of the sender.
o Dst*, the |P address of the receiver.

o i, aninteger in the ordered list <1,2,...,n> of routers in the
pat h.
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o Hi, arouter of the routers digest.

o T*, atime, the sending (or initial observation) tine for a
nmeasur ed packet.

o dT*, a delay, the one-way delay for a neasured packet.

o dTi, a delay, the one-way delay for a neasured packet fromthe
source to router Hi.

o <dTi,... dTi,... dTn> a list of n delay singletons.
o Type-P*, the specification of the packet type.
0 <Hl, H2,..., Hn> the routers digest.

5.1.3. Metric Units

The val ue of Type-P-Spati al - One-way- Del ay-Vector is a sequence of
times (a real nunber in the dinmension of seconds with sufficient
resolution to convey the results).

5.1.4. Definition

G ven a Type-P packet sent by the Src at wire-tine (first bit) T to
the receiver Dst on the path <Hl, H2,..., Hn>  There is a sequence
of val ues <T+dT1l, T+dT2, ..., T+dTn, T+dT> such that dT is the Type-P-
One-way-Delay fromSrc to Dst, and for each H of the path, T+dTi is
either a real number corresponding to the wire-tine the packet passes
(last bit received) H, or undefined if the packet does not pass H
within a specified | oss threshol d* tine.

Type- P- Spati al - One-way- Del ay-Vector metric is defined for the path
<Src, Hl, H2,..., Hn, Dst> as the sequence of val ues
<T,dT1,dT2,...,dTn,dT>.

5.1.5. Discussion
Sone specific issues that may occur are as foll ows:
o the delay singletons "appear" to decrease: dTi > dTi+1l. This may

occur despite being physically inmpossible with the definition
used.
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* This is frequently due to a neasurenent clock synchronization
issue. This point is discussed in section 3.7.1 "Errors or
uncertainties related to C ocks" of [RFC2679]. Consequently,
the val ues of delays neasured at multiple routers may not match
the order of those routers on the path.

* The actual order of routers on the path nay change due to
reconvergence (e.g., recovery froma link failure).

* The | ocation of the measurenent collection point in the device
i nfluences the result. |If the packet is not observed directly
on the input interface, the delay includes buffering tinme and
consequently an uncertainty due to the difference between
"wire-tine’ and 'host tine' .
5.2. A Definition for Spatial Packet Loss Vector
This section is coupled with the definition of Type-P-One-way-Packet -
Loss. When a paraneter from section 2 of [RFC2680] is used in this
section, the first instance will be tagged with a trailing asterisk.
Sections 2.5 to 2.8 of [RFC2680] give requirements and applicability
statenments for end-to-end one-way packet |oss measurenents. They are
applicable to each point of interest, H, involved in the neasure.
Spati al packet |oss neasurenent MJST respect them especially those
rel ated to nmethodol ogy, clock, uncertainties, and reporting.
The foll owi ng sections define the spatial |oss vector, adapt sone of
the points above, and introduce points specific to spatial |oss
nmeasur enent .
5.2.1. Metric Nanme
Type- P- Spati al - Packet - Loss- Vect or
5.2.2. Metric Paraneters
o Src*, the |P address of the sender.
o Dst*, the IP address of the receiver.

o i, aninteger in the ordered list <1,2,...,n> of routers in the
pat h.

o Hi, arouter of the routers digest.

o T*, atime, the sending time for a neasured packet.
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o dTi, a delay, the one-way delay for a neasured packet fromthe
source to host Hi.
o <dTi,..., dTn>, list of n delay singletons.
o Type-P*, the specification of packet type.
0 <HL, H2,..., Hn> the routers digest.
o <L1, L2, ...,Ln> a list of Bool ean val ues.
5.2.3. Metric Units

The val ue of Type-P-Spati al - Packet-Loss-Vector is a sequence of
Bool ean val ues.

5.2.4. Definition

G ven a Type-P packet sent by the Src at tine T to the receiver Dst
on the path <Hl, H2, ..., Hn>  For the sequence of tines <T+dT1, T+
dT2,..., T+dTi, ..., T+dTn> the packet passes in <Hl, H2, ..., H,

..., Hn> define the Type-P-Packet-Loss-Vector netric as the sequence
of values <T, L1, L2, ..., Ln> such that for each H of the path, a
value of O for Li means that dTi is a finite value, and a value of 1
nmeans that dTi is undefined.

5.2.5. Discussion
Sone specific issues that may occur are as foll ows:
o The result mght include the sequence of values 1,0. Although
thi s appears physically inpossible (a packet is lost, then re-

appears later on the path):

* The actual routers on the path may change due to reconvergence
(e.g., recovery froma link failure).

* The order of routers on the path may change due to
reconver gence.

* A packet may not be observed in a router due to sone buffer or
CPU overflow at the neasurenent collection point.

5.3. A Definition for Spatial One-Way ipdv Vector
VWhen a paraneter from section 2 of [RFC3393] (the definition of Type-

P- One-way-ipdv) is used in this section, the first instance will be
tagged with a trailing asterisk.
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The foll owi ng sections define the spatial ipdv vector, adapt sone of
the points above, and introduce points specific to spatial ipdv
measur enent .

5. 3.

Metric Nane

Type- P- Spati al - One-way-i pdv- Vect or

5.3. 2.

o

o

Metric Parameters
Src*, the | P address of the sender.
Dst*, the | P address of the receiver.

i, an integer in the ordered list <1,2,...,n> of routers in the
pat h.

Hi, a router of the routers digest.

T1*, a tine, the sending tine for a first nmeasured packet.
T2*, a tine, the sending tine for a second neasured packet.
dT*, a delay, the one-way delay for a neasured packet.

dTi, a delay, the one-way delay for a neasured packet fromthe
source to router Hi.

Type-P*, the specification of the packet type.
P1, the first packet sent at tine TI1.
P2, the second packet sent at tinme T2.
<H1l, H2,..., Hn> the routers digest.

<T1,dT1.1, dT1.2,..., dT1.n,dT1l>, the Type-P-Spati al - One-way-
Del ay- Vector for a packet sent at tine T1.

<T2,dT2.1, dT2.2,..., dT2.n,dT2>, the Type-P-Spati al - One-way-
Del ay- Vector for a packet sent at tine T2.

L*, a packet length in bits. The packets of a Type-P packet
stream from whi ch the Type-P-Spati al - One-way- Del ay- Vector netric
is taken MUST all be of the sane |ength.
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5.3.3. Metric Units
The val ue of Type-P-Spati al - One-way-i pdv-Vector is a sequence of
times (a real nunber in the dinmension of seconds with sufficient
resolution to convey the results).

5.3.4. Definition

G ven Pl the Type-P packet sent by the sender Src at wire-time (first

bit) T1 to the receiver Dst. Gven <T1, dT1.1, dT1.2,..., dTl.n, dT1>
the Type-P-Spati al - One-way- Del ay- Vector of Pl over the sequence of
routers <HL, H2,..., Hn>.

G ven P2 the Type-P packet sent by the sender Src at wire-time (first
bit) T2 to the receiver Dst. Gven <T2, dT2.1, dT2.2,..., dT2.n, dT2>
the Type-P-Spati al - One-way- Del ay- Vect or of P2 over the sane path.

The Type- P-Spati al - One-way-i pdv-Vector nmetric is defined as the
sequence of values <T1, T2, dT2.1-dT1.1, dT2.2-dT1.2 ,..., dT2.n-
dT1l.n, dT2-dT1> such that for each H of the sequence of routers <Hl
H2,..., Hn> dT2.i-dTl.i is either a real nunber if the packets Pl
and P2 pass H at wire-tine (last bit) dT1l.i and dT2.i respectively,
or undefined if at |east one of them never passes H (and the
respecti ve one-way delay is undefined). The T1,T2* pair indicates
the inter-packet em ssion interval and dT2-dTl is ddT* the Type-P-
One-way- i pdv.

5.4. Spatial Methodol ogy

The net hodol ogy, reporting specifications, and uncertainties
specified in section 3 of [RFC2679] apply to each point of interest
(or neasurenent collection point), H, measuring an el enment of a
spatial delay vector.

Li kewi se, the met hodol ogy, reporting specifications, and
uncertainties specified in section 2 of [RFC2680] apply to each point
of interest, H, neasuring an elenent of a spatial packet |oss
vector.

Sections 3.5 to 3.7 of [RFC3393] give requirenments and applicability
statenments for end-to-end One-way ipdv neasurenments. They are
applicable to each point of interest, H, involved in the neasure.
Spatial One-way ipdv neasurenent MJST respect the nethodol ogy, clock
uncertainties, and reporting aspects given there.

St ephan, et al. St andards Track [ Page 17]



RFC 5644 Spatial and Multicast Metrics Cct ober 2009

CGeneral ly, for a given Type-P packet of length L at a specific H,
the nmet hodol ogy for spatial vector metrics may proceed as foll ows:

o0 At each Hi, points of interest/measurenent collection points
prepare to capture the packet sent at time T, record a tinestanp
Ti', and determine the internal delay correction dTi' (see section
3.7.1. "Errors or uncertainties related to C ocks" of [RFC2679]);

o Each H extracts the path ordering information fromthe packet
(e.g., tine-to-live (TTL));

o Each H conputes the corrected wire-tine fromSrc to H: Ti = Ti
- dTi’. This arrival tinme is undefined if the packet is not
detected after the "l oss threshold duration

o Each H extracts the timestanp T fromthe packet;
o Each H conputes the one-way delay fromSrc to Hi: dTi =Ti - T,

o The reference point gathers the result of each H and arranges
them according to the path ordering information received to build
the Type-P spatial one-way vector (e.g., Type-P-Spatial - One-way-
Del ay- Vector netric <T, dTl1l, dT2,..., dTn, dT>) over the path
<Src, HL, H2,..., Hn, Dst> at time T.

5.4.1. Packet Loss Detection

In a pure end-to-end neasurenment, packet |osses are detected by the
receiver only. A packet is |ost when Type-P-One-way-Delay is
undefined or very large (see sections 2.4 and 2.5 of [RFC2680] and
section 3.5 of [RFC2680]). A packet is deened |ost by the receiver
after a duration that starts at the tine the packet is sent. This
ti meout value is chosen by a neasurenment process. It determines the
threshol d between recording a | ong packet transfer tine as a finite
val ue or an undefined val ue.

In a spatial neasurenent, packet |osses nay be detected at severa
nmeasurenent collection points. Depending on the consistency of the
packet |oss detections anmong the points of interest, a packet nmay be
consi dered as |l ost at one point despite having a finite delay at
another, or it may be observed by the | ast nmeasurement coll ection
poi nt of the path but considered | ost by Dst.

There is a risk of msinterpreting such results: has the path

changed? Did the packet arrive at the destination or was it |ost on
the very last |ink?
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The sane concern applies to one-way del ay neasures: a delay neasured
may be conputed as infinite by one observation point but as a rea
val ue by another one, or may be neasured as a real value by the |ast
observation point of the path but designated as undefined by Dst.

The observati on/ measurenent collection points and the destination
SHOULD use consi stent nethods to detect packets |osses. The nethods
and paraneters nust be systenmatically reported to permt carefu
conparison and to avoid introduci ng any confoundi ng factors in the
anal ysi s.

5.4.2. Routers Digest

The net hodol ogy gi ven above relies on knowi ng the order of the
rout er/ measurenent collection points on the path [ RFC2330].

Path instability mght cause a test packet to be observed nore than
once by the sane router, resulting in the repetition of one or nore
routers in the routers digest.

For exanpl e, repeated observations may occur during rerouting phases
that introduce tenmporary micro |loops. During such an event, the
routers digest for a packet crossing Ha and Ho may incl ude the
pattern <Hb, Ha, Hb, Ha, Hb>, nmeaning that Ha ended the conputation
of the new path before Hb and that the initial path was fromHa to
Hb, and that the new path is fromHb to Ha

Consequently, duplication of routers in the routers digest of a
vector MJST be identified before conmputation of statistics to avoid
produci ng corrupted information.

6. Spatial Segnent Metrics Definitions

Thi s section defines sanples to neasure the performance of a segnent
of a path over tine. The definitions rely on the matrix of the
spatial vector netrics defined above.

First, this section defines a sanple of one-way del ay, Type-P-
Segnent - One-way- Del ay- Stream and a sanpl e of packet |oss, Type-P-
Segnent - Packet - Loss- St ream

Then, it defines two different sanples of ipdv: Type-P-Segnent-ipdv-
prev-Stream uses the current and previous packets as the sel ection
function, and Type- P- Segnent -i pdv-m n-Stream uses the mini num del ay
as one of the selected packets in every pair
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6.1. A Definition of a Sanple of One-Way Delay of a Segment of the Path
This metric defines a sanple of one-way del ays over tinme between a
pair of routers on a path. Since it is very close semantically to
the metric Type-P- One-way- Del ay- Poi sson- Stream defined in section 4
of [RFC2679], sections 4.5 to 4.8 of [RFC2679] are integral parts of
the definition text bel ow

6.1.1. Metric Nane
Type- P- Segnent - One- way- Del ay- St r eam

6.1.2. Metric Paraneters
o Src, the I P address of the sender.

o Dst, the IP address of the receiver.

o Type-P, the specification of the packet type.

o i, aninteger in the ordered list <1,2,...,n> of routers in the
pat h.

o k, an integer that orders the packets sent.

o a and b, two integers where b > a.

o H, arouter of the routers digest.

O <HL,..., Ha, ..., Ho, ...., Hn> the routers digest.

o <T1, T2, ..., Trp, a list of tinmes.

6.1.3. Metric Units

The val ue of a Type- P- Segnent - One-way- Del ay-Streamis a pair of:
Alist of tinmes <T1, T2, ..., Tne; and
A sequence of del ays.

6.1.4. Definition

Gven two routers, Ha and Hb, of the path <HL, H2,..., Ha, ..., Hb,
., Hn> and the matrix of Type-P- SpatlaI-Che way- Del ay- Vect or for
the packets sent fromSrc to Dst at times <T1, T2, ..., Tm1, T :
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<T1, dT1.1, dT1.2, ..., dTl.a, ..., dTl.b,..., dTl.n, dT1>;
<T2, dT2.1, dT2.2, ..., dT2.a, ., dT2.b,..., dT2.n, dT2>;
<Tm dTm1l, dTm2, ..., dTma, ..., dTmb,..., dTmn, dTne.

We define the sanpl e Type- P-Segnent - One-way- Del ay- Stream as t he
sequence <dT1l.ab, dT2.ab, ..., dTk.ab, ..., dTm ab> such that for
each tine Tk, 'dTk.ab’ is either the real nunmber ’'dTk.b - dTk.a’, if
the packet sent at the tinme Tk passes Ha and Hb, or is undefined if
this packet never passes Ha or (inclusive) never passes Hb

6.1.5. Discussion
Sone specific issues that may occur are as foll ows:

o the delay singletons "appear"” to decrease: dTi > DTi+1, and is
di scussed in section 5.1.5.

* This could al so occur when the clock resolution of one
nmeasur enment collection point is |larger than the m ni num del ay
of a path. For exanple, the mninumdelay of a 500 km path
through optical fiber facilities is 2.5 ns, but the neasurenent
coll ection point has a clock resolution of 8 ms.

The nmetric SHALL be invalid for times < T1
the follow ng conditions occur

, 12, ..., Tm1, Tre if

o Ha or Hb disappears fromthe path due to sone routing change.
0o The order of Ha and Ho changes in the path.

6.2. A Definition of a Sample of Packet Loss of a Segnent of the Path
This nmetric defines a sanple of packet |oss over tine between a pair
of routers of a path. Since it is very close semantically to the
nmetric Type- P-Packet-|oss-Stream defined in section 3 of [RFC2680],
sections 3.5 to 3.8 of [RFC2680] are integral parts of the definition
text bel ow.

6.2.1. Metric Nanme

Type- P- Segment - Packet - Loss- St ream
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6.2.2. Metric Paraneters
o Src, the I P address of the sender.
o Dst, the IP address of the receiver.
o Type-P, the specification of the packet type.
o k, an integer that orders the packets sent.
0O n, an integer that orders the routers on the path.
o aand b, two integers where b > a.
o <HL, H2, ..., Ha, ..., Ho, ...,Hn> the routers digest.
o H, arouter of the routers digest.
o <T1, T2, ..., Tmp, a list of times.
o <L1, L2, ..., Ln> a list of Bool ean val ues.
6.2.3. Metric Units
The val ue of a Type-P-Segnent - Packet - Loss-Streamis a pair of:
The list of tines <T1, T2, ..., Tnp; and
A sequence of Bool ean val ues.

6.2.4. Definition

Gven two routers, Ha and Hb, of the path <Hl, H2,..., Ha, ..., Ho,
., Hn> and the matrix of Type-P-Spatial - Packet-Loss-Vector for the
packets sent fromSrc to Dst at tinmes <T1, T2, ..., Tm1l, Tnp :
<T1, L1.1, L1.2,..., Ll.a, ..., L1.b, ..., L1.n, L>,
<T2, L2.1, L2.2,..., L2.a, ..., L2.b, ..., L2.n, L>,
<Tm Lm1l, Lm2,..., Lmm, ..., Lmb, ..., Lmn, L>

We define the value of the sanple Type-P-Segment - Packet - Loss- St ream
fromHa to Hb as the sequence of Bool eans <L1.ab, L2.ab,..., Lk.ab
., Lmab> such that for each Tk:
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o A value of Lk of 0 neans that Ha and Hb observed the packet sent
at time Tk (both Lk.a and Lk.b have a val ue of 0).
o A value of Lk of 1 neans that Ha observed the packet sent at tine
Tk (Lk.a has a value of 0) and that Hb did not observe the packet

sent at tinme Tk (Lk.b has a value of 1).

o The value of Lk is undefined when neither Ha nor Hb observed the
packet (both Lk.a and Lk.b have a value of 1).

6.2.5. Discussion
Unl i ke Type- P-Packet -l o0ss-Stream Type-P-Segnent - Packet - Loss- Stream
relies on the stability of the routers digest. The netric SHALL be
invalid for times < T1, T2, ..., Tm1l, Tne if the follow ng
condi tions occur:
o Ha or Hb disappears fromthe path due to sone routing change.
0 The order of Ha and Hbo changes in the path.
0o Lk.a or Lk.b is undefined.

o Lk.a has the value 1 (not observed) and Lk.b has the value 0
(observed).

o L has the value 0 (the packet was received by Dst) and Lk.ab has
the value 1 (the packet was | ost between Ha and Hb).

6.3. A Definition of a Sanple of ipdv of a Segnment Using the Previous
Packet Sel ection Function

This metric defines a sanple of ipdv [ RFC3393] over tinme between a
pair of routers using the previous packet as the selection function.

6.3.1. Metric Nane
Type- P- Segnent - i pdv- prev- Stream
6.3.2. Metric Paraneters
o Src, the I P address of the sender.
o Dst, the IP address of the receiver.
o Type-P, the specification of the packet type.

o k, an integer that orders the packets sent.
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O n, an integer that orders the routers on the path.

o a and b, two integers where b > a.

o <HL, H2, ..., Ha, ..., Ho, ...,Hn> the routers digest.
o <T1, T2, ..., Tm1l, T, a list of tinmes.
o <Tk, dTk.1, dTk.2, ..., dTk.a, ..., dTk.b,..., dTk.n, dTk>, a

Type- P- Spati al - One- way- Del ay- Vect or .
6.3.3. Metric Units
The val ue of a Type-P-Segnent-ipdv-prev-Streamis a pair of:
The list of <T1, T2, ..., Tm1, Tnp; and
A list of pairs of interval of tinmes and del ays;

6.3.4. Definition

G ven two routers, Ha and Hb, of the path <Hl, H2, Ha, , Hb,

.., Hn> and the matrix of Type-P-Spati al - One-way- Delay Véctor for

the packets sent fromSrc to Dst at tines <T1, T2, ..., Tm1l, Trp :
<T1, dTl1.1, dT1.2, ..., dTl.a, ..., dTl.b,..., dTl.n, dT1>,
<T2, dT2.1, dT2.2, ..., dT2.a, ..., dT2.b,..., dT2.n, dT2>,
<Tm dTm1, dTm2, ..., dTma, ..., dTmb,..., dTmn, dTnme

We define the Type-P-Segnent-i pdv-prev-Stream as the sequence of
packet time pairs and del ay variations

<(T1, T2 , dT2.ab - dTl.ab) ,...,

(Tk-1, Tk, dTk.ab

dTk-1.ab), ...,
(Tm1, Tm dTmab - dTm 1. ab)>

For any pair, Tk, Tk-1 in k=1 through m the difference dTk.ab - dTk-
1.ab is undefined if:

o the delay dTk.a or the delay dTk-1.a is undefined, OR

o the delay dTk.b or the delay dTk-1.b is undefined.
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6.3.5. Discussion
This metric belongs to the famly of inter-packet delay variation
metrics (I PDV in uppercase) whose results are extrenely sensitive to
the inter-packet interval in practice.
The inter-packet interval of an end-to-end IPDV netric is under the
control of the source (ingress point of interest). |In contrast, the
i nter-packet interval of a segnent IPDV netric is not under the
control the ingress point of interest of the measure, Ha. The
interval will certainly vary if there is delay variation between the
Source and Ha. Therefore, the ingress inter-packet interval nust be
known at Ha in order to fully conprehend the delay variation between
Ha and Hb.

6.4. A Definition of a Sample of ipdv of a Segment Using the M nimum
Del ay Sel ection Function

This nmetric defines a sanple of ipdv [ RFC3393] over tine between a
pair of routers on a path using the m nimum del ay as one of the
sel ected packets in every pair
6.4.1. Metric Nane
Type- P- Segnent - One- way-i pdv-m n- St ream
6.4.2. Metric Paraneters
o Src, the I P address of the sender.
o Dst, the IP address of the receiver.
o Type-P, the specification of the packet type.
o k, an integer that orders the packets sent.
o i, an integer that identifies a packet sent.

0 n, an integer that orders the routers on the path.

o aand b, two integers where b > a.

o <HL, H2, ..., Ha, ..., Ho, ...,Hn> the routers digest.
o <T1, T2, ..., Tm1l, T, a list of tinmes.
o <Tk, dTk.1, dTk.2, ..., dTk.a, ..., dTk.b,..., dTk.n, dTk> a

Type- P- Spati al - One- way- Del ay- Vect or.
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6.4.3. Metric Units
The val ue of a Type- P- Segnent - One-way-i pdv-mn-Streamis a pair of:
The list of <T1, T2, ..., Tm1l, Tnp;, and
A list of tines.

6.4.4. Definition

G ven two routers, Ha and Hb, of the path <Hl, H2, Ha, , Hb,
., Hn> and the matrix of Type-P-Spatial - One-way- Delay Véctor for
the packets sent fromSrc to Dst at tines <T1, T2, ..., Tm1l, Trp :
<T1, dT1.1, dT1.2, ..., dTl.a, ..., dTl.b,..., dTi.n, dT1l>,
<T2, dT2.1, dT12.2, ..., dT2.a, ..., dT2.b,..., dT2.n, dT2>,
<Tm dTm1, dTm2, ..., dTma, ..., dTmb,..., dTmn, dTnp.

We define the Type-P-Segnent - One-way-i pdv-m n-Stream as the sequence
of times <dTl.ab - min(dTi.ab) ,..., dTk.ab - mn(dTi.ab), ...
dTm ab - m n(dTi.ab)> where

o mn(dTi.ab) is the mnimmvalue of the tuples (dTk.b - dTk.a);

o for each time Tk, dTk.ab is undefined if dTk.a or (inclusive)
dTk.b is undefined, or the real nunber (dTk.b - dTk.a) is
undef i ned.

6.4.5. Discussion

This metric belongs to the famly of packet delay variation nmetrics
(PDV). PDV distributions have | ess sensitivity to inter-packet
interval variations than | PDV values, as di scussed above.

In principle, the PDV distribution reflects the variation over many
di fferent inter-packet intervals, fromthe smallest inter-packet
interval, up to the length of the evaluation interval, Tm- T1
Therefore, when delay variation occurs and di sturbs the packet
spaci ng observed at Ha, the PDV results will |ikely conpare favorably
to a PDV neasurenent where the source is Ha and the destination is
Hb, because a w de range of spacings are reflected in any PDV

di stribution.
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7. One-to-Goup Metrics Definitions

This section defines perfornance nmetrics between a source and a group
of receivers.

7.1. A Definition for One-to-G oup Del ay

This section defines a netric for one-way del ay between a source and
a group of receivers.

7.1.1. Metric Nane
Type- P- One-t o- gr oup- Del ay- Vect or
7.1.2. Metric Paraneters
o Src, the IP address of a host acting as the source.

o Recvl,..., RecvN, the I P addresses of the N hosts acting as
receivers.

o T, atine.
o dTl,...,dTn a list of tines.
o Type-P, the specification of the packet type.

o0 &, the receiving group identifier. The paraneter G is the
mul ticast group address if the neasured packets are transmtted
over IP nmulticast. This paraneter is to differentiate the
nmeasured traffic fromother unicast and nulticast traffic. It is
OPTIONAL for this metric to avoid | osing any generality, i.e., to
make the metric al so applicable to unicast measurenment where there
is only one receiver.

7.1.3. Metric Units

The val ue of a Type- P-One-to-group-Del ay-Vector is a set of Type-P-
One-way- Del ay singletons [ RFC2679], that is a sequence of tinmes (a
real nunber in the dinension of seconds with sufficient resolution to
convey the results).

7.1.4. Definition
G ven a Type-P packet sent by the source Src at time T, and the N
hosts { Recvl,...,RecvN } which receive the packet at the tine {

T+dT1, ..., T+dTn }, or the packet does not pass a receiver within a
specified |l oss threshold tine, then the Type-P-One-to-group-Del ay-
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Vector is defined as the set of the Type-P-One-way-Del ay singl etons
between Src and each receiver with value of { dT1, dT2,...,dTn },
where any of the singletons may be undefined if the packet did not
pass the corresponding receiver within a specified |oss threshold
time.

.2. A Definition for One-to-G oup Packet Loss
.2.1. Metric Nane

Type- P- One-t o- gr oup- Packet - Loss- Vect or

7.2.2. Metric Paraneters

o Src, the IP address of a host acting as the source.

o0 Recvl,..., RecvN, the IP addresses of the N hosts acting as
receivers.

o T, atine.
o Type-P, the specification of the packet type.

o &, the receiving group identifier, OPTIONAL

7.2.3. Metric Units

The val ue of a Type- P-One-to-group-Packet-Loss-Vector is a set of
Type- P- One- way- Packet - Loss si ngl et ons [ RFC2680] .

o T, time the source packet was sent.
o L1,...,LN a list of Bool ean val ues.

.2.4. Definition
G ven a Type-P packet sent by the source Src at T and the N hosts,
Recvl, ..., RecvN, the Type-P-One-to-group-Packet-Loss-Vector is
defined as a set of the Type-P-One-way- Packet-Loss singl etons between
Src and each of the receivers:

{T, <L1=0]1>,<L2=0|1>,..., <LN=0| 1>},

where the Bool ean val ue 0|1 depends on receiving the packet at a
particul ar receiver within a loss threshold tine.
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7.3. A Definition for One-to-G oup ipdv
7.3.1. Metric Nane
Type- P- One-t o- gr oup-i pdv- Vect or
7.3.2. Metric Paraneters
o Src, the IP address of a host acting as the source.

0o Recvl,..., RecvN, the IP addresses of the N hosts acting as
receivers.

o T1, a tine.

o T2, atinme.

o ddTl, ...,ddTn, a list of tines.

o Type-P, the specification of the packet type.

o F, a selection function non-anbi guously defining the two packets
fromthe stream sel ected for the netric.

o &, the receiving group identifier. The paraneter G is the
mul ticast group address if the neasured packets are transmtted
over IP multicast. This paranmeter is to differentiate the
nmeasured traffic fromother unicast and nulticast traffic. It is
OPTIONAL in the nmetric to avoid |losing any generality, i.e., to
nmake the nmetric al so applicable to unicast measurenent where there
is only one receiver.

7.3.3. Metric Units

The val ue of a Type-P-One-to-group-ipdv-Vector is a set of Type-P-
One-way-i pdv singl etons [ RFC3393].

7.3.4. Definition

G ven a Type-P packet stream Type-P-One-to-group-ipdv-Vector is
defined for two packets transferred fromthe source Src to the N
hosts {Recvl,...,RecvN }, which are selected by the sel ection
function F as the difference between the val ue of the Type-P-0One-to-
group- Del ay-Vector fromSrc to { Recvl,..., RecyN} at time Tl and
the val ue of the Type-P-One-to-group-Del ay-Vector fromSrc to {
Recvl,...,RecvyN } at tine T2. Tl is the wire-time at which Src sent
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the first bit of the first packet, and T2 is the wire-time at which
Src sent the first bit of the second packet. This netric is derived
fromthe Type- P-One-to-group-Del ay-Vector netric.

For a set of real nunbers {ddT1,...,ddTn}, the Type-P-One-to-group-

i pdv-Vector fromSrc to { Recvl,...,RecyN} at T1, T2 is
{ddT1,...,ddTn} neans that Src sent two packets, the first at wre-
time T1 (first bit), and the second at wire-time T2 (first bit) and
the packets were received by { Recvl,...,RecvyN} at wire-time {dT1l+
T1,...,dTn+T1}(l ast bit of the first packet), and at wire-tinme {dT 1+
T2,...,dT' n+T2} (last bit of the second packet), and that {dT 1-
dT1,...,dT n-dTn} ={ddT1,...,ddTn}.

For any pair of selected packets, the difference dT' n-dTn is
undefined if:

o the delay dTn to Receiver n is undefined, OR
o the delay dT'n to Receiver n is undefined.
8. One-to-Goup Sanple Statistics

The one-to-group netrics defined above are directly achi eved by
collecting rel evant uni cast one-way netrics measurenents results and
by gat hering them per group of receivers. They produce network
performance i nformation that guides engineers toward potentia

probl ems that may have happened on any branch of a multicast routing
tree.

The results of these nmetrics are not directly usable to present the
performance of a group because each result is made of a huge nunber
of singletons that are difficult to read and anal yze. As an exanpl e,
del ays are not conparabl e because the di stance between receiver and
sender differs. Furthernore, they don't capture relative performance
situations in a multiparty comunication

Fromt he perfornmance point of view, the multiparty comunication
services not only require the support of absol ute perfornance

i nformati on but also information on "relative perfornmance".

"Rel ative performance"” neans the difference between absol ute
performance of all users. Directly using the one-way nmetrics cannot
present the relative performance situation. However, if we use the
variations of all users’ one-way paraneters, we can have new netrics
to neasure the difference of the absolute perfornmance and hence
provide the threshold value of relative performance that a multiparty
service mght demand. A very good exanple of the high relative
performance requirement is online gamng. A very small difference in
delay might result in failure in the gane. W have to use nulticast-
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specific statistic netrics to define the relative delay required by
online gam ng. There are nmany ot her services, e.g., online biding,
online stock market, etc., that require nmulticast metrics in order to
eval uate the network against their requirenments. Therefore, we can
see the inportance of new, nulticast specific, statistic metrics to
feed this need.

We might al so use some one-to-group statistic conceptions to present
and report the group perfornmance and relative performance to save the
report transm ssion bandwi dth. Statistics have been defined for One-
way metrics in corresponding RFCs. They provide the foundation of
definition for performance statistics. For instance, there are
definitions for mninumand naxi mum one-way delay in [ RFC2679].
However, there is a dramatic difference between the statistics for
one-to-one conmuni cati ons and for one-to-nmany communi cations. The
fornmer one only has statistics over the tine dinension while the

| ater one can have statistics over both time and space di nensions.
Thi s space dinmension is introduced by the Matri x concept as
illustrated in Figure 4. For a Matrix M each rowis a set of one-
way singl etons spreading over the tinme dinmension and each colum is
anot her set of One-way singletons spreadi ng over the space di nension.

Recei vers

Space
N

1] / R1dT1  R1dT2 R1dT3 ... R1dTk \
. I

2| | R2dT1 R2dT2 R2dT3 ... R2dTk |
| I

3| | R3dT1 R3dT2 R3dT3 ... R3dTk |

b I
o |

n| \ RndTl RndT2 RndT3 RndTk /
R > time
TO

Figure 4: Matrix M (n*m

In Matrix M each elenent is a one-way delay singleton. Each colum
is a delay vector. It contains the one-way del ays of the sane packet
observed at n points of interest. It inplies the geographical factor
of the performance within a group. Each rowis a set of one-way

del ays observed during a sanmpling interval at one of the points of
interest. It presents the delay perfornance at a receiver over the
time di mension.
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Therefore, one can either calculate statistics by rows over the space
di mension or by columms over the tine dimension. |It’s up to the
operators or service providers in which dinmension they are
interested. For exanple, a TV broadcast service provider mght want
to know the statistical performance of each user in a long-termrun
to nake sure their services are acceptable and stable. Wile for an
online gam ng service provider, he mght be nore interested in
knowing if all users are served fairly by calculating the statistics
over the space dinmension. This menp does not intend to recomrend
which of the statistics are better than the others.

To save the report transm ssion bandw dth, each point of interest can
send statistics in a pre-defined tine interval to the reference point
rather than sending every one-way singleton it observed. As |long as
an appropriate tinme interval is decided, appropriate statistics can
represent the performance in a certain accurate scale. How to decide
the time interval and how to bootstrap all points of interest and the
ref erence point depend on applications. For instance, applications
with a | ower transm ssion rate can have the tine interval be |onger
and ones with higher transmi ssion rate can have the tine interval be
shorter. However, this is out of the scope of this meno.

Mor eover, after knowi ng the statistics over the time di mension, one
m ght want to know how these statistics are distributed over the
space di nmension. For instance, a TV broadcast service provider had
the performance Matrix M and cal cul ated the one-way del ay nean over
the time dinmension to obtain a delay Vector as {V1,V2,..., WN}. He
then cal culated the mean of all the elenents in the Vector to see
what | evel of delay he has served to all N users. This new del ay
nmean gives informati on on how well the service has been delivered to
a group of users during a sanpling interval in terms of delay. It
requires twi ce as nuch calculation to have this statistic over both
ti me and space di nensions. These kinds of statistics are referred to
as 2-level statistics to distinguish themfrom 1-1evel statistics
cal cul ated over either space or time dinmension. It can be easily
proven that no matter over which dinmension a 2-level statistic is
calculated first, the results are the same. That is, one can

cal cul ate the 2-1evel delay mean using the Matrix M by having the
1-1evel delay nmean over the tinme dinmension first and then cal cul ate
the mean of the obtained vector to find out the 2-1evel delay mnean.
O, he can do the 1-level statistic calculation over the space

di nension first and then have the 2-level delay nean. Both results
will be exactly the sanme. Therefore, when defining a 2-1eve
statistic, there is no need to specify the order in which the

cal cul ation i s executed.
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Many statistics can be defined for the proposed one-to-group netrics
over the space dinension, the time dimension, or both. This meno
treats the case where a stream of packets fromthe Source results in
a sanple at each of the Receivers in the Goup, and these sanples are
each sunmarized with the usual statistics enployed in one-to-one
conmuni cation. New statistic definitions are presented, which
sunmmari ze the one-to-one statistics over all the Receivers in the

G oup.

8.1. Discussion on the Inpact of Packet Loss on Statistics

Packet | oss does have effects on one-way netrics and their
statistics. For exanple, a | ost packet can result in an infinite
one-way delay. It is easy to handle the problemby sinply ignoring
the infinite value in the metrics and in the calculation of the
correspondi ng statistics. However, the packet |oss has such a strong
i mpact on the statistics calculation for the one-to-group metrics
that it can not be solved by the same net hod used for one-way

nmetrics. This is due to the conplexity of building a matri x, which
is needed for calculation of the statistics proposed in this meno.

The situation is that neasurenent results obtained by different end
users mght have different packet |oss pattern. For exanple, for
Userl, packet A was observed to be lost. And for User2, packet A was
successfully received, but packet B was lost. |[|f the nmethod to
overconme the packet loss for one-way netrics is applied, the two
singleton sets reported by Userl and User2 will be different in termns
of the transmtted packets. Moreover, if Userl and User2 have a

di fferent nunber of |ost packets, the size of the results will be
different. Therefore, for the centralized calculation, the reference
point will not be able to use these two results to build up the group
Matrix and cannot calculate the statistics. The extreme situation
bei ng the case when no packets arrive at any user. One of the
possi bl e solutions is to replace the infinite/undefined delay val ue
by the average of the two adjacent values. For exanple, if the
result reported by Userl is { RLdT1 R1dT2 R1dT3 ... R1dTK-1 UNDEF
R1dTK+1... RLIMD } where "UNDEF" is an undefined value, the reference
point can replace it by RLdTK = {( RIdTK-1) +( R1dTK+1)}/2. Therefore
this result can be used to build up the group Matrix with an
estimted value RIdTK. There are other possible solutions, such as
using the overall nean of the whole result to replace the infinite/
undefined val ue, and so on. However, this is out of the scope of
thi s neno.

For the distributed calculation, the reported statistics m ght have

different "weight” to present the group perfornmance, which is
especially true for delay and ipdv relevant netrics. For exanple,
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8.

2.

Userl cal cul ates the Type-P-Finite-One-way-Del ay- Mean RIMD as shown
in Figure 7 without any packet |oss, and User2 cal cul ates the R2MD
with N2 packet |oss. The RIMD and R2MD shoul d not be treated with
equal wei ght because R2MD was cal cul ated only based on two del ay
values in the whole sample interval. One possible solution is to use
a weight factor to mark every statistic value sent by users and use
this factor for further statistic calculation.

General Metric Paraneters

o Src, the | P address of a host.

o0 G the receiving group identifier.

o N, the number of Receivers (Recvl, Recv2, ... RecvN).
o T, atinme (start of test interval).

o Tf, atime (end of test interval).

o K, the nunber of packets sent fromthe source during the test
i nterval .

o J[n], the nunber of packets received at a particul ar Receiver, n,
wher e 1<=n<=N.

o lanmbda, a rate in reciprocal seconds (for Poisson Streans).

o incT, the nom nal duration of inter-packet interval, first bit to
first bit (for Periodic Streans).

o TO, atine that MUST be selected at randomfromthe interval [T,
T+l] to start generating packets and taking nmeasurenents (for
Peri odi c Streans).

o TstanpSrc, the wire-tine of the packet as measured at MP(Src) (the
Sour ce Measurenent Point).

o TstanpRecv, the wire-tinme of the packet as neasured at MP(Recv),
assigned to packets that arrive within a "reasonable" time.

o Trmax, a maxinumwaiting tinme for packets at the destination, set
sufficiently long to disanbi guate packets with |ong delays from
packets that are discarded (lost); thus, the distribution of delay
is not truncated.

o dT, shorthand notation for a one-way delay singleton val ue.
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8.

8.

o L, shorthand notation for a one-way | oss singleton value, either
zero or one, where L=1 indicates | oss and L=0 indicates arrival at
the destination within TstanpSrc + Tnax, nmay be indexed over n
Recei vers.

o DV, shorthand notation for a one-way del ay variation singleton
val ue.

3. One-to-Goup Delay Statistics

This section defines the overall one-way delay statistics for a

receiver and for an entire group as illustrated by the matri x bel ow.
Recv R Sanple ------------- \ Stats Group Stat
1 R1dT1 R1dT2 R1dT3 ... R1dTk RIMD \
2 R2dT1 R2dT2 R2dT3 ... R2dTk R2MD
3 R3dT1 R3dT2 R3dT3 ... R3dTk R3NMD |> Group Del ay
|
h RndT1 RndT2 RndT3 ... RndTk RnMD /|

Recei ver-n
Del ay

Figure 5: One-to-Goup Mean Del ay

Statistics are conputed on the finite one-way del ays of the matrix
above.

Al'l one-to-group delay statistics are expressed in seconds with
sufficient resolution to convey three significant digits.

3.1. Type-P-One-to-group-Receiver-n-Man-Del ay

This section defines Type-P-One-to-group-Recei ver-n-Man-Del ay, the
Del ay Mean, at each Receiver N, al so naned RnMD.

We obtain the value of Type-P-One-way-Delay singleton for all packets
sent during the test interval at each Receiver (Destination), as per
[ RFC2679]. For each packet that arrives within Tnax of its sending
time, TstampSrc, the one-way delay singleton (dT) will be the finite
val ue TstanmpRecv[i] - TstanpSrc[i] in units of seconds. O herw se,
the value of the singleton is Undefined.
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Jn]
1 \
RN\VD = --- * > TstanpRecv[i] - TstampSrc[i]
J[n] /
=1

Note: RnMD value is Undefined when J[n] = 0 for all n.
Figure 6: Type-P-One-to-group-Receiver-n- Mean- Del ay
where all packets i= 1 through J[n] have finite singleton del ays.
8.3.2. Type-P-0One-to-group- Mean- Del ay

This section defines Type-P-One-to-group-Man-Del ay, the Mean one-way
Del ay cal cul ated over the entire Group, also naned GWD.

N
1 \
= - * > RnMD
N /
n =1

Figure 7: Type- P-One-to-group- Mean-Del ay
Note that the Group Mean Delay can al so be cal culated by sumr ng the
finite one-way delay singletons in the matri x, and dividing by the
nunber of finite one-way del ay singletons.
8.3.3. Type- P- One-t 0- gr oup- Range- Mean- Del ay

This section defines a netric for the Range of Mean Del ays over all N
receivers in the Goup (RIMD, R2NMD...RnM).

Type- P- One-t 0- gr oup- Range- Mean-Del ay = GRMD = max(RaMD) - m n( RnMD)
8.3.4. Type-P-0One-to-group- Max- Mean- Del ay

This section defines a netric for the Maxi mum of Mean Del ays over all
N receivers in the Goup (RIMD, R2MD, ... RnMD).

Type- P- One-t o- gr oup- Max- Mean- Del ay = GWD = max( Rn\VD)
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one-way | oss statistics for a

receiver and for an entire group as illustrated by the matrix bel ow.
Recv R Sanple ---------- \ Stats Group Stat

1 R1L1 R1L2 R1L3 R1Lk RILR \

2 R2L1 R2L2 R2L3 R2Lk R2LR

3 R3L1 R3L2 R3L3 R3Lk R3LR |> Group Loss Ratio

RnL1

RnL2

Fi gure 8: One-to-Goup Loss Ratio

RnL3 ..

RnLk

Recei ver-n
Loss Ratio

RnLR /

Statistics are conputed on the sanple of Type-P-One-way- Packet-Loss
[ RFC2680] of the matrix above.

Al loss ratios are expressed in units of packets lost to tota

packe

8.4.1.

G ven a Matrix of

Loss-

ts sent.

Type- P- One-t 0- gr oup- Recei ver-n-Loss-Rati o

| oss singletons as illustrated above, deternmnine the
Type- P- One- way- Packet - Loss- Average for the sanple at each receiver,
according to the definitions and nethod of [RFC2680]. The Type-P-
One- way- Packet - Loss- Aver age and the Type- P- One-t o- gr oup- Recei ver-n-
Rati o, al so named RnLR, are equivalent netrics. |In terns of the

par anet ers used here,

St ephan,

these netrics definitions can be expressed as

Figure 9: Type-P-One-to-group-Receiver-n-Loss-Ratio

et al.
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8.4.2. Type-P-0One-to-group-Receiver-n-Conp-Loss-Ratio
Usual |y, the nunber of packets sent is used in the denom nator of
packet loss ratio netrics. For the conparative nmetrics defined here,
the denom nator is the maxi mum nunber of packets received at any
receiver for the sanple and test interval of interest. The nunerator
is the sumof the |osses at receiver n

The Conparative Loss Ratio, also named, RnCLR, is defined as

Note: Ln is a set of one-way | oss values at receiver n.
There is one value for each of the K packets sent.

Fi gure 10: Type- P-One-to-group- Recei ver-n-Conp-Loss-Ratio
8.4.3. Type-P-One-to-group-Loss-Ratio

Type- P- One-t o-group-Loss-Rati o, the overall Goup Loss Ratio, also
named GLR, is defined as:

K, N
1 \
GR=--- * > Ln(k)
K*N /
k,n =1

Figure 11: Type-P-One-to-group-Loss-Ratio
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Where the sumincludes all of the Loss singletons, Ln(k), over the N
receivers and K packets sent, in aratio with the total packets over
all receivers.

8.4.4. Type-P-0One-to-group-Range-Loss-Ratio
The One-to-group Loss Ratio Range is defined as:
Type- P- One-t o- gr oup- Range- Loss-Rati o = max(RnLR) - mi n(R1LR)
It is nost effective to indicate the range by giving both the maxi num
and mnimum |l oss ratios for the Group, rather than only reporting the
di f ference between t hem

8.5. One-to-group Delay Variation Statistics

This section defines one-way delay variation (DV) statistics for an

entire group as illustrated by the matrix bel ow.
Recv R Sanple -------------- \ Stats
1 R1ddT1 R1ddT2 R1ddT3 ... R1ddTk R1DV \
2 R2ddT1 R2ddT2 R2ddT3 ... R2ddTk R2DV I
3 R3ddT1 R3ddT2 R3ddT3 ... R3ddTk R3DV |> Group Stat
| |
h RnddT1 RnddT2 RnddT3 ... RnddTk RnDV /|

Fi gure 12: One-to-group Delay Variation Mtrix (DVMa)

Statistics are conputed on the sanple of Type-P-One-way-ipdv

singl etons of the group delay variation matri x above where RnddTk is
the Type-P-One-way-i pdv singleton evaluated at Receiver n for the
packet k and where RnDV is the point-to-point one-way packet del ay
variation for Receiver n.

Al One-to-group delay variation statistics are expressed in seconds
with sufficient resolution to convey three significant digits.

8.5.1. Type-P-0One-to-group-Range-Del ay- Vari ati on

This section defines a nmetric for the Range of Delay Variation over
all Nreceivers in the G oup.
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Maxi mum DV and mini mum DV over all receivers sumuarize the
performance over the Group (where DV is a point-to-point netric).
For each receiver, the DV is usually expressed as the 1-107(-3)
quantile of one-way delay m nus the ninimum one-way del ay.

Type- P- One-t o- gr oup- Range- Del ay- Vari ati on = GRDV =
= max(RnDV) - min(RnDV) for all n receivers

This range is determ ned fromthe mni num and maxi mum val ues of the
poi nt-to-poi nt one-way | P Packet Delay Variation for the set of
Destinations in the group and a popul ation of interest, using the
Packet Delay Variation expressed as the 1-10"-3 quantile of one-way
del ay minus the mninumone-way delay. |f a nore demanding service
is considered, one alternative is to use the 1-107-5 quantile, and in
ei ther case, the quantile used should be recorded with the results.
Both the mni num and the maxi mum del ay variati on are recorded, and
both values are given to indicate the |location of the range.

9. Measurenent Methods: Scalability and Reporting

Virtually all the guidance on measurenent processes supplied by the
earlier 1PPM RFCs (such as [RFC2679] and [ RFC2680]) for one-to-one
scenarios is applicable here in the spatial and nultiparty
neasurenent scenario. The nmain difference is that the spatial and
mul tiparty configurations require nultiple points of interest where a
stream of singletons will be collected. The anount of information
requiring storage grows with both the nunmber of metrics and the
points of interest, so the scale of the measurenent architecture

nmul tiplies the number of singleton results that nust be collected and
processed.

It is possible that the architecture for results collection involves
a single reference point with connectivity to all the points of
interest. In this case, the nunber of points of interest determn nes
both storage capacity and packet transfer capacity of the host acting
as the reference point. However, both the storage and transfer
capacity can be reduced if the points of interest are capabl e of
conputing the summary statistics that describe each neasurenent
interval. This is consistent with many operational nonitoring
architectures today, where even the individual singletons may not be
stored at each point of interest.

In recognition of the likely need to minimze the formof the results

for storage and communi cation, the Group nmetrics above have been
constructed to all ow sone conputati ons on a per-Receiver basis. This
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neans that each Receiver’'s statistics would nornally have an equa
weight with all other Receivers in the Goup (regardless of the
nunber of packets received).

9.1. Conputation Methods

The scalability issue can be rai sed when there are thousands of
points of interest in a group who are trying to send back the
nmeasurenment results to the reference point for further processing and
anal ysis. The points of interest can send either the whol e measured
sample or only the calculated statistics. The former is a
centralized statistic calculation nmethod and the latter is a
distributed statistic calculation nethod. The sanple should include
all netrics paraneters, the values, and the correspondi ng sequence
nunbers. The transm ssion of the whole sanple can cost nmuch nore
bandwi dth than the transm ssion of the statistics that should include
all statistic parameters specified by policies and the additiona

i nformati on about the whole sanmple, such as the size of the sanple,
the group address, the address of the point of interest, the ID of
the sanpl e session, and so on. Apparently, the centralized

cal cul ati on nethod can require nmuch nore bandw dth than the

di stributed cal cul ati on method when the sanple size is big. This is
especially true when the neasurenment has a very | arge nunber of the
points of interest. It can lead to a scalability issue at the

ref erence point by overloadi ng the network resources.

The distributed cal cul ati on nmethod can save nuch nore bandw dth and
mtigate issues arising fromscalability at the reference point side.

However, it may result in a loss of information. As not all neasured
singletons are available for building up the group matrix, the rea
performance over tine can be hidden fromthe result. For exanple,
the 1 oss pattern can be nissed by sinply accepting the |oss ratio.
This tradeof f between bandw dth consunption and information

acqui sition has to be taken into account when designing the

measur enent approach.

One possible solution could be to transnmit the statistic paraneters
to the reference point first to obtain the general information of the
group performance. |If detailed results are required, the reference
poi nt should send the requests to the points of interest, which could
be particular ones or the whole group. This procedure can happen in
the off peak time and can be well scheduled to avoid delivery of too
many points of interest at the same tinme. Conpression techniques can
al so be used to minimze the bandwi dth required by the transmn ssion
This could be a nmeasurement protocol to report the neasurenent
results. However, this is out of the scope of this neno.
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9.2. Measurenent

To prevent any bias in the result, the configuration of a one-to-many

nmeasure nust take into consideration that nore packets will be routed
than sent (copies of a packet sent are expected to arrive at many
destination points) and select a test packet rate that will not

i npact the network performance.
9.3. Effect of Tinme and Space Aggregation Order on Stats

This section presents the inpact of the aggregation order on the
scalability of the reporting and of the conmputation. It nmkes the
hypot hesi s that receivers are not co-located and that results are
gathered in a point of reference for further usages.

Multinetric sanples are represented in a matrix as illustrated bel ow
Poi nt of
I nt er est
1 R1S1 R1S1 R1S1 ... R1Sk \
|
2 R2S1 R2S2 R2S3 ... R2Sk
|
3 R3S1 R3S2 R3S3 ... R3Sk > Sanpl e over Space
- |
|
n RSl RnS2 RNS3 ... Rnsk |
S1M S2M S3M ... SnM Stats over Space
L e /
\/

Stats over Space and Tine
Figure 13: Inmpact of Space Aggregation on Multinetrics Stats
Two nethods are avail able to conpute statistics on a matri x:

o Method 1: The statistic metric is computed over time and then over
space; or

o Method 2: The statistic nmetric is conputed over space and then
over tine.
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These two nethods differ only by the order of the aggregation. The
order does not inpact the conputation resources required. It does
not change the value of the result. However, it inpacts severely the
m ni mal volume of data to report:

o Method 1: Each point of interest periodically conputes statistics
over tine to | ower the volunme of data to report. They are
reported to the reference point for subsequent conputations over
the spatial dimension. This volune no | onger depends on the
nunber of sanmples. It is only proportional to the computation
peri od.

o Method 2: The volune of data to report is proportional to the
nunber of sanples. Each sanple, R Si, nust be reported to the
reference point for conmputing statistic over space and statistic
over tine. The volune increases with the nunber of sanples. It
is proportional to the nunber of test packets;

Met hod 2 has severe drawbacks in terns of security and di nensioning:

0 Increasing the rate of the test packets may result in a Denial of
Service (DoS) toward the points of reference;

o The dinensioning of a neasurenment systemis quite inpossible to
val i dat e because any increase of the rate of the test packets wll
i ncrease the bandwi dth requested to collect the raw results.

The conputation period over tine period (conmonly naned the
aggregation period) provides the reporting side with a control of
various collecting aspects such as bandw dth, conputation, and
storage capacities. So this docunment defines netrics based on net hod
1

9.3.1. Inpact on Spatial Statistics
Two net hods are avail able to conpute spatial statistics:

o Method 1: Spatial segment netrics and statistics are preferably
conputed over time for each points of interest;

o Method 2: Vectors metrics are intrinsically instantaneous space

netrics, which nust be reported using Method 2 whenever
i nst ant aneous mnetrics information i s needed.
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3.2. Inpact on One-to-Goup Statistics
Two nethods are available to conmpute group statistics:

o Method 1: Figure 5 and Figure 8 illustrate the method. The one-
to-one statistic is conputed per interval of tine before the
conputati on of the mean over the group of receivers.

o Method 2: Figure 13 presents the second nethod. The netric is
conput ed over space and then over tine.

Manageabi |l ity Consi derations

This section defines the reporting of all the metrics introduced in
the docunent.

I nformati on nodel s of spatial metrics and of one-to-group netrics are
simlar except that points of interests of spatial vectors MJST be
ordered.

The conplexity of the reporting relies on the nunber of points of
i nterest.

1. Reporting Spatial Metric

The reporting of spatial metrics shares a | ot of aspects with RFC
2679 and RFC 2680. New ones are conmon to all the definitions and
are nostly related to the reporting of the path and of methodol ogy
paraneters that may bias raw results analysis. This section presents
these specific parameters and then |ists exhaustively the paraneters
that SHOULD be reported.

1.1. Path

End-to-end metrics can’t determine the path of the nmeasure despite
the fact that I PPM RFCs recommend it be reported (see section 3.8.4
of [RFC2679]). Spatial netrics vectors provide this path. The
report of a spatial vector MJST include the points of interests

i nvol ved: the sub-set of the routers of the path participating to the
i nst ant aneous mneasur e.

1.2. Host Order
A spatial vector MJST order the points of interest according to their
order in the path. The ordering MAY be based on information fromthe

TTL in IPv4, the Hop Limt in IPv6, or the corresponding information
in MPLS.
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The report of a spatial vector MJST include the ordered |ist of the
hosts involved in the instantaneous neasure.

1.3. Tinmestanping Bias

The location of the point of interest inside a node influences the
ti mestanpi ng skew and accuracy. As an exanple, consider that sone

i nternal machinery delays the tinmestanmping up to three nmlliseconds;
then the mniml uncertainty reported be 3 nms if the internal delay
is unknown at the time of the timestanping.

The report of a spatial vector MJST include the uncertainty of the
ti mestanpi ng conpared to wire-tine.

1.4. Reporting Spatial One-Way Del ay

The reporting includes information to report for one-way del ay as
section 3.6 of [RFC2679]. The sanme applies for packet |oss and i pdv.

2. Reporting One-to-Group Metric

Al reporting rules described in [RFC2679] and [ RFC2680] apply to the
correspondi ng One-to-group nmetrics. The followi ng are specific
paraneters that SHOULD be reported.

2.1. Path

As suggested by [ RFC2679] and [ RFC2680], the path traversed by the
packet SHOULD be reported, if possible. For One-to-group metrics,
the path tree between the source and the destinations or the set of
pat hs between the source and each destination SHOULD be report ed.

The path tree m ght not be as valuable as individual paths because an
i nconpl ete path mght be difficult to identify in the path tree. For
exanpl e, how many points of interest are reached by a packet
traveling along an inconpl ete path?

2.2. Goup Size

The group size SHOULD be reported as one of the critical managenent
paranmeters. One-to-group netrics, unlike spatial metrics, don't
require the ordering of the points of interests because group nenbers
recei ve the packets in parallel

2.3. Tinmestanping Bias

It is the sane as described in section 10.1. 3.
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2.4. Reporting One-to-group One-way Del ay
It is the sane as described in section 10.1. 4.
2.5. Measurenent Method

As explained in section 9, the neasurenent nethod will have inpact on
the anal ysis of the nmeasurenment result. Therefore, it SHOULD be
reported.

3. Metric ldentification

| ANA assigns each netric defined by the | PPM WG a uni que identifier
as per [RFC4148] in the | ANA-|I PPM METRI CS- REG STRY-M B

4. | nformati on Mode

This section presents the elenments of infornmation and the usage of
the information reported for network performance analysis. It is out
of the scope of this section to define howthe information is
reported.

The information nodel is built with pieces of information introduced
and explained in the sections of [RFC2679] , [RFC2680] , [RFC3393],
and [ RFC3432] that define the IPPMnetrics and fromany of the
sections named "Reporting the netric" , "Methodol ogy", and "Errors
and Uncertainties" whenever they exist in these docunents.

The following are the elements of information taken from end-to-end
netrics definitions referred to in this neno and from spatial and
mul ticast nmetrics it defines:

o Packet_type, the Type-P of test packets (Type-P)

o Packet_length, a packet length in bits (L).

o Src_host, the I P address of the sender.

o Dst_host, the I P address of the receiver.

0 Hosts_ series: <Hl, H2,..., Hn> a list of points of interest
participating in the instantaneous nmeasure. They are routers in
the case of spatial metrics or receivers in the case of one-to-
group netrics.

o0 Loss_threshold, the threshold of infinite del ay.
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o] Systenatip_error, constant delay between wire-tine and
t1 nmest anpi ng.
o Calibration_error, maximl uncertainty.
o Src_tinme, the sending tinme for a neasured packet.
o Dst tine, the receiving time for a neasured packet.

0 Result_status, an indicator of usability of a result ’Resource

exhaustion’ "infinite, 'lost’.
o Delays_series, <dT1,..., dTn> a list of delays.
o Losses_series, <Bl, B2, ..., Bi, ..., Bn> a list of Bool ean

val ues (spatial) or a set of Bool ean val ues (one-to-group).
0 Result _status series, a list of results status.
o dT, a delay.
o Singleton_nunber, a nunber of singletons.
o (bservation_duration, an observation duration
o netric_identifier

The following is the informati on of each vector that SHOULD be
avai |l abl e to conpute sanpl es:

o Packet type;
o Packet_| ength;
o Src_host, the sender of the packet;

o Dst _host, the receiver of the packet, apply only for spatia
vect ors;

0 Hosts_series, not ordered for one-to-group
o Src_tine, the sending tinme for the neasured packet;

o dT, the end-to-end one-way delay for the measured packet, apply
only for spatial vectors;

o Delays_series, apply only for delays and ipdv vector, not ordered
for one-to-group;
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0 Losses_series, apply only for packets |oss vector, not ordered for
one-t o- group;
0 Result_status_series;

0 bservation_duration, the difference between the tine of the |ast
singleton and the time of the first singleton.

Following is the context information (measure, points of interests)
that SHOULD be avail able to compute sanpl es:

o Loss threshold;

o Systemmtic error, constant delay between wire-tine and
ti mest anpi ng;

o Calibration error, maximl uncertainty.

A spatial or a one-to-group sanple is a collection of singletons
giving the performance fromthe sender to a single point of interest.

The following is the information that SHOULD be avail able for each
sample to compute statistics:

o Packet type;

o Packet_| ength;

o Src_host, the sender of the packet;

o Dst_host, the receiver of the packet;

o Start_time, the sending time of the first packet;

o Delays_series, apply only for delays and ipdv sanples;

0o Losses_series, apply only for packets | oss sanples;

0 Result_status_series;

0 GObservation_duration, the difference between the tinme of the | ast
singleton of the last sanple and the tinme of the first singleton

of the first sanple

The following is the context information (measure, points of
interests) that SHOULD be available to compute statistics:

o Loss threshold;
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o Systemmtic error, constant delay between wire-tine and
ti mest anpi ng;

o Calibration error, maximl uncertainty;

The following is the informati on of each statistic that SHOULD be
reported:

0 Result;

o Start_tine;

o Duration;

0 Result_status;

o Singleton_nunber, the number of singletons on which the statistic
i s conputed

11. Security Considerations

Spatial and one-to-group netrics are defined on the top of end-to-end
metrics. Security considerations discussed in the one-way del ay
netrics definitions of [ RFC2679], in packet |loss netrics definitions
of [RFC2680] and in IPDV netrics definitions of [RFC3393] and

[ RFC3432] apply to netrics defined in this nmeno.

Soneone may spoof the identity of a point of interest identity and
intentionally send corrupt results in order to renotely orient the
traffic engineering decisions.

A point of interest could intentionally corrupt its results in order
to renotely orient the traffic engi neering decisions.

11.1. Spatial Metrics

Mal i ci ous generation of packets that systematically natch the hash
function used to detect the packets may lead to a DoS attack toward
the point of reference.

Spati al measurenent results carry the performance of individua
segnents of the path and the identity of nodes. An attacker nay
infer fromthis infornmation the points of weakness of a network
(e.g., congested node) that would require the | east amount of
additional attacking traffic to exploit. Therefore, nonitoring
i nformati on should be carried in a way that prevents unintended
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12.

13.

reci pients frominspecting the neasurenent reports. A
straightforward solution is to restrict access to the reports using
encrypted sessions or secured networks.

2. One-to-Goup Metrics

Reporting of neasurenent results froma huge nunber of probes nmay
over|l oad reference point resources (network, network interfaces,
conput ati on capacities, etc.).

The configuration of a measurenent nust take into consideration that
inmplicitly nore packets will be routed than sent and select a test
packet rate accordingly. Collecting statistics froma huge nunber of
probes may overl oad any conbi nati on of the network to which the
nmeasurenent controller is attached, neasurenent controller network

i nterfaces, and neasurenent controller conputation capacities.

One-to-group netric neasurenents shoul d consider using source

aut hentication protocols, standardized in the MSEC group, to avoid
fraud packet in the sampling interval. The test packet rate could be
negoti ated before any neasurement session to avoid denial -of -service
attacks.

A point of interest could intentionally degrade its results in order
to renotely increase the quality of the network on the branches of
the nmulticast tree to which it is connected.
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| ANA Consi derations
Metrics defined in this menb have been registered in the | ANA | PPM
METRI CS REQ STRY as described in the initial version of the registry
[ RFC4148] :

| ANA has registered the followi ng netrics in the | ANA-1 PPM METRI CS-
REG STRY-M B

i et fSpatial OneWayDel ayVect or OBJECT- | DENTI TY
STATUS current

DESCRI PTI ON
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"Type- P- Spati al - One- way- Del ay- Vect or"
REFERENCE
"RFC 5644, section 5.1."
.= { ianal ppmvetrics 52 }
i et fSpatial Packet LossVect or OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- Spati al - Packet - Loss- Vect or"
REFERENCE
"RFC 5644, section 5.2."
= { ianal ppmvetrics 53 }
i etfSpati al OneWayl pdvVect or OBJECT- 1 DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- Spati al - One-way-i pdv- Vect or"
REFERENCE
"RFC 5644, section 5.3."
= { ianal ppmvetrics 54 }
i et f Segnent OneWayDel aySt r eam OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- Segrent - One- way- Del ay- St r eant
REFERENCE

"RFC 5644, section 6.1."
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.= { ianal ppmvetrics 55 }
i et f Segnent Packet LossStream OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- Segrent - Packet - Loss- St r eant
REFERENCE
"RFC 5644, section 6.2."
= { ianal ppmvetrics 56 }
i et f Segnent | pdvPrevSt ream OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- Segnent - i pdv- prev- Streant
REFERENCE
"RFC 5644, section 6.3."
= { ianal ppmvetrics 57 }
i et f Segnent | pdvM nStream OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- Segnent -i pdv-m n- St reant
REFERENCE
"RFC 5644, section 6.4."
.= { ianal ppmvetrics 58 }
-- One-to-group netrics

i et f OneToG oupDel ayVect or OBJECT- | DENTI TY
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STATUS current
DESCRI PTI ON
"Type- P- One-t o- gr oup- Del ay- Vect or ™
REFERENCE
"RFC 5644, section 7.1."
= { ianal ppmvetrics 59 }
i et f OneToGr oupPacket LossVect or OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P-One-t o- gr oup- Packet - Loss- Vect or"
REFERENCE
"RFC 5644, section 7.2."
.= { ianal ppmvetrics 60 }
i et f OneToG oupl pdvVect or OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P-One-t o- group-i pdv- Vect or"
REFERENCE
"RFC 5644, section 7.3."
= { ianal ppmvetrics 61 }
-- One to group statistics
i et f Onet oG oupRecei ver NMeanDel ay OBJECT- | DENTI TY

STATUS current
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DESCRI PTI ON
"Type- P- One-t o- gr oup- Recei ver - n- Mean- Del ay"
REFERENCE
"RFC 5644, section 8.3.1."
= { ianal ppmvetrics 62 }
i et f OneToG oupMeanDel ay OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- One-t o- gr oup- Mean- Del ay"
REFERENCE
"RFC 5644, section 8.3.2."
= { ianal ppmvetrics 63 }
i et f OneToGr oupRangeMeanDel ay OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- One-t o- gr oup- Range- Mean- Del ay"
REFERENCE
"RFC 5644, section 8.3.3."
.= { ianal ppmvetrics 64 }
i et f OneToG oupMaxMeanDel ay OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON

"Type- P- One-t o- gr oup- Max- Mean- Del ay"

REFERENCE
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"RFC 5644, section 8.3.4."
= { ianal ppmvetrics 65 }
i et f OneToG oupRecei ver NLossRati o OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- One-t o- gr oup- Recei ver - n- Loss- Rati 0"
REFERENCE
"RFC 5644, section 8.4.1."
= { ianal ppmvetrics 66 }
i et f OneToG oupRecei ver NConpLossRati o OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- One-t 0- gr oup- Recei ver - n- Conp- Loss- Rati 0"
REFERENCE
"RFC 5644, section 8.4.2."
= { ianal ppmvetrics 67 }
i etf OneToG oupLossRati o OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P-One-t o- group-Loss-Rati o"
REFERENCE

"RFC 5644, section 8.4.3."

;= { ianal ppmvetrics 68 }
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i et f OneToG oupRangelLossRati o OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P-One-t o- gr oup- Range- Loss- Rati 0"
REFERENCE
"RFC 5644, section 8.4.4."
= { ianal ppmvetrics 69 }
i et f OneToG oupRangeDel ayVari ati on OBJECT- | DENTI TY
STATUS current
DESCRI PTI ON
"Type- P- One-t o- gr oup- Range- Del ay- Vari ati on"
REFERENCE
"RFC 5644, section 8.5.1."

= { ianal ppmvetrics 70 }
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