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Requi renents of an MPLS Transport Profile
Abst r act

Thi s docunent specifies the requirenents of an MPLS Transport Profile
(MPLS-TP). This docunent is a product of a joint effort of the

I nternati onal Tel ecomunications Union (1 TU) and | ETF to include an
MPLS Transport Profile within the | ETF MPLS and PWE3 architectures to
support the capabilities and functionalities of a packet transport
network as defined by International Tel econmunications Union -

Tel econmmuni cati ons Standardi zati on Sector (I TUT).

This work is based on two sources of requirenments: MPLS and PWE3
architectures as defined by |IETF, and packet transport networks as
defined by I TUT.

The requirenents expressed in this docunent are for the behavior of
the protocol nechani sns and procedures that constitute building

bl ocks out of which the MPLS Transport Profile is constructed. The
requi rements are not inplenentation requirenents.

Status of This Meno
Thi s document specifies an Internet standards track protocol for the
Internet conmunity, and requests discussion and suggestions for
i mprovenents. Please refer to the current edition of the "Internet
O ficial Protocol Standards" (STD 1) for the standardi zation state
and status of this protocol. Distribution of this nenmo is unlimted.
Copyri ght and License Notice

Copyright (c) 2009 I ETF Trust and the persons identified as the
docunent authors. Al rights reserved.
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Thi s docunent is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this document. Please review these docunents
carefully, as they describe your rights and restrictions with respect

to this docunent.

the Trust Legal Provisions and are provided without warranty as
described in the BSD License.
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1

| ntroducti on

Bandwi dt h demand continues to grow worl dwi de, stinulated by the
accel erating grom h and penetration of new packet-based services and
mul ti nmedi a applications:

o Packet-based services such as Ethernet, Voice over |IP (VolP)
Layer 2 (L2) / Layer 3 (L3) Virtual Private Networks (VPNs), IP
television (IPTV), Radio Access Network (RAN) backhauling, etc.

o] Appl!cations wi th various bandwi dth and Quality of Service (QoS)
requirenents.

This growmh in demand has resulted in dramatic increases in access
rates that are, in turn, driving dramatic increases in netro and core
net wor k bandwi dt h requi rements.

Over the past two decades, the evolving optical transport

i nfrastructure (Synchronous Optical Networking (SONET) / Synchronous
Digital Hierarchy (SDH), Optical Transport Network (OTN)) has
provided carriers with a high benchmark for reliability and
operational sinplicity.

Wth the novenent towards packet-based services, the transport
network has to evolve to enconpass the provision of packet-aware
capabilities while enabling carriers to leverage their installed, as
wel | as planned, transport infrastructure investnents.

Carriers are in need of technol ogi es capable of efficiently
supporting packet-based services and applications on their transport
networ ks with guaranteed Service Level Agreenents (SLAs). The need
to increase their revenue while remaining conpetitive forces
operators to |l ook for the | owest network Total Cost of Owmnership
(TCO. Investnment in equipnment and facilities (Capital Expenditure
(CAPEX)) and QOperational Expenditure (OPEX) should be m nim zed.

There are a nunber of technol ogy options for carriers to neet the
chal | enge of increased service sophistication and transport
efficiency, with increasing usage of hybrid packet-transport and
circuit-transport technology solutions. To realize these goals, it
is essential that packet-transport technol ogy be avail able that can
support the sane high benchmarks for reliability and operationa
sinmplicity set by SDH SONET and OTN t echnol ogi es.
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Furthernore, for carriers it is inportant that operation of such
packet transport networks should preserve the | ook-and-feel to which
carriers have beconme accustoned in deploying their optical transport
networ ks, while providing common, nulti-|layer operations, resiliency,
control, and multi-technol ogy nanagenent.

Transport carriers require control and deterministic usage of network
resources. They need end-to-end control to engi neer network paths
and to efficiently utilize network resources. They require
capabilities to support static (managenent-pl ane-based) or dynamc
(control - pl ane- based) provisioning of determ nistic, protected, and
secured services and their associ ated resources.

It is also inportant to ensure snooth interworking of the packet
transport network with other existing/legacy packet networks, and
provi de mappi ngs to enabl e packet transport carriage over a variety
of transport network infrastructures. The latter has been terned
vertical interworking, and is also known as client/server or network
i nterworking. The former has been terned horizontal interworking,
and is al so known as peer-partition or service interworking. For
nore details on interworking and some of the issues that nay arise
(especially with horizontal interworking), see G 805 [I TU. G305. 2000]
and Y. 1401 [1TU. Y1401. 2008] .

Mul ti-Protocol Label Switching (MPLS) is a maturing packet technol ogy
and it is already playing an inportant role in transport networks and
services. However, not all of MPLS s capabilities and nechanisns are
needed and/or consistent with transport network operations. There
are al so transport technol ogy characteristics that are not currently
reflected in MPLS. Therefore, there is the need to define an MPLS
Transport Profile (MPLS-TP) that supports the capabilities and
functionalities needed for packet-transport network services and
operations through combining the packet experience of MPLS with the
operational experience and practices of existing transport networks.

MPLS-TP wi || enabl e the depl oynment of packet-based transport networks
that will efficiently scale to support packet services in a sinple
and cost-effective way. MPLS-TP needs to conbi ne the necessary
existing capabilities of MPLS with additional mnimal nechanisns in
order that it can be used in a transport role.

Thi s docunent specifies the requirenents of an MPLS Transport Profile
(MPLS-TP). The requirenents are for the behavior of the protoco
nmechani sns and procedures that constitute building bl ocks out of

whi ch the MPLS Transport Profile is constructed. That is, the

requi renents indicate what features are to be available in the MPLS
tool kit for use by MPLS-TP. The requirements in this docunent do not
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descri be what functions an MPLS-TP i npl ementati on supports. The
purpose of this docunent is to identify the toolkit and any new
protocol work that is required.

Thi s docunent is a product of a joint ITUT and | ETF effort to

i nclude an MPLS Transport Profile within the I ETF MPLS and PWE3
architectures to support the capabilities and functionalities of a
packet transport network as defined by ITUT. The docunent is a
requi rements specification, but is presented on the Standards Track
so that it can be nore easily cited as a normative reference from
within the work of the ITUT.

This work is based on two sources of requirenents, MPLS and PWE3
architectures as defined by |IETF and packet transport networks as
defined by ITUT. The requirenents of MPLS-TP are provi ded bel ow.
The rel evant functions of MPLS and PWE3 are included in MPLS-TP,
except where explicitly excluded. Any new functionality that is
defined to fulfill the requirenents for MPLS-TP nust be agreed within
the I ETF through the | ETF consensus process as per [RFC4929].

MPLS- TP transport paths may be established using static or dynamc
configuration. It should be noted that the MPLS-TP network and its
transport paths can al ways be operated fully (including OAM and
protection capabilities) in the absence of any control plane.

Requi renent s Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Al t hough this docunent is not a protocol specification, the use of
this language clarifies the instructions to protocol designers
produci ng solutions that satisfy the requirenents set out in this
docunent .

Not e:

Ter m nol ogy

Mappi ng between the terns in this section and | TU-T terni nol ogy

is described in [ TP- TERVS] .

The recovery requirements in this docunent use the recovery
term nol ogy defined in RFC 4427 [ RFC4427]; this is applied to both
control - pl ane- and managenent - pl ane- based operati ons of MPLS-TP
transport paths.
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1.2.1. Abbreviations
ASON: Autormatically Switched Optical Network
ATM Asynchronous Transfer Mode
CAPEX: Capital Expenditure
CE: Custoner Edge
FR. Franme Rel ay
GWPLS: Generalized Miulti-Protocol Label Switching
| GP: Interior Gateway Protocol
| PTV: 1P Tel evision
L2: Layer 2
L3: Layer 3
LSP: Label Swi tched Path
LSR: Label Switching Router
MPLS: Multi-Protocol Label Switching
OAM Qperations, Adm nistration, and Mi ntenance
OPEX: (perational Expenditure
OSl: Open Systens |nterconnection
OIN: Optical Transport Network
P2MP: Point to Miultipoint
P2P: Point to Point
PDU. Protocol Data Unit
PSC. Protection State Coordination
PW Pseudowi re

QS: Quality of Service
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SDH: Synchronous Digital Hi erarchy
SLA: Service Level Agreenent
SLS: Service Level Specification
S-PE: Switching Provider Edge
SONET: Synchronous Optical Network
SRLG Shared Ri sk Link G oup
TCO Total Cost of Oanership
T-PE: Terminating Provider Edge
Vol P: Voi ce over |IP
VPN: Virtual Private Network
WM  Wavel engt h Di vi sion Ml tipl exing

1.2.2. Definitions
Note: The definition of "segnent"” in a GWLS/ ASON context (i.e., as
defined in RFC4397 [ RFC4397]) enconpasses both "segnent" and
"concatenated segnent"” as defined in this docunent.
Associ ated bidirectional path: A path that supports traffic flowin
both directions but that is constructed froma pair of unidirectiona
paths (one for each direction) that are associated with one another
at the path’s ingress/egress points. The forward and backward
directions are setup, nonitored, and protected i ndependently. As a
consequence, they may or may not follow the sane route (links and
nodes) across the network.
Client layer network: In a client/server relationship (see G 805
[1 TU GB05.2000]), the client |ayer network receives a (transport)
service fromthe | ower server |ayer network (usually the |ayer
net wor k under consi deration).
Concat enat ed Segnent: A serial-conpound |ink connection as defined in
G 805 [I TU. GB05. 2000]. A concatenated segnent is a contiguous part

of an LSP or multi-segnent PWthat conprises a set of segments and
their interconnecting nodes in sequence. See also "Segnent".
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Control Plane: Wthin the scope of this docunent, the control plane
perfornms transport path control functions. Through signalling, the
control plane sets up, nodifies and rel eases transport paths, and may
recover a transport path in case of a failure. The control plane

al so perfornms other functions in support of transport path control
such as routing information di ssem nation

Co-routed Bidirectional path: A path where the forward and backward
directions follow the same route (links and nodes) across the
network. Both directions are setup, monitored and protected as a
single entity. A transport network path is typically co-routed.

Domai n: A domain represents a collection of entities (for exanple
network el enments) that are grouped for a particul ar purpose, exanples
of which are adninistrative and/or managerial responsibilities, trust
rel ati onshi ps, addressing schenmes, infrastructure capabilities,
aggregation, survivability techniques, distributions of contro
functionality, etc. Exanples of such domains include | GP areas and
Aut ononpus Syst ens.

Layer network: Layer network is defined in G805 [ITU. G805.2000]. A
| ayer network provides for the transfer of client information and

i ndependent operation of the client OAM A | ayer network may be
described in a service context as follows: one | ayer network may
provide a (transport) service to a higher client |ayer network and
may, in turn, be aclient to a |ower-layer network. A layer network
is a logical construction sonewhat independent of arrangenent or
conposition of physical network el ements. A particular physica
network el ement may topol ogically belong to nore than one | ayer

net wor k, depending on the actions it takes on the encapsul ation
associated with the logical layers (e.g., the |abel stack), and thus
could be nodeled as multiple logical elements. A |layer network may
consi st of one or nmore sublayers. Section 1.4 provides a nore
detail ed overvi ew of what constitutes a |ayer network. For
addi ti onal expl anation of how | ayer networks relate to the CS
concept of layering, see Appendix | of Y.2611 [ITU. Y2611.2006].

Li nk: A physical or |ogical connection between a pair of LSRs that
are adj acent at the (sub)layer network under consideration. A link
may carry zero, one, or more LSPs or PW. A packet entering a |link
will emerge with the sanme | abel -stack entry val ues.

MPLS- TP Logical Ring: An MPLS-TP logical ring is constructed froma

set of LSRs and | ogical data links (such as MPLS-TP LSP tunnels or
MPLS- TP pseudow res) and physical data |inks that forma ring

t opol ogy.

Pat h: See Transport Path.
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MPLS- TP Physical Ring: An MPLS-TP physical ring is constructed froma
set of LSRs and physical data links that forma ring topol ogy.

MPLS- TP Ri ng Topol ogy: In an MPLS-TP ring topol ogy, each LSR is
connected to exactly two other LSRs, each via a single point-to-point
bi directional MPLS-TP capable link. A ring may al so be constructed
fromonly two LSRs where there are al so exactly two |links. Rings may
be connected to other LSRs to forma |larger network. Traffic
originating or termnating outside the ring may be carried over the
ring. dient network nodes (such as CEs) may be connected directly
to an LSR in the ring.

Section Layer Network: A section layer is a server |ayer (which may
be MPLS-TP or a different technol ogy) that provides for the transfer
of the section-layer client information between adjacent nodes in the
transport-path layer or transport-service layer. A section |ayer may
provide for aggregation of multiple MPLS-TP clients. Note that G 805
[1 TU. GBO5. 2000] defines the section |ayer as one of the two | ayer
networks in a transm ssion-nedia |ayer network. The other |ayer
network is the physical-nmedia | ayer network.

Segnment: A link connection as defined in G 805 [ITU. G805.2000]. A
segnent is the part of an LSP that traverses a single link or the
part of a PWthat traverses a single link (i.e., that connects a pair
of adjacent {Switching|Term nating} Provider Edges). See also
"Concat enat ed Segnent".

Server Layer Network: In a client/server relationship (see G 805

[1 TU. GBO5.2000]), the server |layer network provides a (transport)
service to the higher client layer network (usually the | ayer network
under consideration).

Subl ayer: Subl ayer is defined in G 805 [ITU. G805.2000]. The

di stinction between a | ayer network and a sublayer is that a subl ayer
is not directly accessible to clients outside of its encapsul ating

| ayer network and offers no direct transport service for a higher

| ayer (client) network.

Swi t chi ng Provi der Edge (S-PE): See [ Ms-PW ARCH .
Term nating Provider Edge (T-PE): See [ Ms-PW ARCH| .
Transport Path: A network connection as defined in G 805

[1TU. GB05.2000]. In an MPLS-TP environnent, a transport path
corresponds to an LSP or a PW
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Transport Path Layer: A (sub)layer network that provides point-to-
point or point-to-nultipoint transport paths. It provides OAM t hat
i s independent of the clients that it is transporting.

Transport Service Layer: A layer network in which transport paths are
used to carry a custonmer’s (individual or bundl ed) service (may be
poi nt-to-point, point-to-nultipoint, or nmultipoint-to-nultipoint
services).

Transm ssion Media Layer: A layer network, consisting of a section
| ayer network and a physical |ayer network as defined in G 805

[1 TU. GBO5. 2000], that provides sections (two-port point-to-point
connections) to carry the aggregate of network-transport path or
net wor k- service layers on various physical nedia.

Unidirectional Path: A path that supports traffic flowin only one
direction.

1.3. Transport Network Overview

The connectivity service is the basic service provided by a transport
network. The purpose of a transport network is to carry its customer
traffic (i.e., the stream of custoner PDUs or customer bits,

i ncl udi ng overhead) between end points in the transport network
(typically over several internedi ate nodes). The connectivity
services offered to custoners are typically aggregated into |arge
transport paths with long holding times and OQAMthat is independent
(of the client OAM, which contribute to enabling the efficient and
reliabl e operation of the transport network. These transport paths
are nodified infrequently.

Quality-of -service mechanisnms are required in the packet transport
network to ensure the prioritization of critical services, to

guar ant ee bandwi dth, and to control jitter and delay. A transport
networ k must provide the nmeans to neet the quality-of-service
objectives of its clients. This is achieved by providing a nmechani sm
for client network service denmarcation for the network path together
with an associated network resiliency mechani sm

Aggregation is beneficial for achieving scalability and security
si nce:

1. It reduces the nunber of provisioning and forwarding states in
the network core.

2. It reduces load and the cost of inplenenting service assurance
and fault managenent.
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3. Custoner traffic is encapsul ated and | ayer-associ ated OAM
overhead is added. This allows conplete isolation of custoner
traffic and its nmanagement from carrier operations.

An inmportant attribute of a transport network is that it is able to
function regardl ess of which clients are using its connection service
or over which transmission nedia it is running. Froma functiona

and operational point of view, the client, transport network, and
server |layers are independent |ayer networks. Another key
characteristic of transport networks is the capability to maintain
the integrity of the client across the transport network. A
transport network nust also provide a nethod of service nonitoring in
order to verify the delivery of an agreed quality of service. This

i s enabl ed by neans of carrier-grade OAM tool s.

Customer traffic is first encapsulated within the transport-service
| ayer network. The transport service |layer network signals may then
be aggregated into a transport-path |ayer network for transport
through the network in order to optim ze network managenent.
Transport-service layer network OAMis used to nmonitor the transport
integrity of the customer traffic, and transport-path |ayer network
OAM is used to nonitor the transport integrity of the aggregates. At
any hop, the aggregated signals may be further aggregated in | ower-

| ayer transport network paths for transport across internediate
shared links. The transport service |ayer network signals are
extracted at the edges of aggregati on domai ns, and are either
delivered to the custonmer or forwarded to another domain. In the
core of the network, only the transport path |ayer network signals
are nonitored at internmediate points; individual transport service

| ayer network signals are nonitored at the network boundary.

Al t hough the connectivity of the transport-service |ayer network may
be point-to-point, point-to-nultipoint, or multipoint-to-nultipoint,
the transport-path [ayer network only provides point-to-point or

poi nt-to-mul tipoint transport paths, which are used to carry
aggregates of transport service layer network traffic.

1.4. Layer Network Overview

A layer network provides its clients with a transport service and the
operation of the |layer network is independent of whatever client
happens to use the |layer network. Information that passes between
any client to the layer network is common to all clients and is the

m ni mum needed to be consistent with the definition of the transport
service offered. The client |layer network can be connectionl ess,
connection-ori ented packet switched, or circuit switched. The
transport service transfers a payload such that the client can

popul ate the payl oad without affecting any operation within the
serving layer network. Here, payl oad neans:
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o an individual packet payload (for connectionl ess networks),

0 a sequence of packet payloads (for connection-oriented packet-
swi tched networks), or

o a determnistic schedule of payloads (for circuit-swtched
net wor ks) .

The operations within a layer network that are independent of its
clients include the control of forwarding, the control of resource
reservation, the control of traffic de-nerging, and the OAM and
recovery of the transport service. Al of these operations are
internal to a layer network. By definition, a |ayer network does not
rely on any client information to performthese operations, and
therefore all information required to performthese operations is

i ndependent of whatever client is using the |ayer network.

A layer network will have consistent features in order to support the
control of forwarding, resource reservation, OAM and recovery. For
exanpl e, a layer network will have a common addressing schene for the
end points of the transport service and a common set of transport
descriptors for the transport service. However, a client may use a
di fferent addressing schene or different traffic descriptors
(consistent with performance inheritance).

It is sonetinmes useful to independently nmonitor a smaller donmain
within a |l ayer network (or the transport services that traverse this
smal | er domain), but the control of forwarding or the control of
resource reservation involved retain their common el enments. These
smal | er nonitored domains are subl ayers.

It is sonetinmes useful to independently control forwarding in a
smal l er domain within a |layer network, but the control of resource
reservation and CAM retain their common el ements. These small er
domains are partitions of the |ayer network.

2. MPLS-TP Requirenents

The MPLS-TP requirements set out in this section are for the behavior
of the protocol mechani sms and procedures that constitute buil ding

bl ocks out of which the MPLS Transport Profile is constructed. That
is, the requirenents indicate what features are to be available in
the MPLS toolkit for use by MPLS-TP.
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2. 1.

10

11

N ven-

CGeneral Requirenents

The MPLS-TP data plane MJST be a subset of the MPLS data pl ane as
defined by the I ETF. When MPLS offers multiple options in this

respect, MPLS-TP SHOULD sel ect the mni num subset (necessary and
sufficient subset) applicable to a transport network application

The MPLS-TP design SHOULD as far as reasonably possible reuse
exi sting MPLS standards.

Mechani sns and capabilities MJIST be able to interoperate with
existing | ETF MPLS [ RFC3031] and | ETF PWE3 [ RFC3985] control and
dat a pl anes where appropri ate.

A. Data-plane interoperability MIUST NOT require a gateway
function.

MPLS-TP and its interfaces, both internal and external, MJST be
sufficiently well-defined that interworking equi pment supplied by
mul tiple vendors will be possible both within a single domain and
bet ween donai ns.

MPLS- TP MUST be a connection-oriented packet-sw tching technol ogy
with traffic-engineering capabilities that allow determnistic
control of the use of network resources.

MPLS- TP MUST support traffic-engi neered point-to-point (P2P) and
poi nt-to-multipoint (P2MP) transport paths.

MPLS- TP MUST support unidirectional, co-routed bidirectional, and
associ ated bidirectional point-to-point transport paths.

MPLS- TP MUST support unidirectional point-to-multipoint transport
pat hs.

The end points of a co-routed bidirectional transport path MJST
be aware of the pairing relationship of the forward and reverse
pat hs used to support the bidirectional service

Al'l nodes on the path of a co-routed bidirectional transport path
in the same (sub)layer as the path MJST be aware of the pairing
rel ationship of the forward and the backward directions of the
transport path.

The end points of an associated bidirectional transport path MJST

be aware of the pairing relationship of the forward and reverse
pat hs used to support the bidirectional service
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13

14

15

16

17

18

19

20

21

22

Nodes on the path of an associated bidirectional transport path
where both the forward and backward directions transit the sane
node in the same (sub)layer as the path SHOULD be aware of the
pairing relationship of the forward and the backward directions
of the transport path.

MPLS- TP MUST support bidirectional transport paths with symetric
bandwi dth requirenments, i.e., the anmount of reserved bandwi dth is
the sane between the forward and backward directions.

MPLS- TP MUST support bidirectional transport paths with
asymmetric bandwi dth requirenents, i.e., the anpbunt of reserved
bandwi dth differs between the forward and backward directions.

MPLS- TP MUST support the |ogical separation of the control and
managenment pl anes fromthe data pl ane.

MPLS- TP MUST support the physical separation of the control and
managenent planes fromthe data plane. That is, it nust be
possi bl e to operate the control and nanagenent planes out - of -
band, and no assunptions shoul d be nmade about the state of the
dat a- pl ane channel s frominformation about the control or
managemnent - pl ane channel s when they are running out - of - band.

MPLS- TP MUST support static provisioning of transport paths via
t he management pl ane.

A solution MJST be defined to support dynanic provisioning and
restoration of MPLS-TP transport paths via a control plane.

Static provisioning MUST NOT depend on the presence of any
el enent of a control plane.

MPLS- TP MUST support the coexistence of statically and
dynam cal | y provisi oned/ managed MPLS-TP transport paths within
the sanme | ayer network or domain

Mechani sns in an MPLS-TP | ayer network that satisfy functiona
requi renents that are common to general transport-layer networks
(i.e., independent of technol ogy) SHOULD be operable in a way
that is simlar to the way the equival ent nechani sns are operated
in other transport-I|layer technol ogies.

MPLS- TP MUST support the capability for network operation via the
management plane (w thout the use of any control-plane
protocols). This includes the configuration and control of OAM
and recovery functions.
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23

24

25

26

27

28

29

The MPLS-TP data pl ane MJUST be capabl e of

A. forwarding data i ndependent of the control or nanagenent
pl ane used to configure and operate the MPLS-TP | ayer
net wor k.

B. taking recovery actions independent of the control or
managenment pl ane used to configure the MPLS-TP | ayer networKk.

C. operating normally (i.e., forwarding, OAM and protection
MJST continue to operate) if the managenent plane or contro
pl ane that configured the transport paths fails.

MPLS- TP MUST support mechanisms to avoid or minimze traffic
i mpact (e.g., packet delay, reordering, and | oss) during network
reconfiguration.

MPLS- TP MUST support transport paths through nmultiple honbgeneous
donai ns.

MPLS- TP SHOULD support transport paths through nultiple non-
honbgeneous domai ns.

MPLS- TP MUST NOT dictate the depl oynment of any particul ar network
t opol ogy either physical or |ogical, however:

A. It MJST be possible to deploy MPLS-TP in rings.

B. It MJIST be possible to deploy MPLS-TP in arbitrarily
i nterconnected rings with one or two points of
i nt erconnecti on.

C. MPLS-TP MUST support rings of at |least 16 nodes in order to
support the upgrade of existing Time-Division Miltiplexing
(TDM rings to MPLS-TP. MPLS-TP SHOULD support rings with
nore than 16 nodes.

MPLS- TP MUST be able to scale at |east as well as existing
transport technol ogies with growi ng and i ncreasingly conpl ex
networ k topol ogies as well as with increasing anounts of
custoners, services, and bandw dth demand.

MPLS- TP SHOULD support nechani sns to saf eguard agai nst the
provi si oning of transport paths which contain forwardi ng | oops.
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2.2. Layering Requirenents

30 A generic and extensible solution MIUST be provided to support the
transport of one or nore client |ayer networks (e.g., MPLS-TP,
I P, MPLS, Ethernet, ATM FR etc.) over an MPLS-TP | ayer networKk.

31 A generic and extensible solution MIUST be provided to support the
transport of MPLS-TP transport paths over one or nore server
| ayer networks (such as MPLS-TP, Ethernet, SONET/SDH, OTN, etc.).
Requi rements for bandw dt h managerment within a server |ayer
network are outside the scope of this document.

32 In an environnent where an MPLS-TP | ayer network is supporting a
client layer network, and the MPLS-TP | ayer network is supported
by a server layer network, then operation of the MPLS-TP | ayer
networ k MJUST be possi bl e without any dependenci es on the server
or client l|ayer network.

A. The server |ayer MJST guarantee that the traffic-Ioading
i nposed by other clients does not cause the transport service
provided to the MPLS-TP | ayer to fall below the agreed |evel.
Mechani sns to achieve this are outside the scope of these
requi renents.

B. It MJIST be possible to isolate the control and managenent
pl anes of the MPLS-TP | ayer network fromthe control and
managenment pl anes of the client and server |ayer networks.

33 A solution MJIST be provided to support the transport of a client
MPLS or MPLS-TP | ayer network over a server MPLS or MPLS-TP | ayer
net wor k.

A.  The level of coordination required between the client and
server MPLS(-TP) | ayer networks MJUST be mnimzed (preferably
no coordination will be required).

B. The MPLS(-TP) server |ayer network MUST be capabl e of
transporting the conplete set of packets generated by the
client MPLS(-TP) |ayer network, which may contain packets
that are not MPLS packets (e.g., |IP or Connectionl ess Network
Prot ocol (CNLP) packets used by the control/nmanagenment plane
of the client MPLS(-TP) |ayer network).

34 1t MJST be possible to operate the layers of a nulti-|ayer
network that includes an MPLS-TP | ayer autonomously.
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The above are not only technol ogy requirenments, but al so operationa
requirenents. Different administrative groups nay be responsible for
the same layer network or different |ayer networks.

35

2. 3.

36

37

38

39

40

41

42

43

It MJUST be possible to hide MPLS-TP | ayer network addressing and
other information (e.g., topology) fromclient |ayer networks.
However, it SHOULD be possible, at the option of the operator, to
leak a limted amount of sunmmarized information (such as SRLGs or
reachability) between |ayers.

Dat a Pl ane Requirenents

It MUST be possible to operate and configure the MPLS-TP data
pl ane without any I P forwarding capability in the MPLS-TP data
pl ane. That is, the data plane only operates on the MPLS | abel

It MJUST be possible for the end points of an MPLS-TP transport
path that is carrying an aggregate of client transport paths to
be abl e to deconpose the aggregate transport path into its
conponent client transport paths.

A transport path on a |link MJST be uniquely identifiable by a
single | abel on that |ink

A transport path’s source MJST be identifiable at its destination
within its |layer network.

MPLS- TP MUST be capabl e of using P2MP server (sub)l ayer
capabilities as well as P2P server (sub)layer capabilities when
supporting P2MP MPLS-TP transport paths.

MPLS- TP MUST be extensible in order to accommpdate new types of
client layer networks and services.

MPLS- TP SHOULD support nechani sns to enable the reserved
bandwi dt h associated with a transport path to be increased

wi t hout inpacting the existing traffic on that transport path
provi ded enough resources are avail abl e.

MPLS- TP SHOULD support nechani sns to enable the reserved

bandwi dth of a transport path to be decreased wi thout inpacting
the existing traffic on that transport path, provided that the

| evel of existing traffic is smaller than the reserved bandwi dth
foll owi ng the decrease.
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44 WNMPLS- TP MUST support nechani sns that ensure the integrity of the
transported customer’s service traffic as required by its
associ ated SLA. Loss of integrity nmay be defined as packet
corruption, reordering, or loss during normal network conditions.

45 MPLS- TP MUST support mechani sns to detect when | oss of integrity
of the transported custoner’s service traffic has occurred.

46 MPLS- TP MUST support an unambi guous and reliable neans of
di stingui shing users’ (client) packets from MPLS-TP contro
packets (e.g., control plane, managenent plane, OAM and
protection-switching packets).

2.4. Control Plane Requirenents

This section defines the requirenents that apply to an MPLS-TP
control plane. Note that it MJST be possible to operate an MPLS-TP
network wi thout using a control plane.

The I TU-T has defined an architecture for Automatically Sw tched
Optical Networks (ASONs) in G 8080 [ TU. G8080.2006] and G 8080
Amendnent 1 [ITU. G8080.2008]. The control plane for MPLS-TP MJST fit
within the ASON architecture.

An interpretation of the ASON signaling and routing requirenents in
the context of GWLS can be found in [ RFC4139] and [ RFC4258].

Addi tional ly:

47 The MPLS-TP control plane MJST support control -plane topol ogy and
dat a- pl ane topol ogy i ndependence. As a consequence, a failure of
the control plane does not inply that there has al so been a
failure of the data pl ane.

48 The MPLS-TP control plane MJST be able to be operated
i ndependently of any particular client- or server-layer contro
pl ane.

49 MPLS-TP SHOULD define a solution to support an integrated contro
pl ane enconpassi ng MPLS-TP together with its server and client
| ayer networks when these | ayer networks belong to the sane
adm ni strative domain.

50 The MPLS-TP control plane MJUST support establishing all the
connectivity patterns defined for the MPLS-TP data pl ane (i.e.
uni di rectional P2P, associated bidirectional P2P, co-routed
bi di rectional P2P, unidirectional P2MP) including configuration
of protection functions and any associ ated mai nt enance functi ons.
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51 The MPLS-TP control plane MJST support the configuration and
nodi ficati on of OAM mai nt enance points as well as the activation/
deactivation of OAM when the transport path or transport service
is established or nodified.

52 An MPLS-TP control plane MJUST support operation of the recovery
functions described in Section 2.8.

53 An MPLS-TP control plane MJST scale gracefully to support a |arge
nunber of transport paths, nodes, and |inks.

54 |f a control plane is used for MPLS-TP, followi ng a control-plane
failure, the control plane MJST be capable of restarting and
relearning its previous state without inpacting forwarding.

55 An MPLS-TP control plane MJST provide a mechani sm for dynamic
ownership transfer of the control of MPLS-TP transport paths from
the managenent plane to the control plane and vice versa. The
nunber of reconfigurations required in the data plane MJST be
m nimzed (preferably no data-plane reconfiguration will be
required).

2.5. Recovery Requirenents

Net work survivability plays a critical role in the delivery of
reliable services. Network availability is a significant contributor
to revenue and profit. Service guarantees in the form of SLAs
require a resilient network that rapidly detects facility or node
failures and restores network operation in accordance with the terns
of the SLA

56 MPLS-TP MUST provide protection and restoration nmechani sns.

A.  MPLS-TP recovery techni ques SHOULD be identical (or as
simlar as possible) to those already used in existing
transport networks to sinplify inplenmentation and operations.
However, this MJST NOT override any other requirenent.

B. Recovery techniques used for P2P and P2MP SHOULD be identica
to sinplify inplementation and operation. However, this MJST
NOT override any other requirenent.

57 MPLS-TP recovery nechani sns MJST be applicable at various |evels
t hroughout the network including support for |ink, transport
pat h, segment, concatenated segnent, and end-to-end recovery.

58 MPLS-TP recovery paths MJST neet the SLA protection objectives of
the service
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A.  MPLS-TP MJST provide nechani snms to guarantee 50nms recovery
times fromthe nmonment of fault detection in networks with
spans | ess than 1200 km

B. For protection it MJST be possible to require protection of
100% of the traffic on the protected path.

C. Recovery MJST nmeet SLA requirenments over multiple donains.
59 Recovery objectives SHOULD be configurable per transport path.
60 The recovery nechani sns SHOULD be applicable to any topol ogy.
61 The recovery nechani sns MJUST support the neans to operate in

synergy with (including coordination of timing) the recovery

mechani sns present in any client or server transport networks

(for example, Ethernet, SDH, OIN, WOM to avoid race conditions
bet ween the | ayers.

62 MPLS-TP recovery and reversi on nechani sns MJUST prevent frequent
operation of recovery in the event of an internittent defect.

2.5.1. Data-Plane Behavi or Requirenents

CGeneral protection and survivability requirenments are expressed in
terms of the behavior in the data plane.

2.5.1.1. Protection
Note: Only nodes that are aware of the pairing rel ationship between
the forward and backward directions of an associ ated bidirectiona

transport path can be used as end points to protect all or part of
that transport path.

63 It MJST be possible to provide protection for the MPLS-TP data
pl ane without any IP forwarding capability in the MPLS-TP data
pl ane. That is, the data plane only operates on the MPLS | abel

64 MPLS-TP protection nechani sns MJST support revertive and non-
revertive behavior.

65 MPLS-TP MUST support 1+1 protection

A. Bidirectional 1+1 protection for P2P connectivity MJST be
support ed.

B. Unidirectional 1+1 protection for P2P connectivity MJST be
support ed.
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66

67

C. Unidirectional 1+1 protection for P2MP connectivity MJST be
support ed.

MPLS- TP MUST support the ability to share protection resources
amongst a nunber of transport paths.

MPLS- TP MUST support 1:n protection (including 1:1 protection).

A. Bidirectional 1:n protection for P2P connectivity MJST be
supported and SHOULD be the default behavior for 1:n
protection.

B. Unidirectional 1:n protection for P2MP connectivity MJST be
support ed.

C. Unidirectional 1:n protection for P2P connectivity is not
required and MAY be omtted fromthe MPLS-TP specifications.

D. The action of protection-switching MUST NOT cause the user
data to enter an uncontrolled | oop. The protection-swtching
system MAY cause traffic to pass over a given link nore than
once, but it must do so in a controlled way such that
uncontroll ed | oops do not form

Not e: Support for extra traffic (as defined in [RFC4427]) is not
required in MPLS-TP and MAY be onmitted fromthe MPLS-TP
speci fications.

2.5.1.2. Sharing of Protection Resources

2.

5.

68

69

70

71

2.

MPLS- TP SHOULD support 1:n (including 1:1) shared nesh recovery.

MPLS- TP MUST support sharing of protection resources such that
protection paths that are known not to be required concurrently
can share the sanme resources.

Rest orati on

The restoration transport path MJST be able to share resources
with the transport path being replaced (sonetimes known as soft
rerouting).

Restoration priority MJST be supported so that an inplenentation
can determ ne the order in which transport paths should be
restored (to minimze service restoration tine as well as to gain
access to avail able spare capacity on the best paths).
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72

73

2.5.3.

Preenmption priority MJST be supported to allow restoration to
di spl ace other transport paths in the event of resource
constraint.

MPLS- TP restorati on mechani sns MJUST support revertive and non-
revertive behavior.

Triggers for Protection, Restoration, and Reversion

Recovery actions may be triggered fromdifferent places as foll ows:

74

75

76

77

78

79

2.5. 4.

Al l

80

81

82

MPLS- TP MUST support fault indication triggers fromlower |ayers.
This includes faults detected and reported by | ower-I|ayer
protocols, and faults reported directly by the physical nedi um
(for exanple, loss of light).

MPLS- TP MUST support OAM based triggers.

MPLS- TP MUST support nanagenent-pl ane triggers (e.g., forced
switch, etc.).

There MUST be a mechanismto distinguish adnministrative recovery
actions fromrecovery actions initiated by other triggers.

Where a control plane is present, MPLS-TP SHOULD support control -
pl ane restoration triggers.

MPLS- TP protection mechani sms MJST support priority logic to
negoti ate and acconmpdat e coexisting requests (i.e., multiple
requests) for protection-switching (e.g., adm nistrative requests
and requests due to |ink/node failures).

Managemnent - Pl ane Operation of Protection and Restoration
functions described here are for control by the operator.

It MUST be possible to configure protection paths and protection-
to-working path rel ationships (sonetines known as protection

groups) .
There MUST be support for pre-cal cul ation of recovery paths.

There MUST be support for pre-provisioning of recovery paths.
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83

84

85

86

87

88

2.5.5.

89

The external controls as defined in [ RFC4427] MJST be supported.

A. External controls overruled by higher priority requests
(e.g., admnistrative requests and requests due to |ink/node
failures) or unable to be signaled to the rennote end (e.g.
due to a coordination failure of the protection state) MJST
be dropped.

It MUST be possible to test and vali date any protection/
restoration mechani sms and protocol s:

A. Including the integrity of the protection/recovery transport
pat h.

B. Wthout triggering the actual protection/restoration
C. Wile the working path is in service
D. Wile the working path is out of service.

Restoration resources MAY be pre-planned and selected a priori,
or computed after failure occurrence.

When preenption is supported for restoration purposes, it MJIST be
possi bl e for the operator to configure it.

The managenent pl ane MJST provide indications of protection
events and triggers.

The managenent plane MJUST all ow the current protection status of
all transport paths to be determ ned.

Control Plane and | n-Band OAM Operation of Recovery

The MPLS-TP control plane (which is not nandatory in an MPLS-TP
i mpl enent ati on) MJST be capabl e of supporting:

A. establishnent and mai ntenance of all recovery entities and
functions

B. signaling of adm nistrative contro

C. protection state coordination (PSC). Since control plane
network topology is independent fromthe data plane network
t opol ogy, the PSC supported by the MPLS-TP control plane MAY
run on resources different than the data pl ane resources
handl ed within the recovery nechanism (e.g., backup).

Ni ven-Jenkins, et al. St andards Track [ Page 23]



RFC 5654 MPLS- TP Requi renents Sept ember 2009

2.

5

90 In-band OAM MJST be capabl e of supporting:
A. signaling of administrative contro

B. protection state coordination (PSC). Since in-band CAMtools
share the data plane with the carried transport service, in
order to optimze the usage of network resources, the PSC
supported by in-band OAM MJUST run on protection resources.

.6. Topol ogy- Speci fic Recovery Mechani sns

91 WMPLS-TP MAY support recovery nechanisns that are optinzed for
specific network topol ogi es. These nmechani sns MJST be
i nteroperable with the nechani sns defined for arbitrary topol ogy
(mesh) networks to enable protection of end-to-end transport
pat hs.

2.5.6.1. Ring Protection

Several service providers have expressed a high level of interest in
operating MPLS-TP in ring topol ogies and require a high | evel of
survivability function in these topol ogies. The requirenents listed
bel ow have been collected fromthese service providers and fromthe
| TU-T.

The nmain objective in considering a specific topology (such as a
ring) is to determne whether it is possible to optinize any
mechani sns such that the perfornmance of those nechanisns within the

topology is significantly better than the performance of the generic

nmechani sns in the sanme topol ogy. The benefits of such optimzations
are traded agai nst the costs of devel opi ng, inplenenting, deploying,
and operating the additional optim zed nmechani snms noting that the
generi c mechani sms MJUST continue to be supported.

Wthin the context of recovery in MPLS-TP networks, the optimzation

criteria considered in ring topologies are as foll ows:

a. Mnimze the nunmber of OAMentities that are needed to trigger
the recovery operation, such that it is less than is required by
ot her recovery nechani sns.

b. Mnimze the nunber of elenments of recovery in the ring, such
that it is less than is required by other recovery nmechani sns.

c. Mnimze the nunber of labels required for the protection paths
across the ring, such that it is less than is required by other
recovery mechani sms.
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M ni m ze the anount of control and managenent-pl ane transactions
during a mai ntenance operation (e.g., ring upgrade), such that it
is less than the anpbunt required by other recovery mechani sms.

VWen a control plane is supported, mnimze the inpact on
signaling and routing information exchange during protection
such that it is less than the inpact caused by other recovery
mechani sns.

It may be observed that the requirements in Section 2.5.6.1 are fully
conpatible with the generic requirenments expressed in Section 2.5
through Section 2.5.6 inclusive, and that no requirenents that are
specific to ring topol ogi es have been identified.

92

93

94

95

96

97

98

MPLS- TP MUST i ncl ude recovery mechani sms that operate in any
single ring supported in MPLS-TP, and continue to operate within
the single rings even when the rings are interconnected.

When a network is constructed frominterconnected rings, MPLS-TP
MUST support recovery mechani snms that protect user data that
traverses nore than one ring. This includes the possibility of
failure of the ring-interconnect nodes and I|inks.

MPLS- TP recovery in a ring MJST protect unidirectional and
bi di recti onal P2P transport paths.

MPLS- TP recovery in a ring MJST protect unidirectional P2MP
transport paths.

MPLS-TP 1+1 and 1:1 protection in a ring MJST support swi tching
time within 50 nms fromthe nonent of fault detection in a
network with a 16-node ring with less than 1200 km of fi ber

The protection switching tine in a ring MIST be independent of
the nunmber of LSPs crossing the ring.

The configuration and operati on of recovery nmechanisns in a ring
MUST scale well with:

A.  the number of transport paths (MJST be better than |inear
scal i ng)

B. the nunber of nodes on the ring (MJST be at |east as good as
i near scaling)

C. the nunber of ring interconnects (MJUST be at |east as good
as linear scaling)
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Recovery techni ques used in a ring MJST NOT prevent the ring
from being connected to a general MPLS-TP network in any
arbitrary way, and MJST NOT prevent the operation of recovery
techniques in the rest of the network.

Recovery techniques in a ring SHOULD be identical (or as simlar
as possible) to those in general transport networks to sinplify
i mpl ement ati on and operations. However, this MJST NOT override
any other requirenent.

Recovery techniques in |ogical and physical rings SHOULD be
identical to sinplify inplenentation and operation. However,
this MJUST NOT override any other requirenent.

The default recovery schene in a ring MJUST be bidirectiona
recovery in order to sinplify the recovery operation

The recovery mechanismin a ring MJST support revertive

swi tching, which MJUST be the default behavior. This allows
optim zation of the use of the ring resources, and restores the
preferred quality conditions for normal traffic (e.g., delay)
when the recovery mechanismis no | onger needed.

The recovery mechanisnms in a ring MJST support ways to
di stingui sh admi nistrative protection-sw tching from protection-
switching initiated by other triggers.

It MJUST be possible to | ockout (disable) protection nechanisns
on selected links (spans) in a ring (depending on the operator’s
need). This may require | ockout nechanisns to be applied to

i nternedi ate nodes within a transport path.

MPLS- TP recovery mechanisms in a ring:

A.  MJST include a nechanismto allow an inplenmentation to
handl e and coordi nate coexisting requests or triggers for
protection-switching based on priority. (For exanple, this
includes multiple requests that are not necessarily arriving
si mul taneously and that are | ocated anywhere in the ring.)
Note that such coordination of the ring is equivalent to the
use of shared protection groups.

B. SHOULD protect against nmultiple failures
MPLS- TP recovery and reversion mechanisms in a ring MIST offer a

way to prevent frequent operation of recovery in the event of an
intermttent defect.
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108 MPLS-TP MUST support the sharing of protection bandwidth in a
ring by allow ng best-effort traffic.
109 MPLS-TP MUST support sharing of ring protection resources such
that protection paths that are known not to be required
concurrently can share the same resources.

2.6. QS Requirenents

Carriers require advanced traffic-managenent capabilities to enforce
and guarantee the QoS parameters of custoners’ SLAs.

Quality-of -service mechanisns are REQU RED in an MPLS-TP network to
ensure:

110 Support for differentiated services and different traffic types
with traffic class separation associated with different traffic.

111 Enabling the provisioning and the guarantee of Service Leve
Specifications (SLSs), with support for hard and rel ative end-
to-end bandwi dt h guarant eed.

112 Support of services, which are sensitive to jitter and del ay.

113 Guarantee of fair access, within a particular class, to shared
resour ces.

114 Cuaranteed resources for in-band control and managemnent-pl ane
traffic, regardl ess of the anmount of data-plane traffic.

115 Carriers are provided with the capability to efficiently support
servi ce demands over the MPLS-TP network. This MJST include
support for a flexible bandwi dth allocation schene.

3. Requirenments Discussed in O her Docunents
3.1. Network Managenent Requirenents

For requirements related to network nanagenent functionality

(Managenent Plane in I TU-T term nol ogy) for MPLS-TP, see the MPLS-TP

Net wor k Managenent requirenents docunent [ TP-NM REQ .

3.2. (Qperation, Admnistration, and Mai ntenance (OAM Requirenents

For requirements related to OAM functionality for MPLS-TP, see the
MPLS- TP OAM requi rements docunent [ TP- CAM REQS] .
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3.3. Network Perfornmance-Mnitoring Requirenents

For requirements related to performance-nonitoring functionality for
MPLS- TP, see the MPLS-TP QAM requirenents document [ TP- OAM REQS] .

3.4. Security Requirenents

For a description of the security threats relevant in the context of
MPLS and GWPLS and the defensive techniques to conbat those threats,
see "Security Framework for MPLS and GWPLS Networks" [ G MPLS- SEC] .

For a description of additional security threats relevant in the
context of MPLS-TP and the defensive techni ques to conbat those
threats see "Security Framework for MPLS-TP" [ TP- SEC- FMAK] .

4. Security Considerations
See Section 3.4.
5. Acknow edgenents

The authors would like to thank all menbers of the teams (the Joint
Worki ng Team the MPLS Interoperability Design Teamin the | ETF, and
the T-MPLS Ad Hoc Group in the ITUT) involved in the definition and
specification of the MPLS Transport Profile.

The authors would also like to thank Loa Andersson, Dieter Beller

Lou Berger, Italo Busi, John Drake, Adrian Farrel, Annanmaria
Fulignoli, Pietro Gandi, Eric Gay, Neil Harrison, Jia He, Huub van
Hel voort, Enrique Hernandez-Val encia, Wataru | maj uku, Kam Lam Andy
Malis, Alan McQuire, Julien Meuric, Geg Mrsky, Tom Nadeau, Hirosh
Chta, Tom Petch, Andy Reid, Vincenzo Sestito, George Swallow, Lubo
Tancevski, Toronori Takeda, Yuji Tochi o, Al exander Vainshtein, Eve
Varma, and Maarten Vissers for their coments and enhancenments to the
text.

An ad hoc discussion group consisting of Stewart Bryant, Ital o Busi,
Andrea Digiglio, Li Fang, Adrian Farrel, Jia He, Huub van Hel voort,
Feng Huang, Harald Kullman, Han Li, Hao Long, and Nurit Sprecher
provi ded val uable input to the requirenments for depl oynment and
survivability in ring topol ogies.

Ni ven-Jenkins, et al. St andards Track [ Page 28]



RFC 5654

6. References

MPLS- TP Requi renents Sept ember 2009

6.1. Nornmtive References

[ RFC2119]

[ RFC3031]

[ RFC3985]

[ RFC4929]

[1 TU. G805. 2000]

[ 1 TU. G3080. 2006]

[ 1 TU. G3080. 2008]

Bradner, S., "Key words for use in RFCs to Indicate
Requi renent Level s", BCP 14, RFC 2119, March 1997.

Rosen, E., Viswanathan, A., and R Call on,
“Mul tiprotocol Label Switching Architecture”,
RFC 3031, January 2001.

Bryant, S. and P. Pate, "Pseudo Wre Emul ation
Edge-t o- Edge (PWE3) Architecture", RFC 3985,
Mar ch 2005.

Andersson, L. and A Farrel, "Change Process for
Mul ti protocol Label Sw tching (MPLS) and

General i zed MPLS (GWLS) Protocols and Procedures",
BCP 129, RFC 4929, June 2007.

I nternational Tel ecommuni cati ons Union, "Generic
functional architecture of transport networks",
| TT Recommendati on G 805, March 2000.

I nternational Tel ecommuni cations Uni on,
"Architecture for the automatically swtched
optical network (ASON)", |ITU- T Recomendati on
G. 8080, June 2006.

I nternati onal Tel ecommuni cati ons Uni on,
"Architecture for the automatically sw tched
optical network (ASON) Amendnent 1", ITUT
Recomrendati on G 8080 Amendnent 1, March 2008.

6. 2. I nformati ve References

[ RFCA139]

[ RFC4258]

Ni ven- Jenki ns,

et al.

Papadi mtriou, D., Drake, J., Ash, J., Farrel, A,
and L. Ong, "Requirenents for Ceneralized MPLS
(GQWLS) Signaling Usage and Extensions for
Automatically Switched Optical Network (ASON)",
RFC 4139, July 2005.

Brungard, D., "Requirenents for Generalized Milti-
Protocol Label Switching (GWLS) Routing for the
Automatically Switched Optical Network (ASON)",
RFC 4258, Novemrber 2005.

St andards Track [ Page 29]



RFC 5654

[ RFC4397]

[ RFC4427]

[ TP- SEC- FMAK]

[ G MPLS- SEC]

[ TP- NM REQ)

[ TP- TERVE]

[ TP- CAM REQS]

[ MS- PW ARCH]

[1TU. Y1401. 2008]

[1TU. Y2611. 2006]

Ni ven- Jenki ns,

et al.

MPLS- TP Requi renents Sept ember 2009

Bryskin, |I. and A Farrel, "A Lexicography for the
Interpretation of Generalized Miltiprotocol Labe
Swi tching (GWPLS) Termi nology within the Context of
the ITUT s Automatically Switched Optical Network
(ASON) Architecture", RFC 4397, February 2006.

Manni e, E. and D. Papadimtriou, "Recovery
(Protection and Restoration) Term nol ogy for
Generalized Multi-Protocol Label Switching
(GWLS)", RFC 4427, March 2006.

Fang, L. and B. Niven-Jenkins, "Security Franmework
for MPLS-TP", Work in Progress, July 2009.

Fang, L., Ed., "Security Franmework for MPLS and
GWLS Networks", Work in Progress, July 2009.

Lam H., Mansfield, S., and E Gay, "MPLS TP
Net wor k Managenent Requirenents", Wrk in Progress,
June 2009.

van Helvoort, H, Ed., Andersson, L., Ed., and N
Sprecher, Ed., "A Thesaurus for the Term nol ogy
used in Multiprotocol Label Sw tching Transport
Profile (MPLS-TP) drafts/RFCs and | TU-T's Transport
Net wor k Recommendati ons", Wbrk in Progress,

June 2009.

Vi goureux, M, Ed., Ward, D., Ed., and M Betts,
Ed., "Requirenents for OAMin MPLS Transport
Net wor ks", Work in Progress, June 2009.

Bocci, M and S. Bryant, "An Architecture for
Mul ti-Segment Pseudow re Enul ati on Edge-t o- Edge",
Work in Progress, July 2009.

I nternational Tel ecomunications Union, "Principles
of interworking", ITU T Reconmendation Y. 1401,
February 2008.

I nternati onal Tel ecomuni cations Union, "H gh-Ieve

architecture of future packet-based networks",
| T T Recommendation Y.2611, Decenber 2006.

St andards Track [ Page 30]



RFC 5654 MPLS- TP Requi renents Sept ember 2009

Aut hors’ Addr esses

Ben Ni ven-Jenkins (editor)

BT

PP8a, 1st Fl oor, Orion Building, Adastral Park
| pswi ch, Suffolk [|P5 3RE

UK

EMai | : benj am n. ni ven-j enki ns@t . com
Deborah Brungard (editor)

AT&T

Rm D1-3C22 - 200 S. Laurel Ave.
M ddl etown, NJ 07748

USA

EMai | : dbrungard@tt.com

Mal col m Betts (editor)

Huawei Technol ogi es

EMai | : mal col m betts@uawei . com
Nurit Sprecher

Noki a Si enens Net wor ks

3 Hanagar St. Neve Ne' eman B
Hod Hashar on, 45241

| srael

EMai |l : nurit.sprecher@sn.com
Sat oshi Ueno

NTT Conmmuni cati ons

EMai | : satoshi.ueno@tt.com

Ni ven-Jenkins, et al. St andards Track [ Page 31]






