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The wi de depl oynent of | ower-cost wireless devices will significantly
i nprove the productivity and safety of industrial plants while

i ncreasing the efficiency of plant workers by extending the

i nformati on set avail abl e about the plant operations. The ai m of
this document is to analyze the functional requirenents for a routing
protocol used in industrial Low power and Lossy Networks (LLNs) of
field devices.
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1

1

| ntroducti on

I nformati on Technology (IT) is already, and increasingly will be
applied to industrial Control Technology (CT) in application areas
where those I T technol ogi es can be constrained sufficiently by
Service Level Agreenments (SLA) or other npdest changes that they are
able to neet the operational needs of industrial CT. Wen that
happens, the CT benefits fromthe large intellectual, experiential
and training i nvestment that has already occurred in those IT
precursors. One can conclude that future reuse of additional IT
protocols for industrial CT will continue to occur due to the
significant intellectual, experiential, and training econom es that
result fromthat reuse.

Fol l owi ng that |ogic, many vendors are already extendi ng or replacing
their local fieldbus [I1EC61158] technology with Ethernet and |P-based
solutions. Examples of this evolution include Comron Industria
Protocol (CIP) EtherNet/1P, Mdbus/ TCP, Fi el dbus Foundati on Hi gh
Speed Et hernet (HSE), PROCFInet, and |nvensys/Foxboro FOXnet. At the
same time, wireless, |lowpower field devices are being introduced
that facilitate a significant increase in the anbunt of information
that industrial users can collect and the number of control points
that can be renptely managed

| Pv6 appears as a core technology at the conjunction of both trends,
as illustrated by the current [1SA100.11a] industrial Wreless Sensor
Net wor ki ng speci fication, where technologies for layers 1-4 that were
devel oped for purposes other than industrial CT -- [|EEE802.15.4] PHY
and MAC, |Pv6 over Low Power Wrel ess Personal Area Networks
(6LOWPANs) [ RFC4919], and UDP -- are adapted to industrial CT use.

But due to the |ack of open standards for routing in Low power and
Lossy Networks (LLNs), even | SA100.11a | eaves the routing operation
to proprietary methods.

The aimof this document is to analyze the requirenents fromthe

i ndustrial environnent for a routing protocol in Low power and Lossy
Net wor ks (LLNs) based on IPv6 to power the next generation of Contro
Technol ogy.

1. Requirenents Language
The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].
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2.

Ter m nol ogy

Thi s docunent enploys terninology defined in the ROLL (Routing Over
Low power and Lossy networks) term nol ogy docunent [ROLL-TERM . This
docunent also refers to industrial standards:

HART: H ghway Addressabl e Renote Transducer, a group of
specifications for industrial process and control devices
admi ni stered by the HART Conmuni cation Foundation (see [HART]). The
| atest version for the specifications is HART7, which includes the
additions for Wrel essHART [| EC62591].

| SA: International Society of Automation, an ANSI-accredited

st andar ds-maki ng society. [1SA100 is an | SA conmittee whose charter
i ncludes defining a fanmily of standards for industrial autonation
[1 SA100. 11a] is a working group within I SA100 that is working on a
standard for nonitoring and non-critical process contro
applications.

Overvi ew

Wreless, |lowpower field devices enable industrial users to
significantly increase the amount of information collected and the
nunber of control points that can be renotely nmanaged. The

depl oyment of these wireless devices will significantly inprove the
productivity and safety of the plants while increasing the efficiency
of the plant workers. |1Pv6 is perceived as a key technology to
provide the scalability and interoperability that are required in
that space, and it is nmore and nore present in standards and products
under devel opnent and early depl oynents.

Cable is perceived as a nore proven, safer technol ogy, and existing,
operational deploynments are very stable in time. For these reasons,
it is not expected that wireless will replace wire in any foreseeable
future; the consensus in the industrial space is rather that wrel ess
wi || trenendously augnent the scope and benefits of automation by
enabling the control of devices that were not connected in the past
for reasons of cost and/or depl oynent conplexities. But for LLNs to
be adopted in the industrial environnent, the wireless network needs
to have three qualities: |low power, high reliability, and easy
installation and mai ntenance. The routing protocol used for LLNs is
inmportant to fulfilling these goals.

I ndustrial automation is segmented into two distinct application
spaces, known as "process" or "process control" and "discrete

manuf acturing” or "factory automation". In industrial process
control, the product is typically a fluid (oil, gas, chem cals,
etc.). In factory automation or discrete nmanufacturing, the products
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are individual elements (screws, cars, dolls). Wile there is sone
overl ap of products and systens between these two segnents, they are
surprisingly separate communities. The specifications targeting

i ndustrial process control tend to have nore tol erance for network

| atency than what is needed for factory automation

Irrespective of this different 'process’ and 'discrete’ plant nature,
both plant types will have simlar needs for autonating the
collection of data that used to be collected manually, or was not
coll ected before. Exanples are wireless sensors that report the
state of a fuse, report the state of a |lum nary, HVAC status, report
vi bration levels on punps, report nman-down, and so on

O her novel application arenas that equally apply to both 'process’
and 'discrete’ involve nobile sensors that roamin and out of plants,
such as active sensor tags on containers or vehicles.

Sone if not all of these applications will need to be served by the
sanme | ow power and | ossy wirel ess network technology. This may nean
several disconnected, autonomous LLNs connecting to nultiple hosts,
but sharing the sanme ether. Interconnecting such networks, if only
to supervise channel and priority allocations, or to fully
synchroni ze, or to share path capacity within a set of physica
networ k conponents nmamy be desired, or may not be desired for
practical reasons, such as e.g., cyber security concerns in relation
to plant safety and integrity.

Al'l application spaces desire battery-operated networks of hundreds

of sensors and actuators comunicating with LLN access points. In an
oil refinery, the total nunber of devices m ght exceed one nillion
but the devices will be clustered into smaller networks that in nost

cases interconnect and report to an existing plant network
infrastructure

Exi sting wired sensor networks in this space typically use

conmuni cation protocols with | ow data rates, from 1200 baud (e.g.

wi red HART) to the 100-200 kbps range for nobst of the others. The

exi sting protocols are often nmaster/slave with comand/response.
3.1. Applications and Traffic Patterns

The industrial market classifies process applications into three
broad categories and six cl asses.

o Safety

* (Cass 0: Emergency action - Always a critical function

Pister, et al. I nf or mati onal [ Page 5]



RFC 5673 I ndustrial Routing Reqs in LLNs Cct ober 2009

o Contro
* (Cass 1: Closed-loop regulatory control - Oten a critica
function
* (Cass 2: Closed-loop supervisory control - Usually a non-

critical function

* (Cass 3: Open-loop control - Operator takes action and controls
the actuator (human in the | oop)

o NMonitoring

* (Cass 4. Alerting - Short-termoperational effect (for exanple,
event - based nai nt enance)

* (Cass 5: Logging and downl oading / uploading - No i mediate
operational consequence (e.g., history collection, sequence-of-
events, preventive nai ntenance)

Safety-critical functions effect the basic safety integrity of the
plant. These normally dormant functions kick in only when process
control systems, or their operators, have failed. By design and by
regul ar interval inspection, they have a well-understood probability
of failure on demand in the range of typically once per 10-1000
years.

In-time deliveries of messages beconme nore rel evant as the cl ass
nunber decr eases.

Note that for a control application, the jitter is just as inportant
as latency and has a potential of destabilizing control algorithms.

Industrial users are interested in deploying wreless networks for
the monitoring classes 4 and 5, and in the non-critical portions of
cl asses 2 through 3.

Classes 4 and 5 al so include asset nonitoring and tracking, which

i ncl ude equi pnent nonitoring and are essentially separate from
process nonitoring. An exanple of equipment monitoring is the
recording of notor vibrations to detect bearing wear. However,
simlar sensors detecting excessive vibration | evels could be used as
saf eguarding |l oops that inmediately initiate a trip, and thus end up
bei ng cl ass 0.

In the near future, nost LLN systens in industrial automation

environnents will be for |owfrequency data collection. Packets
contai ning sanples will be generated continuously, and 90% of the

Pister, et al. I nf or mati onal [ Page 6]



RFC 5673 I ndustrial Routing Reqs in LLNs Cct ober 2009

market is covered by packet rates of between 1/second and 1/ hour

with the average under 1/mnute. |In industrial process, these
sensors include tenperature, pressure, fluid flow, tank |evel, and
corrosion. Some sensors are bursty, such as vibration nmonitors that
may generate and transmit tens of kilobytes (hundreds to thousands of
packets) of tinme-series data at reporting rates of mnutes to days.

Al nmost all of these sensors will have built-in mcroprocessors that
may detect alarmconditions. Tinme-critical alarmpackets are
expected to be granted a | ower | atency than periodic sensor data
streans.

Sone devices will transmt a log file every day, again with typically
tens of kilobytes of data. For these applications, there is very
little "downstream' traffic coming fromthe LLN access point and
traveling to particular sensors. During diagnostics, however, a
technician may be investigating a fault froma control room and
expect to have "low' latency (human tolerable) in a conmand/ response
node.

Lowrate control, often with a "human in the | oop" (also referred to
as "open loop"), is inplenented via conmunication to a control room
because that’s where the human in the loop will be. The sensor data
nmakes its way through the LLN access point to the centralized
controller where it is processed, the operator sees the information
and takes action, and the control information is then sent out to the
actuator node in the network.

In the future, it is envisioned that some open-loop processes wll be
automated (cl osed | oop) and packets will flow over |ocal |oops and
not involve the LLN access point. These closed-1oop controls for

non-critical applications will be inplenented on LLNs. Non-critica
cl osed-1 oop applications have a |latency requirenent that can be as
low as 100 milliseconds but many control |oops are tol erant of

| at enci es above 1 second.

More |ikely though is that |oops will be closed in the field
entirely, and in such a case, having wireless links within the
control | oop does not usually present actual value. Mst contro

| oops have sensors and actuators within such proximty that a wire
bet ween t hem remai ns the nost sensible option froman econom ¢ point
of view This "control in the field architecture is already common
practice with wired fiel dbusses. An ’'upstreami wreless |ink would
only be used to influence the in-field controller settings and to
occasional ly capture diagnostics. Even though the |ink back to a
control roomm ght be wireless, this architecture reduces the tight
| atency and availability requirements for the wirel ess |inks.
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Closing loops in the field:

o does not prevent the same |loop from being closed through a renote
mul tivariable controller during sone nodes of operation, while
being closed directly in the field during other nodes of operation
(e.g., fallback, or when timng is nore critical)

o does not inply that the loop will be closed with a wired
connection, or that the wired connection is nore energy efficient
even when it exists as an alternate to the wi rel ess connection

Arealistic future scenario is for a field device with a battery or

ul tra-capacitor power storage to have both wirel ess and unpowered

Wi red communi cations capability (e.g., galvanically isolated RS-485),
where the wirel ess communi cation is nore flexible and, for |ocal |oop
operation, nore energy efficient. The wired comrunication capability
serves as a backup interconnect ampong the | oop el enents, but w thout
a wired connection back to the operations center bl ockhouse. In

ot her words, the loop elenents are interconnected through wiring to a
near by junction box, but the 2 km hone-run link fromthe junction box
to the control center does not exist.

VWhen wirel ess conmuni cation conditions are good, devices use wreless
for |l oop interconnect, and either one wreless device reports al arns
and other status to the control center for all elenments of the | oop
or each el enment reports independently. When wireless comunications
are sporadic, the I oop interconnect uses the self-powered
galvanically isolated RS-485 |link and one of the devices with good

Wi rel ess conmuni cations to the control center serves as a router for
those devices that are unable to contact the control center directly.

The above approach is particularly attractive for |arge storage tanks
in tank farms, where devices may not all have good wirel ess
visibility of the control center, and where a hone-run cable fromthe
tank to the control center is undesirable due to the electro-
potential differences between the tank |ocation and the distant
control center that arise during |ightning storns.

In fast control, tens of milliseconds of latency is typical. In nany
of these systens, if a packet does not arrive within the specified
interval, the systementers an emergency shutdown state, often with
substantial financial repercussions. For a one-second control |oop
in asystemwith a target of 30 years for the nmean tine between
shutdowns, the latency requirenent inplies nine 9s of reliability
(aka 99.9999999% reliability). G ven such exposure, given the
intrinsic vulnerability of wireless link availability, and given the

Pister, et al. I nf or mati onal [ Page 8]



RFC 5673 I ndustrial Routing Reqs in LLNs Cct ober 2009

enmergence of control in the field architectures, nobst users tend not
to aimfor fast closed-loop control with wireless |inks within that
fast | oop.

3.2. Network Topol ogy of Industrial Applications

Al t hough network topology is difficult to generalize, the najority of
exi sting applications can be nmet by networks of 10 to 200 field

devi ces and a maxi mum nunber of hops of 20. It is assumed that the
field devices thenmselves will provide routing capability for the
networ k, and additional repeaters/routers will not be required in

nost cases.

For the vast ngjority of industrial applications, the traffic is
nostly conposed of real-tine publish/subscribe sensor data al so
referred to as buffered, fromthe field devices over an LLN towards
one or nore sinks. Increasingly over time, these sinks will be a
part of a backbone, but today they are often fragnented and i sol at ed.

The wirel ess sensor network (WSN) is an LLN of field devices for
which two | ogical roles are defined, the field routers and the non-
routing devices. It is acceptable and even probable that the
repartition of the roles across the field devices changes over tine
to bal ance the cost of the forwarding operation anongst the nodes.

In order to scale a control network in terns of density, one possible
architecture is to deploy a backbone as a canopy that aggregates
multiple smaller LLNs. The backbone is a high-speed infrastructure
network that may interconnect multiple WBNs t hrough backbone routers.
Infrastructure devices can be connected to the backbone. A gateway/
nmanager that interconnects the backbone to the plant network of the
corporate network can be viewed as coll apsi ng the backbone and the
infrastructure devices into a single device that operates all the
required logical roles. The backbone is likely to becone an option
in the industrial network.

Typi cal ly, such backbones interconnect to the 'legacy’ wred plant

i nfrastructure, which is known as the plant network or Process
Control Domain (PCD). These plant automati on networks are segregated
domai n-wi se fromthe office network or office domain (OD), which in
itself is typically segregated fromthe Internet.

Si nks for LLN sensor data reside on the plant network (the PCD), the
busi ness network (the OD), and on the Internet. Applications close
to existing plant automation, such as wired process control and

noni toring systens running on fiel dbusses, that require high
availability and | ow | atenci es, and that are managed by ’Control and
Aut omat i on’ departnents typically reside on the PCD. O her
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applications such as autonmated corrosion nonitoring, cathodic
protection voltage verification, or nachine condition (vibration)
noni tori ng where one sanple per week is considered over-sanpling,
woul d nore likely deliver their sensor readings in the OD. Such
applications are 'owned’ by, e.g., maintenance departnments.

Yet other applications like third-party-nmaintained |um naries, or
vendor - managed i nventory systens, where a supplier of chem cals needs
access to tank level readings at his custonmer’s site, will be best
served with direct Internet connectivity all the way to its sensor at
his custonmer’s site. Tenporary ’babysitting sensors’ depl oyed for
just a few days, say during startup or troubl eshooting or for ad hoc
neasur enent canpai gns for research and devel oprment purposes, are

ot her exanples where Internet woul d be the domain where wirel ess
sensor data woul d [ and, and ot her domains such as the OD and PCD
shoul d preferably be circunvented if quick depl oyment w thout
potentially inpacting plant safety integrity is required.

This multiple-domain multiple-application connectivity creates a
significant challenge. Mny different applications will all share
the same nedium the ether, within the fence, preferably sharing the
same frequency bands, and preferably sharing the sane protocols,
preferably synchroni zed to optim ze coexi stence chal | enges, yet
logically segregated to avoid creation of intolerable shortcuts

bet ween exi sting wi red domai ns.

G ven this challenge, LLNs are best to be treated as all sitting on
yet anot her segregated domain, segregated fromall other wred
domai ns where conventional security is organized by perineter.
Movi ng away fromthe traditional perinmeter-security m ndset neans
novi ng towards stronger end-device identity authentication, so that
LLN access points can split the various wireless data streans and

i nterconnect back to the appropriate domain (pending the gateways’
establ i shnent of the message originators’ identity and trust).

Simlar considerations are to be given to how nultiple applications
may or may not be allowed to share routing devices and their
potentially redundant bandwi dth within the network. Challenges here
are to bal ance avail able capacity, required | atencies, expected
priorities, and (last but not |east) available (battery) energy
within the routing devices.

3.2.1. The Physical Topol ogy

There is no specific physical topology for an industrial process
control network.
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One extrene exanple is a nulti-square-kiloneter refinery where

i sol ated tanks, sone of themw th power but npst with no backbone
connectivity, compose a farmthat spans over of the surface of the
plant. A few hundred field devices are deployed to ensure the gl oba
coverage using a wireless self-formng self-healing mesh network that
m ght be 5 to 10 hops across. Local feedback | oops and nobile
workers tend to be only 1 or 2 hops. The backbone is in the refinery
proper, many hops away. Even there, powered infrastructure is also

typically several hops away. |In that case, hopping to/fromthe
powered infrastructure may often be nore costly than the direct
route.

In the opposite extrene case, the backbone network spans all the
nodes and nost nodes are in direct sight of one or nore backbone
routers. Mst comunication between field devices and infrastructure
devices, as well as field device to field device, occurs across the
backbone. From afar, this nodel resenbles the WFi ESS (Extended
Service Set). But froma layer-3 (L3) perspective, the issues are
the default (backbone) router selection and the routing inside the
backbone, whereas the radio hop towards the field device is in fact a
sinple | ocal delivery.

_________ e e e e e e e e e e e e e e e e e m . ——- - -
| Pl ant Net wor k
|
+o-m - - +
| | Gat eway M : Mobile device
| | o : Field device
+--m - - +
|
| Backbone
o e e e e o e e e oo +
| | |
Fo-m - - + Fo-m - - + Fo-m - - +
| | Backbone | | Backbone | | Backbone
| | router | | router | | router
+o-m o - + +o-m o - + +o-m o - +
0 o o 0 O o o o o0 o 0o
oo O 0O O 0 0O O 0O O O O 0 0 O 0O
0O 00 OO O O O 0 0 O M 0O 0 oOO
o o Mo o o 0o o 0O 0 O 0O 0 o O o©
0O 00O 0 0o o 0 0o
0 0 0 0 0
LLN

Figure 1: Backbone-Based Physical Topol ogy
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An internediate case is illustrated in Figure 1 with a backbone that
spans the Wrel ess Sensor Network in such a fashion that any WEN node
is only a few wirel ess hops away fromthe nearest backbone router.
WEN nodes are expected to organize into self-formng, self-healing,
sel f-optim zing | ogical topol ogies that enable |everaging the
backbone when it is nost efficient to do so.

It nust be noted that the routing function is expected to be so
sinple that any field device could assunme the role of a router,
dependi ng on the sel f-discovery of the topol ogy and the power status
of the neighbors. On the other hand, only devices equipped with the
appropriate hardware and software conbination could assune the role
of an endpoint for a given purpose, such as sensor or actuator.

3.2.2. Logical Topol ogies

Most of the traffic over the LLN is publish/subscribe of sensor data
fromthe field device towards a sink that can be a backbone router, a
gateway, or a controller/mnager. The destination of the sensor data
is an infrastructure device that sits on the backbone and is
reachabl e via one or nore backbone routers.

For security, reliability, availability, or serviceability reasons,
it is often required that the |ogical topologies are not physically
congruent over the radio network; that is, they formlogica
partitions of the LLN. For instance, a routing topology that is set
up for control should be isolated froma topol ogy that reports the
tenmperature and the status of the vents, if that second topol ogy has
| esser constraints for the security policy. This isolation mght be
i mpl enented as Virtual LANs and Virtual Routing Tables in shared
nodes i n the backbone, but correspond effectively to physical nodes
in the wirel ess network.

Since publishing the data is the raison d etre for nost of the
sensors, in sone cases it nmakes sense to build proactively a set of
routes between the sensors and one or nore backbone routers and

mai ntain those routes at all tine. Al so, because of the |ossy nature
of the network, the routing in place should attenpt to propose
multiple paths in the formof Directed Acyclic G aphs oriented
towards the destination.

In contrast with the general requirenment of maintaining default
routes towards the sinks, the need for field device to field device
(FD-to-FD) connectivity is very specific and rare, though the traffic
associ ated m ght be of forenost inportance. FD-to-FD routes are
often the nost critical, optimzed, and well-maintained routes. A

cl ass 0 safeguarding | oop requires guaranteed delivery and extrenely
tight response tines. Both the respect of criteria in the route
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conputation and the quality of the maintenance of the route are
critical for the field devices’ operation. Typically, a control |oop
will be using a dedicated direct wire that has very different
capabilities, cost, and constraints than the wireless nedium wth
the need to use a wireless path as a backup route only in case of

| oss of the wired path.

Consi dering that each FD-to-FD route conmputation has specific
constraints in ternms of latency and availability, it can be expected
that the shortest path possible will often be selected and that this
path will be routed inside the LLN as opposed to via the backbone.

It can also be noted that the lifetimes of the routes mght range
frommnutes for a nobile worker to tens of years for a conmand and
control closed loop. Finally, tine-varying user requirenents for

| atency and bandwi dth will change the constraints on the routes,
which might either trigger a constrained route recomputation, a
reprovi sioning of the underlying L2 protocols, or both in that order
For instance, a wireless worker may initiate a bulk transfer to
configure or diagnose a field device. A |level sensor device may need
to performa calibration and send a bulk file to a plant.

4. Requirenents Related to Traffic Characteristics

[1SA100. 11a] selected IPv6 as its network layer for a nunber of
reasons, including the huge address space and the | arge potentia
size of a subnet, which can range up to 10K nodes in a plant
deployment. In the | SAL100 nodel, industrial applications fall into
four |l arge service categories:

1. Periodic data (aka buffered). Data that is generated
periodi cally and has a well understood data bandw dth
requi renent, both determ nistic and predictable. Tinely delivery
of such data is often the core function of a wireless sensor
networ k and pernmanent resources are assigned to ensure that the
requi red bandwi dth stays avail able. Buffered data usually
exhibits a short time to live, and the newer reading obsol etes
the previous. |In sone cases, alarns are lowpriority information
that gets repeated over and over. The end-to-end |atency of this
data is not as inportant as the regularity with which the data is
presented to the plant application.

2. Event data. This category includes alarns and aperiodic data
reports with bursty data bandwi dth requirenments. |In certain
cases, alarns are critical and require a priority service from
t he network.
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4.1.

Client/Server. Many industrial applications are based on a
client/server nodel and inplenment a comrand response protocol
The data bandwi dth required is often bursty. The acceptable
round-trip |l atency for some | egacy systems was based on the tine
to send tens of bytes over a 1200 baud |ink. Hundreds of
mlliseconds is typical. This type of request is statistically
mul ti pl exed over the LLN and cost-based, fair-share, best-effort
service is usually expected.

Bul k transfer. Bulk transfers involve the transm ssion of bl ocks
of data in multiple packets where tenporary resources are
assigned to neet a transaction tine constraint. Transient
resources are assigned for alimted tine (related to file size
and data rate) to neet the bulk transfers service requirenents.

Servi ce Requirenents

The foll owi ng service paraneters can affect routing decisions in a
resour ce-constrai ned network:

o

Dat a bandwi dth - the bandwi dth m ght be allocated permanently or
for a period of tine to a specific flow that usually exhibits
wel | -defined properties of burstiness and throughput. Sone
bandwi dth will also be statistically shared between flows in a
best-effort fashion

Latency - the time taken for the data to transit the network from
the source to the destination. This may be expressed in terns of
a deadline for delivery. Most nmonitoring latencies will be in
seconds to minutes.

Transm ssi on phase - process applications can be synchronized to
wal | clock tine and require coordinated transni ssions. A conmpn
coordi nation frequency is 4 Hz (250 ms).

Service contract type - revocation priority. LLNs have limted
network resources that can vary with tine. This neans the system
can become fully subscribed or even over-subscribed. System
policies determ ne how resources are allocated when resources are
over-subscri bed. The choices are bl ocking and gracefu

degr adati on.

Transm ssion priority - the nmeans by which Iimted resources
within field devices are allocated across nultiple services. For
transm ssions, a device has to sel ect which packet in its queue
will be sent at the next transm ssion opportunity. Packet
priority is used as one criterion for selecting the next packet.
For reception, a device has to decide howto store a received
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packet. The field devices are nenory-constrai ned and receive
buf fers may become full. Packet priority is used to sel ect which
packets are stored or discarded.

The routing protocol MJIST al so support different metric types for
each link used to conpute the path according to sonme objective
function (e.g., mnimze |atency) depending on the nature of the
traffic.

For these reasons, the ROLL routing infrastructure is REQU RED to
conput e and update constrai ned routes on denmand, and it can be
expected that this nmodel will beconme nore prevalent for FD-to-FD
connectivity as well as for sone FD-to-infrastructure-device
connectivity over tinme.

Industrial application data flows between field devices are not
necessarily symmetric. |In particular, asymetrical cost and
unidirectional routes are comon for published data and alerts, which
represent the nost part of the sensor traffic. The routing protoco
MJST be able to conpute a set of unidirectional routes with
potentially different costs that are conposed of one or nore non-
congruent paths.

As nultiple paths are set up and a variety of flows traverse the
network towards a sane destination (for instance, a node acting as a
sink for the LLN), the use of an additional marking/taggi ng mechani sm
based on upper-layer information will be REQU RED for internediate
routers to discrimnate the flows and performthe appropriate routing
deci sion using only the content of the IPv6 packet (e.g., use of

DSCP, Fl ow Label).

4.2. Configurable Application Requirenent

Ti me-varying user requirenents for |atency and bandwi dth may require
changes in the provisioning of the underlying L2 protocols. A
technician nay initiate a query/response session or bulk transfer to
di agnose or configure a field device. A |level sensor device may need
to performa calibration and send a bulk file to a plant. The
routi ng protocol MJST support the ability to reconpute paths based on
net wor k- | ayer abstractions of the underlying link attributes/metrics
that may change dynami cally.

4.3. Different Routes for Different Flows
Because different services categories have different service
requirenents, it is often desirable to have different routes for

different data flows between the same two endpoints. For exanple,
alarmor periodic data fromA to Z may require path diversity with
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specific latency and reliability. A file transfer between A and Z
may not need path diversity. The routing algorithm MUST be able to
generate different routes with different characteristics (e.g.
optim zed according to different costs, etc.).

Dynam c or configured states of |inks and nodes influence the
capability of a given path to fulfill operational requirenments such
as stability, battery cost, or latency. Constraints such as battery
l[ifetime derive fromthe application itself, and because industria
applications data flows are typically well-defined and well -
controlled, it is usually possible to estimate the battery
consunption of a router for a given topol ogy.

The routing protocol MJIST support the ability to (re)conpute paths
based on network-1ayer abstractions of upper-layer constraints to

mai ntain the | evel of operation within required paraneters. Such

i nformati on MAY be advertised by the routing protocol as netrics that
enabl e routing algorithns to establish appropriate paths that fit the
upper -1 ayer constraints.

The handling of an I Pv6 packet by the network | ayer operates on the
standard properties and the settings of the |IPv6 packet header
fields. These fields include the 3-tuple of the Flow Label and the
Source and Destination Address that can be used to identify a flow
and the Traffic Cass octet that can be used to influence the Per Hop
Behavior in intermediate routers.

An application MAY choose how to set those fields for each packet or
for streams of packets, and the routing protocol specification SHOULD
state how different field settings will be handled to perform

di fferent routing decisions.

5. Reliability Requirenents

LLN reliability constitutes several unrel ated aspects:

1) Availability of source-to-destination connectivity when the
application needs it, expressed in nunber of successes divided by
nunber of attenpts.

2) Availability of source-to-destination connectivity when the
application mght need it, expressed in nunber of potentia
failures / avail abl e bandw dt h,

3) Ability, expressed in nunber of successes divided by nunber of

attenpts to get data delivered fromsource to destination wthin
a capped ti e,
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4) How well a network (serving many applications) achieves end-to-
end delivery of packets within a bounded | atency,

5) Trustworthiness of data that is delivered to the sinks,
6) and others depending on the specific case.

This makes quantifying reliability the equivalent of plotting it on a
three (or nore) dinmensional graph. Different applications have

di fferent requirenents, and expressing reliability as a one

di mensi onal paraneter, like "reliability on my wireless network is
99.9% often creates nore confusion than clarity.

The i nmpact of not receiving sensor data due to sporadic network

out ages can be devastating if this happens unnoticed. However, if
destinati ons that expect periodic sensor data or al arm status updates
fail to get them then automatically these systenms can take
appropriate actions that prevent dangerous situations. Pending the
Wi rel ess application, appropriate action ranges frominitiating a
shutdown within 100 nms, to using a |ast known good val ue for as much
as N successive sanples, to sending out an operator into the plant to
collect monthly data in the conventional way, i.e., sone portable
sensor, or paper and a clipboard.

The i nmpact of receiving corrupted data, and not being able to detect
that received data is corrupt, is often nore dangerous. Data
corruption can either come fromrandombit errors due to white noise
or from occasional bursty interference sources |like thunderstorms or
| eaky m crowave ovens, but also from conscious attacks by
adversari es.

Anot her critical aspect for the routing is the capability to ensure
maxi mum di sruption tinme and route maintenance. The nmaxi mum
disruption time is the tine it takes at nost for a specific path to
be restored when broken. Route mmintenance ensures that a path is
noni tored cannot stay disrupted for nore than the maxi mum di sruption
time. Maintenance should also ensure that a path continues to
provide the service for which it was established, for instance, in
ternms of bandwi dth, jitter, and | atency.

In industrial applications, availability is usually defined with
respect to end-to-end delivery of packets within a bounded | atency.
Availability requirenents vary over many orders of nmgnitude. Sone
non-critical nonitoring applications nmay tolerate an availability of

l ess than 90% with hours of latency. Most industrial standards, such
as HART7 [1EC62591], have set user availability expectations at
99.9% Regulatory requirements are a driver for sone industria
applications. Regulatory nmonitoring requires high data integrity
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because | ost data is assunmed to be out of conpliance and subject to
fines. This can drive up either availability or trustworthiness
requi renents.

Because LLN link stability is often low, path diversity is critical
Hop-by-hop link diversity is used to inprove |atency-bounded
reliability by sending data over diverse paths.

Because data fromfield devices are aggregated and funnel ed at the
LLN access point before they are routed to plant applications, LLN
access poi nt redundancy is an inportant factor in overal

availability. A route that connects a field device to a plant
application may have nmultiple paths that go through nore than one LLN
access point. The routing protocol MJST be able to conpute paths of
not - necessarily-equal cost toward a given destination so as to enable
| oad- bal anci ng across a variety of paths. The availability of each
path in a nultipath route can change over tine. Hence, it is

i mportant to neasure the availability on a per-path basis and sel ect
a path (or paths) according to the availability requirenents.

6. Device-Aware Routing Requirenents

Wreless LLN nodes in industrial environments are powered by a
variety of sources. Battery-operated devices with lifetine
requirenents of at least five years are the nbst comobn. Battery
operated devices have a cap on their total energy, and typically can
report an estimate of remmining energy, and typically do not have
constraints on the short-term average power consunption. Energy-
scavengi ng devices are nore conplex. These systens contain both a
power - scavengi ng devi ce (such as solar, vibration, or tenperature

di fference) and an energy storage device, such as a rechargeabl e
battery or a capacitor. These systens, therefore, have lints on
both | ong-term average power consunption (which cannot exceed the
aver age scavenged power over the sane interval) as well as the short-
termlimts inposed by the energy storage requirenents. For solar-
powered systens, the energy storage systemis generally designed to
provi de days of power in the absence of sunlight. Many industria
sensors run off of a 4-20 mA current |oop, and can scavenge on the
order of mlliwatts fromthat source. Vibration nonitoring systens
are a natural choice for vibration scavenging, which typically only
provides tens or hundreds of mcrowatts. Due to industria
tenmperature ranges and desired lifetines, the choices of energy
storage devices can be limted, and the resulting stored energy is
often conparable to the energy cost of sending or receiving a packet
rather than the energy of operating the node for several days. And
of course, some nodes will be |ine-powered.
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Exampl e 1: solar panel, |lead-acid battery sized for two weeks of
rain.

Exampl e 2: vibration scavenger, 1 nF tantal um capacitor.

Fiel d devices have |limted resources. Low power, |ow cost devices
have limted nenory for storing route information. Typical field
devices will have a finite nunber of routes they can support for
their enbedded sensor/actuator application and for forwarding other
devi ces packets in a mesh network slotted-1ink

Users may strongly prefer that the same device have different
lifetime requirenments in different |ocations. A sensor nonitoring a
non-critical parameter in an easily accessed | ocation may have a
l[ifetime requirenent that is shorter and may tolerate nore
statistical variation than a mssion-critical sensor in a hard-to-
reach place that requires a plant shutdown in order to repl ace.

The routing al gorithm MJUST support node-constrai ned routing (e.g.
taking into account the existing energy state as a node constraint).
Node constraints include power and nmenory, as well as constraints

pl aced on the device by the user, such as battery life.

7. Broadcast/Milticast Requirenents

Sone existing industrial plant applications do not use broadcast or
mul ti cast addressing to conmunicate to field devices. Unicast
address support is sufficient for them

In some other industrial process autonmation environnments, nulticast
over IPis used to deliver to nultiple nodes that may be functionally
simlar or not. Exanple usages are:

1) Delivery of alerts to nultiple simlar servers in an automation
control room Alerts are multicast to a group address based on
the part of the autonmmtion process where the alerts arose (e.g.
the multicast address "all-nodes-interested-in-alerts-for-
process-unit-X"). This is always a restricted-scope nmulticast,
not a broadcast.

2) Delivery of common packets to multiple routers over a backbone,
where the packets result in each receiving router initiating
nmul ticast (sonetinmes as a full broadcast) within the LLN. For
i nstance, this can be a byproduct of having potentially
physi cal |y separated backbone routers that can inject nmessages
into different portions of the same |arger LLN
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3) Publication of nmeasurenent data to nore than one subscri ber
This feature is useful in some peer-to-peer control applications.
For exanple, level position my be useful to a controller that
operates the flow valve and also to the overfill alarmindicator.
Both controller and alarmindicator would receive the same
publication sent as a nmulticast by the | evel gauge.

Al'l of these uses require an 1:N security nechanismas well; they
aren't of any use if the end-to-end security is only point-to-point.

It is quite possible that first-generation wireless automation field
net wor ks can be adequately useful without either of these
capabilities, but in the near future, wireless field devices with
comuni cation controllers and protocol stacks will require contro
and configuration, such as firmware downl oadi ng, that nmay benefit
from broadcast or nmulticast addressing.

The routing protocol SHOULD support nulticast addressing.
8. Protocol Performance Requirenents

The routing protocol MJIST converge after the addition of a new device
wi thin several mnutes, and SHOULD converge within tens of seconds
such that a device is able to establish connectivity to any ot her
point in the network or determ ne that there is a connectivity issue.
Any routing algorithmused to deternine howto route packets in the
networ k, MJUST be capable of routing packets to and froma newy added
device within several mnutes of its addition, and SHOULD be able to
performthis function within tens of seconds.

The routing protocol MJST distribute sufficient informtion about
link failures to enable traffic to be routed such that all service
requi rements (especially latency) continue to be net. This places a
requi rement on the speed of distribution and convergence of this
information as well as the responsiveness of any routing al gorithns
used to deternine how to route packets. This requirenment only
applies at normal link failure rates (see Section 5) and MAY degrade
during failure stornms.

Any al gorithmthat conputes routes for packets in the network MJST be
able to performroute conputations in advance of needing to use the
route. Since such algorithns are required to react to link failures,
Il ink usage information, and other dynamic |ink properties as the
information is distributed by the routing protocol, the algorithms
SHOULD recomnmput e route based on the recei pt of new information.
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9.

10.

Mobi lity Requirenents

Various econonmic factors have contributed to a reduction of trained
workers in the industrial plant. A very common problemis that of
the "wirel ess worker". Carrying a PDA or sonmething simlar, this
worker will be able to acconplish nore work in less time than the

ol der, better-trained workers that he or she replaces. Wether the
prem se is valid, the use case is comonly presented: the worker will
be wirel essly connected to the plant I T systemto downl oad

docunentation, instructions, etc., and will need to be able to
connect "directly"” to the sensors and control points in or near the
equi pnment on which he or she is working. It is possible that this

"direct" connection could come via the normal LLNs data collection
network. This connection is likely to require higher bandw dth and
l ower latency than the nornmal data collection operation

PDAs are typically used as the user interfaces for plant historians,

asset managenent systens, and the like. It is undecided if these
PDAs will use the LLN directly to talk to field sensors, or if they
will rather use other wireless connectivity that proxies back into

the field or to anywhere el se.

The routing protocol SHOULD support the wirel ess worker with fast

net work connection times of a few of seconds, and | ow conmand and
response latencies to the plant behind the LLN access points, to
applications, and to field devices. The routing protocol SHOULD al so
support the bandwi dth allocation for bulk transfers between the field
devi ce and the handhel d device of the wireless worker. The routing
prot ocol SHOULD support wal ki ng speeds for maintaini ng network
connectivity as the handhel d device changes position in the wirel ess
net wor k.

Sonme field devices will be nobile. These devices may be | ocated on
novi ng parts such as rotating components, or they may be | ocated on
vehi cl es such as cranes or fork lifts. The routing protocol SHOULD
support vehicul ar speeds of up to 35 knph.

Manageabi l ity Requirenents

The process and control industry is manpower constrained. The aging
denogr aphi cs of plant personnel are causing a | oom ng manpower
problem for industry across many markets. The goal for the

i ndustrial networks is to have the installation process not require
any new skills for the plant personnel. The person would install the
Wi rel ess sensor or wireless actuator the same way the wired sensor or
wired actuator is installed, except the step to connect wire is

el i m nat ed.
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11.

Most users in fact demand even nuch further sinplified provisioning
net hods, a plug and play operation that would be fully transparent to
the user. This requires availability of open and untrusted side
channels for new joiners, and it requires strong and aut omated

aut hentication so that networks can automatically accept or reject
new joiners. ldeally, for a user, adding new routing devices should
be as easy as draggi ng and dropping an icon froma pool of

aut henticated new joiners into a pool for the wired donmain that this
new sensor should connect to. Under the hood, invisible to the user
audi tabl e security mechani sms shoul d take care of new device

aut hentication, and secret join key distribution. These nore

sophi sticated 'over the air’ secure provisioning nethods should
elimnate the use of traditional configuration tools for setting up
devices prior to being ready to securely join an LLN access point.

The routing protocol SHOULD be fully configurable over the air as
part of the joining process of a new routing device.

There will be nmany new applications where even wi thout any hunan
intervention at the plant, devices that have never been on site
before, should be allowed, based on their credentials and
cryptographic capabilities, to connect anyway. Exanples are third-
party road tankers, rail cargo containers with overfill protection
sensors, or consuner cars that need to be refueled with hydrogen by
robots at future fueling stations.

The routing protocol for LLNs is expected to be easy to deploy and
manage. Because the nunber of field devices in a network is |arge,
provi sioning the devices manually may not nake sense. The proper
operation of the routing protocol MAY require that the node be
conmi ssioned with informati on about itself, like identity, security
tokens, radi o standards and frequencies, etc.

The routing protocol SHOULD NOT require to preprovision information
about the environnent where the node will be deployed. The routing
protocol MJST enable the full discovery and setup of the environnent
(avail abl e links, selected peers, reachable network). The protoco
MJUST enable the distribution of its own configuration to be perforned
by some external mechanismfroma centralized managenent controller

Ant agoni stic Requirements

Thi s docunent contains a nunber of strongly required constraints on

the ROLL routing protocol. Some of those strong requirenments mnight
appear antagoni stic and, as such, inpossible to fulfill at the same
tine.
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12.

For instance, the strong requirenent of power econony applies on
general routing but is variant since it is reasonable to spend nore
energy on ensuring the availability of a short energency cl osed-|oop
path than it is to maintain an alert path that is used for regular
updates on the operating status of the device. |In the sane fashion
the strong requirenment on easy provisioning does not natch easily the
strong security requirenents that can be needed to inplenent a
factory policy. Then again, a non-default non-trivial setup can be
acceptable as long as the default configurati on enables a device to
join with some degree of security.

Convergence tinme and network size are also antagonistic. The val ues
expressed in Section 8 ("Protocol Performance Requirenents") apply to
an average network with tens of devices. The use of a backbone can
maintain that |evel of performance and still enable to grow the
network to thousands of node. In any case, it is acceptable to grow
reasonably the convergence time with the network size.

Security Considerations

G ven that wireless sensor networks in industrial automation operate
in systens that have substantial financial and human safety

i mplications, security is of considerable concern. Levels of
security violation that are tolerated as a "cost of doing business”
in the banking industry are not acceptabl e when in sonme cases
literally thousands of lives may be at risk.

Security is easily confused with guarantee for availability. Wen

di scussing wireless security, it’s inportant to distinguish clearly
bet ween the risks of tenporarily |osing connectivity, say due to a
thunderstorm and the risks associated with know edgeabl e adversari es
attacking a wireless system The conscious attacks need to be split
between 1) attacks on the actual application served by the wireless
devices and 2) attacks that exploit the presence of a wireless access
poi nt that may provide connectivity onto | egacy wired plant networks,
so these are attacks that have little to do with the wirel ess devices
inthe LLNs. |In the second type of attack, access points that m ght
be wirel ess backdoors that allow an attacker outside the fence to
access typically non-secured process control and/or office networks
are typically the ones that do create exposures where lives are at
risk. This inplies that the LLN access point on its own nust possess
functionality that guarantees domain segregation, and thus prohibits
many types of traffic further upstream

The current generation of industrial wireless device manufacturers is
speci fying security at the MAC (Media Access Control) layer and the
transport layer. A shared key is used to authenticate nessages at
the MAC | ayer. At the transport |layer, commands are encrypted with
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statistically unique randomy generated end-to-end session keys.
HART7 [ EC62591] and | SA100. 11a are exanpl es of security systens for
i ndustrial wreless networks.

Al t hough such synmetric key encryption and aut hentication nechani sns
at MAC and transport |ayers nay protect reasonably well during the
lifecycle, the initial network boot (provisioning) step in nany cases
requires nore sophisticated steps to securely land the initial secret
keys in field devices. Also, it is vital that during these steps,
the ease of deploynment and the freedom of m xing and mat chi ng
products fromdifferent suppliers does not complicate life for those
that deploy and comm ssion. G ven the average skill levels in the
field and the serious resource constraints in the narket, investing a
l[ittle bit nmore in sensor-node hardware and software so that new

devi ces autonmatically can be deened trustworthy, and thus
automatically join the domains that they should join, with just one
drag- and-drop action for those in charge of deploying, will yield
faster adoption and proliferation of the LLN technol ogy.

Industrial plants may not maintain the sane | evel of physica
security for field devices that is associated with traditiona
network sites such as locked IT centers. |In industrial plants, it
nmust be assumed that the field devices have margi nal physica
security and m ght be conpronmised. The routing protocol SHOULD |imt
the risk incurred by one node being conprom sed, for instance by
proposi ng a non-congruent path for a given route and bal ancing the
traffic across the network.

The routing protocol SHOULD conpartnentalize the trust placed in
field devices so that a conprom sed field device does not destroy the
security of the whole network. The routing MJST be configured and
managed using secure nessages and protocols that prevent outsider
attacks and limt insider attacks fromfield devices installed in

i nsecure locations in the plant.

The wirel ess environment typically forces the abandonnent of
classical 'by perimeter’ thinking when trying to secure network
donmains. Wreless nodes in LLN networks should thus be regarded as
l[ittle islands with trusted kernels, situated in an ocean of
untrusted connectivity, an ocean that mght be full of pirate ships.
Consequently, confidence in node identity and ability to challenge
authenticity of source node credentials gets nore rel evant.

Crypt ographi ¢ boundari es inside devices that clearly demark the
border between trusted and untrusted areas need to be drawn.
Protecti on agai nst conprom se of the cryptographi c boundaries inside
the hardware of devices is outside of the scope of this docunent.
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13.

14.

14.

14.

Not e t hat because nodes are usually expected to be capable of
routing, the end-node security requirenments are usually a superset of
the router requirenents, in order to prevent a end node from being
used to inject forged information into the network that could alter
the plant operations.

Addi tional details of security across all application scenarios are
provided in the ROLL security framework [ROLL- SEC- FMAK] .
I mplications of these security requirements for the routing protoco
itself are a topic for future work.
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