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Abst r act

The Mul tiprotocol Label Switching Transport Profile (MPLS-TP) is the
set of MPLS protocol functions applicable to the construction and
operation of packet-sw tched transport networks. This docunent
specifies the subset of these functions that conprises the MPLS- TP
data plane: the architectural |ayer concerned with the encapsul ation
and forwardi ng of packets within an MPLS-TP network.

Thi s docunent is a product of a joint Internet Engineering Task Force
(IETF) / International Tel ecomunication Union Tel ecomuni cation

St andardi zation Sector (ITU-T) effort to include an MPLS Transport
Profile within the | ETF MPLS and Pseudow re Enul ati on Edge-t o- Edge
(PWE3) architectures to support the capabilities and functionalities
of a packet transport network.

Status of This Meno
This is an Internet Standards Track docunent.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Further infornmation on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc5960.
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1

1

| ntroducti on

The MPLS Transport Profile (MPLS-TP) is the set of functions that
nmeet the requirements [ RFC5654] for the application of MPLS to the
construction and operation of packet-sw tched transport networks.
MPLS- based packet-swi tched transport networks, and the overal
architecture of the MPLS-TP, are defined and described in [ RFC5921].
It is assumed that the reader is famliar with that docunent.

Thi s docunent defines the set of functions that conprise the MPLS-TP
data pl ane: the architectural |ayer concerned with the encapsul ation
and forwardi ng of packets within an MPLS-TP network. This |ayer is
based on the data plane architectures for MPLS ([ RFC3031] and

[ RFC3032]) and for pseudow res [ RFC3985].

Thi s docunent is a product of a joint Internet Engineering Task Force
(I'ETF) / International Tel ecomunication Union Tel ecomunication

St andardi zati on Sector (ITU-T) effort to include an MPLS Transport
Profile within the | ETF MPLS and PWE3 architectures to support the
capabilities and functionalities of a packet transport network.

1. Scope
Thi s docunent has the follow ng purposes:

o To identify the data plane functions within the MPLS Transport
Profile; and

o To indicate which of these data plane functions an MPLS-TP
i npl enentation is required to support.

Thi s docunent defines the encapsul ati on and forwardi ng functions
applicabl e to packets traversing an MPLS-TP Label Switched Path
(LSP), pseudowire (PW, or section (see Section 3 for the definitions
of these transport entities). Encapsulation and forwardi ng functions
for packets outside an MPLS-TP LSP, PW or section, and nmechani sns
for delivering packets to or from MPLS-TP LSPs, PW, and sections,
are outside the scope of this docunent.
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1.2. Term nol ogy

Term Definition

ACH Associ at ed Channel Header
G ACh Generi c Associ at ed Channe
GAL G ACh Label

LER Label Edge Router

LSE Label Stack Entry

LSP Label Swi tched Path

LSR Label Switching Router
MPLS- TP MPLS Transport Profile
OAM Qperations, Adm nistration, and Mi ntenance
PW Pseudowi r e

QS Quality of Service

S- PE PW Swi t chi ng Provi der Edge
T- PE PW Term nati ng Provi der Edge
TTL Time To Live

Addi tional definitions and term nology can be found in [ RFC5921] and
[ RFC5654] .

1.3. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

2. MPLS-TP Packet Encapsul ation and Forwardi ng

MPLS- TP packet encapsul ation and forwardi ng SHALL operate accordi ng
to the MPLS data pl ane architecture described in [ RFC3031] and

[ RFC3032] and to the data plane architectures for single-segnent
pseudowi res and mul ti-segment pseudowi res (see Section 3.3), except
as noted otherwise in this docunent. The MPLS-TP data pl ane
satisfies the requirenments specified in [ RFC5654].

Since an MPLS-TP packet is an MPLS packet as defined in [ RFC3031] and
[ RFC3032], it will have an associated | abel stack, and the ’push’
"pop’, and 'swap’ | abel processing operations specified in those
docunents apply. The |label stack represents a hierarchy of Labe

Swi tched Paths (LSPs). A label is pushed to introduce an additiona

| evel of LSP hierarchy and popped to renpbve it. Such an additiona

| evel may be introduced by any pair of LSRs, whereupon they becone
adj acent at this new |level, and are then known as Label Edge Routers
(LERs) with respect to the new LSP
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In contrast to, for exanple, Section 3.10 of [RFC3031], support for
Internet Protocol (IP) host and router data plane functionality by
MPLS-TP interfaces and in MPLS-TP networks is OPTI ONAL

MPLS-TP forwarding is based on the |abel that identifies an LSP or
PW The | abel val ue specifies the processing operation to be
perfornmed by the next hop at that |evel of encapsulation. A swap of
this label is an atomic operation in which the contents of the packet
(after the swapped | abel) are opaque to the forwarding function. The
only event that interrupts a swap operation is Time To Live (TTL)

expiry.

At an LSR, S-PE, or T-PE, further processing to determ ne the context
of a packet occurs when a swap operation is interrupted by TTL
expiry. |If the TTL of an LSP | abel expires, then the |abel with the
S (Bottom of Stack) bit set is inspected to deternmine if it is a
reserved label. |If it is a reserved | abel, the packet is processed
according to the rules of that reserved |label. For exanple, if it is
a Generic Associated Channel Label (GAL), then it is processed as a
packet on the Generic Associ ated Channel (G ACh); see Section 4. |If
the TTL of a PWexpires at an S-PE or T-PE, then the packet is
examned to determne if a Generic Associ ated Channel Header (ACH) is
present imediately below the PWlabel. |If so, then the packet is
processed as a packet on the G ACh.

Similarly, if a pop operation at an LER exposes a reserved | abel at
the top of the label stack, then the packet is processed according to
the rules of that reserved | abel

If no such exception occurs, the packet is forwarded according to the
procedures in [RFC3031] and [ RFC3032].

3. MPLS-TP Transport Entities

The MPLS Transport Profile includes the followi ng data pl ane
transport entities:

o Label Switched Paths (LSPs)
0 sections
0 pseudowi res (PW)

3.1. Label Switched Paths

MPLS-TP LSPs are ordinary MPLS LSPs as defined in [ RFC3031], except
as specifically noted otherwise in this document.
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3.1.1. LSP Packet Encapsul ation and Forwardi ng

Encapsul ati on and forwardi ng of packets traversing MPLS-TP LSPs MJST
foll ow standard MPLS packet encapsul ati on and forwardi ng as defined
in [ RFC3031], [RFC3032], [RFC5331], and [RFC5332], except as
explicitly stated otherwise in this docunent.

Data plane Quality of Service capabilities are included in the
MPLS-TP in the formof Traffic Engineered (TE) LSPs [ RFC3209] and the
MPLS Differentiated Services (Diffserv) architecture [RFC3270]. Both
E-LSP and L-LSP MPLS Diffserv nodes are included. The Traffic C ass
field (formerly the EXP field) of an MPLS | abel follows the
definition of [RFC5462] and [ RFC3270] and MJST be processed accordi ng
to the rules specified in those docunents.

Except for transient packet reordering that may occur, for exanple,
during fault conditions, packets are delivered in order on L-LSPs,
and on E-LSPs within a specific ordered aggregate.

The Uniform Pipe, and Short Pipe Diffserv tunneling and TTL
processi ng nodel s described in [ RFC3270] and [ RFC3443] MAY be used
for MPLS-TP LSPs. Note, however, that support for the Pipe or Short
Pi pe nodels is REQU RED for typical transport applications in which
the topol ogy and QoS characteristics of the MPLS-TP server |ayer are
i ndependent of the client layer. Specific applications MAY pl ace
further requirenments on the Diffserv tunneling and TTL processing
nodel s an LSP can use.

Per-platform per-interface, or other context-specific |abel space
[ RFC5331] MAY be used for MPLS-TP LSPs. Downstream [ RFC3031] or
upstream [ RFC5331] | abel allocation schenes MAY be used for MPLS- TP
LSPs. The requirenents of a particular LSP type may, however,

di ctate which | abel spaces or allocation schemes LSPs of that type
can use.

Equal - Cost Multi-Path (ECVMP) | oad-bal anci ng MUST NOT be perforned on
an MPLS-TP LSP. WMPLS-TP LSPs as defined in this docunment MAY operate
over a server layer that supports |oad-bal ancing, but this |oad-

bal anci ng MJUST operate in such a manner that it is transparent to
MPLS-TP. This does not preclude the future definition of new MPLS-TP
LSP types that have different requirements regarding the use of ECMP
in the server |ayer.

Penul ti mate Hop Poppi ng (PHP) MJST be disabled by default on MPLS-TP
LSPs.
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3.1.2. LSP Payl oads
The MPLS-TP includes support for the follow ng LSP payl oad types:
o Network-layer protocol packets (including MPLS-1abel ed packets)
o Pseudowi re packets

The rul es for processing LSP payl oads that are network-layer protoco
packets SHALL be as specified in [ RFC3032].

The rul es for processing LSP payl oads that are pseudow re packets
SHALL be as defined in the data plane pseudow re specifications (see
Section 3.3).

The payl oad of an MPLS-TP LSP may be a packet that itself contains an
MPLS | abel stack. This is true, for instance, when the payload is a
pseudowire or an MPLS LSP. In such cases, the |abel stack is

conti guous between the MPLS-TP LSP and its payl oad, and exactly one
LSE in this stack SHALL have the S (Bottom of Stack) bit set to 1.
Thi s behavi or reflects best current practice in MPLS but differs
slightly from[RFC3032], which uses the S bit to identify when MPLS

| abel processing stops and network-|ayer processing starts.

3.1.3. LSP Types
The MPLS-TP includes the followi ng LSP types:
o Point-to-point unidirectional
o Point-to-point associated bidirectiona
o Point-to-point co-routed bidirectiona
o Point-to-nultipoint unidirectiona
Poi nt-to-point unidirectional LSPs are supported by the basic MPLS
architecture [RFC3031] and are REQU RED to function in the sane
manner in the MPLS-TP data pl ane, except as explicitly stated
otherwi se in this docunent.
A point-to-point associated bidirectional LSP between LSRs A and B
consi sts of two unidirectional point-to-point LSPs, one fromAto B

and the other fromB to A which are regarded as a pair providing a
single | ogical bidirectional transport path.
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A point-to-point co-routed bidirectional LSP is a point-to-point
associ ated bidirectional LSP with the additional constraint that its
two unidirectional conponent LSPs in each direction follow the sane
path (in terms of both nodes and links). An inportant property of
co-routed bidirectional LSPs is that their unidirectional component
LSPs share fate.

A point-to-nultipoint unidirectional LSP functions in the sane manner
in the data plane, with respect to basic |abel processing and packet -
swi tching operations, as a point-to-point unidirectional LSP, with
one difference: an LSR may have nore than one (egress interface,

out goi ng |l abel) pair associated with the LSP, and any packet it
transmts on the LSP is transnitted out all associated egress
interfaces. Point-to-multipoint LSPs are described in [ RFC4875] and
[ RFC5332]. TTL processing and exception handling for point-to-

mul tipoint LSPs is the same as for point-to-point LSPs and is
described in Section 2.

3.2. Sections

Two MPLS-TP LSRs are considered to be topol ogically adjacent at a
particular layer n >= 0 of the MPLS-TP LSP hierarchy if there exists
connectivity between them at the next |owest network layer, and if
there is no MPLS | ayer processing at |ayer n between the two LSRs
(other than at the LSRs thenselves). Such connectivity, if it
exists, will be either an MPLS-TP LSP (if n > 0) or a data-link
provi ded by the underlying server layer network (if n =0), and is
referred to as an MPLS-TP section at |ayer n of the MPLS-TP LSP

hi erarchy. Thus, the links traversed by a |layer n+l MPLS-TP LSP are
| ayer n MPLS-TP sections. Such an LSP is referred to as a client of
the section layer, and the section layer is referred to as the server
| ayer with respect to its clients.

The MPLS | abel stack associated with an MPLS-TP section at |ayer n
consists of n labels, in the absence of stack optim zation

mechani sns. I n order for two LSRs to exchange non-1P MPLS-TP contro
packets over a section, an additional |abel, the G ACh Label (GAL)
(see Section 4) MJST appear at the bottom of the |abel stack

An MPLS- TP section may provide one or nmore of the follow ng types of
service to its client |ayer:

o Point-to-point bidirectional
o Point-to-point unidirectional

o Point-to-nultipoint unidirectiona
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The manner in which a section provides such a service is outside the
scope of the MPLS-TP.

An LSP of any of the types listed in Section 3.1.3 may serve as a
section for a client-layer transport entity as long as it supports
the type of service the client requires.

A section MJST provide a neans of identifying the type of payload it
carries. |If the section is a data-link, link-specific mechanisms
such as a protocol type indication in the data-link header MAY be
used. |If the section is an LSP, this information MAY be inplied by
the LSP | abel or, if the LSP payload is MPLS-Iabel ed, by the setting
of the S bit. Additional |abels MAY al so be used if necessary to

di stingui sh different payload types; see [ RFC5921] for exanples and
further discussion.

3.3. Pseudow res

The data plane architectures for single-segnent pseudow res [ RFC3985]
and nulti-segnment pseudow res [ RFC5659] are included in the MPLS-TP.

Dat a pl ane processing procedures for pseudow res are defined and
described in a nunber of |ETF docunments. Sone exanpl e pseudow re
dat a pl ane procedures incl ude:

o Pseudowi re Enul ati on Edge-to-Edge (PWE3) Control Word for Use over
an MPLS PSN [ RFC4385]

o Encapsul ati on Methods for Transport of Ethernet over MPLS Networks
[ RFC44438]

0 Structure-Agnostic Tinme Division Miultiplexing (TDM over Packet
(SAToP) [ RFCA553]

o Encapsul ati on Met hods for Transport of PPP/ Hi gh-Level Data Link
Control (HDLC) over MPLS Networks [RFC4618]

o Encapsul ati on Methods for Transport of Frame Rel ay over
Mul tiprotocol Label Switching (MPLS) Networks [ RFC4619]

o Encapsul ati on Met hods for Transport of Asynchronous Transfer Mde
(ATM over MPLS Networks [ RFC4717]

o Pseudowi re Enul ati on Edge-to-Edge (PWE3) Asynchronous Transfer
Mode (ATM Transparent Cell Transport Service [ RFC4816]

o Synchronous Optical Network/ Synchronous Digital Hi erarchy (SONET/
SDH) Circuit Emul ation over Packet (CEP) [ RFC4842]
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0 Structure-Aware Tine Division Miultiplexed (TDM Circuit Enul ation
Service over Packet Swi tched Network (CESoPSN) [RFC5086]

o Time Division Miltiplexing over IP (TDWol P) [ RFC5087]

o Encapsul ati on Methods for Transport of Fibre Channel franes Over
MPLS Net wor ks [ FC- ENCAP]

Thi s docunment specifies no nodifications or extensions to pseudow re
data pl ane architectures or protocols.

4. MPLS-TP Ceneric Associ ated Channe

The MPLS Generic Associ ated Channel (G ACh) nmechanismis specified in
[ RFC5586] and included in the MPLS-TP. The G ACh provides an
auxiliary | ogical data channel associated with MPLS-TP secti ons,

LSPs, and PW in the data plane. The primary purpose of the GACh in
the context of MPLS-TP is to support control, managenent, and
Qperations, Adm nistration, and Mai ntenance (OQAM traffic associated
with MPLS-TP transport entities. The G ACh MJST NOT be used to
transport client |layer network traffic in MPLS-TP networks.

For pseudowires, the G ACh uses the first four bits of the PWcontrol
word to provide the initial discrimnation between data packets and
packets belonging to the associated channel, as described in

[ RFC4385]. When this first nibble of a packet, immediately follow ng
the | abel at the bottom of stack, has a value of "1, then this
packet belongs to a GACh. The first 32 bits follow ng the bottom of
stack | abel then have a defined format called an Associ ated Channe
Header (ACH), which further defines the content of the packet. The
ACH is therefore both a denmultiplexer for GACh traffic on the PW
and a discrimnator for the type of G ACh traffic.

VWen the control message is carried over a section or an LSP, rather
than over a PW it is necessary to provide an indication in the
packet that the payload is something other than a client data packet.
This is achieved by including a reserved | abel with a value of 13 at
the bottom of the |abel stack. This reserved label is referred to as
the G ACh Label (GAL) and is defined in [RFC5586]. When a GAL is
found, it indicates that the payl oad begins with an ACH The GAL is
thus a demultiplexer for GACh traffic on the section or the LSP, and
the ACHis a discrimnator for the type of traffic carried on the

G ACh. MPLS-TP forwarding follows the normal MPLS nodel, and thus a
GAL is invisible to an LSRunless it is the top label in the |abe
stack. The only other circunstance under which the |abel stack may
be inspected for a GAL is when the TTL has expired. Normal packet
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forwardi ng MAY continue concurrently with this inspection. Al
operations on the | abel stack are in accordance with [ RFC3031] and
[ RFC3032] .

An application processing a packet received over the G ACh may
requi re packet-specific context (such as the receiving interface or
received | abel stack). Data plane inplenmentations MJST therefore
provi de adequate context to the application that is to process a

G ACh packet. The definition of the context required MJST be

provi ded as part of the specification of the application using the
G ACh.

5. Server-Layer Considerations

The MPLS-TP network has no awareness of the internals of the server

| ayer of which it is aclient; it requires only that the server |ayer
be capabl e of delivering the type of service required by the MPLS-TP
transport entities that nake use of it. Note that what appears to be
a single server-layer link to the MPLS-TP network may be a
conpl i cated construct underneath, such as an LSP or a collection of
underlying links operating as a bundle. Special care may be needed
in network design and operati on when such constructs are used as a
server |ayer for MPLS-TP.

Encapsul ati on of MPLS-TP packets for transport over specific server-
| ayer media is outside the scope of this document.

6. Security Considerations

The MPLS data plane (and therefore the MPLS-TP data pl ane) does not
provi de any security nechanisns in and of itself. dient |ayers that
wi sh to secure data carried over MPLS-TP transport entities are

REQUI RED to apply their own security mechani smns.

VWher e managenent or control plane protocols are used to instal

| abel -swi tching operations necessary to establish MPLS-TP transport
pat hs, those protocols are equipped with security features that
network operators nmay use to securely create the transport paths.

VWere enhanced security is desirable, and a trust relationship exists
between an LSR and its peer, the LSR MAY choose to inplenment the
followi ng policy for the processing of MPLS packets received from one
or nore of its neighbors:

Upon recei pt of an MPLS packet, discard the packet unless one of
the followi ng two conditions holds:
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1. Any MPLS label in the packet’'s |abel stack processed at the
receiving LSR, such as an LSP or PWI abel, has a | abel val ue
that the receiving LSR has distributed to that nei ghbor; or

2. Any MPLS | abel in the packet’s |abel stack processed at the
receiving LSR, such as an LSP or PWI abel, has a | abel val ue
that the receiving LSR has previously distributed to the peer
beyond that neighbor (i.e., when it is known that the path
fromthe systemto which the [abel was distributed to the
recei ving systemis via that neighbor).

Further details of MPLS and MPLS-TP security can be found in
[ RFC5921] and [ RFC5920].
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