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Abst r act

Thi s docunent specifies protocol stacks for the routing and transport
of per-flow signalling nessages along the path taken by that flow
through the network. The design uses existing transport and security
protocol s under a comopn nessagi ng | ayer, the CGeneral Internet
Signalling Transport (d ST), which provides a comobn service for

di verse signalling applications. G ST does not handle signalling
application state itself, but nanages its own internal state and the
configuration of the underlying transport and security protocols to
enabl e the transfer of nessages in both directions along the flow
path. The conbination of G ST and the | ower |ayer transport and
security protocols provides a solution for the base protoco

conponent of the "Next Steps in Signalling" (NSIS) franework.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
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Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the | ESG are a candi date for any |evel of
I nternet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww.rfc-editor.org/info/rfc5971
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1

| ntroducti on

Signalling involves the manipul ation of state held in network

el ements. ' Manipul ation’ could mean setting up, nodifying, and
tearing down state; or it could sinply nean the nmonitoring of state
that is nanaged by other nechanisnms. This specification concentrates
mai nl y on pat h-coupl ed signalling, controlling resources on network
el ements that are | ocated on the path taken by a particul ar data
flow, possibly including but not Iinmted to the flow endpoints.
Exanmpl es of state nanagement include network resource reservation,
firewal | configuration, and state used in active networking; exanples
of state nonitoring are the discovery of instantaneous path
properties, such as avail abl e bandwi dth or cunul ati ve queui ng del ay.
Each of these different uses of signalling is referred to as a

signal l'ing application.

G ST assunes ot her mechani snms are responsible for controlling routing
within the network, and G ST is not designed to set up or nodify
paths itself; therefore, it is conplenmentary to protocols |ike
Resource Reservation Protocol - Traffic Engineering (RSVP-TE) [22] or
LDP [23] rather than an alternative. There are al nost al ways nore
than two participants in a path-coupled signalling session, although
there is no need for every node on the path to participate; indeed,
support for G ST and any signalling applications inmposes a
performance cost, and deploynent for flowlevel signalling is nmuch
nore |ikely on edge devices than core routers. G ST path-coupl ed
signalling does not directly support nulticast flows, but the current
G ST design could be extended to do so, especially in environnments
where the multicast replication points can be made G ST-capabl e

G ST can al so be extended to cover other types of signalling pattern,
not related to any end-to-end flow in the network, in which case the
di stinction between G ST and end-to-end higher-layer signalling wll
be drawn differently or not at all

Every signalling application requires a set of state managenent
rules, as well as protocol support to exchange nessages al ong the
data path. Several aspects of this protocol support are common to
all or a large nunber of signalling applications, and hence can be
devel oped as a common protocol. The NSIS framework given in [29]
provides a rationale for a function split between the combn and
application-specific protocols, and gives outline requirenents for
the former, the NSIS Transport Layer Protocol (NTLP). Severa
concepts in the framework are derived fromRSVP [14], as are severa
aspects of the G ST protocol design. The application-specific
protocols are referred to as NSIS Signalling Layer Protocols (NSLPs),
and are defined in separate docunments. The NSIS framework [29] and
the acconpanying threats docunent [30] provide inportant background
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information to this specification, including informati on on how G ST
is expected to be used in various network types and what role it is
expected to perform

Thi s specification provides a concrete solution for the NTLP. It is
based on the use of existing transport and security protocols under a
conmon nessagi ng | ayer, the General Internet Signalling Transport

(A ST). d ST does not handle signalling application state itself; in
that crucial respect, it differs from higher layer signalling
protocol s such as SIP, the Real-tine Stream ng Protocol (RTSP), and
the control component of FTP. Instead, G ST nmanages its own interna
state and the configuration of the underlying transport and security
protocols to ensure the transfer of signalling nessages on behal f of
signalling applications in both directions along the flow path. The
purpose of G ST is thus to provide the common functionality of node
di scovery, message routing, and message transport in a way that is
simple for multiple signalling applications to re-use.

The structure of this specification is as follows. Section 2 defines
term nol ogy, and Section 3 gives an informal overview of the protoco
desi gn principles and operation. The normative specification is
contained mainly in Section 4 to Section 8. Section 4 describes the
nmessage sequences and Section 5 their format and contents. Note that
the detailed bit formats are given in Appendix A The protoco
operation is captured in the formof state machines in Section 6.
Section 7 describes sone nore advanced protocol features, and
security considerations are contained in Section 8. In addition
Appendi x B describes an abstract APl for the service that G ST
provides to signalling applications, and Appendi x D provi des an
exanpl e nessage flow. Parts of the G ST design use packets with IP
options to probe the network, that |leads to sone nmigration issues in
the case of IPv4, and these are discussed in Appendix C

Because of the |ayered structure of the NSIS protocol suite, protoco
extensions to cover a new signalling requirenment could be carried out
either within A ST, or within the signalling application |ayer, or
both. General guidelines on howto extend different |ayers of the
protocol suite, and in particular when and how it is appropriate to
extend G ST, are contained in a separate docunent [12]. |In this
docunent, Section 9 gives the formal | ANA consi derations for the
registries defined by the G ST specification

2. Requirements Notation and Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [3].
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The term nology used in this specification is defined in this
section. The basic entities relevant at the A ST | evel are shown in
Figure 1. In particular, this diagramdistinguishes the different
address types as being associated with a flow (end-to-end addresses)
or signalling (addresses of adjacent signalling peers).

Sour ce G ST (adj acent) peer nodes Destination
| P address | P addresses = Signalling | P address
= Fl ow Sour ce/ Desti nati on Addresses = Fl ow
Sour ce (depending on signalling direction) Destination
Addr ess | | Addr ess
Y, Y,
S PR + Fommmm - + Data Flow +------ + S PR +
| Flow |----------- [------ [------------- [------ [-------- >  Flow |
| Sender | | | | | Recei ver
S + | G ST | ::::::::::::>| G ST | S +
| Node | <::::::::::::| Node |
oo + Signalling +------ +
G\1 Fl ow G\2
SSS>SS>SSSSSSS>>>>> Downstream di rection

<<LLLLLLLLLLLLLLKL Upstream di rection

Figure 1. Basic Term nol ogy
[Data] Flow. A set of packets identified by sone fixed comnbination
of header fields. Flows are unidirectional; a bidirectiona
conmuni cation is considered a pair of unidirectional flows.
Session: A single application | ayer exchange of infornation for
whi ch sone state information is to be mani pul ated or nonitored
See Section 3.7 for further detail ed discussion.

Session ldentifier (SID): An identifier for a session; the syntax is
a 128-bit value that is opaque to G ST.

[Flow] Sender: The node in the network that is the source of the
packets in a flow. A sender could be a host, or a router if, for
exanple, the flowis actually an aggregate.

[Flow] Receiver: The node in the network that is the sink for the
packets in a flow

Downstream |In the sane direction as the data fl ow.

Upstream In the opposite direction to the data fl ow
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G ST Node: Any node supporting the G ST protocol, regardl ess of what
signalling applications it supports.

[ Adj acent] Peer: The next node along the signalling path, in the
upstream or downstreamdirection, with which a G ST node
explicitly interacts.

Querying Node: The G ST node that initiates the handshake process to
di scover the adjacent peer

Respondi ng Node: The G ST node that responds to the handshake
becom ng the adjacent peer to the Querying node.

Dat agram Mode (D-node): A node of sending G ST nessages between
nodes w t hout using any transport |ayer state or security
protection. Datagram node uses UDP encapsul ation, with source and
destination |IP addresses derived either fromthe flow definition
or previously discovered adjacency information.

Connection Mde (C-node): A node of sending G ST nessages directly
bet ween nodes usi ng point-to-point nmessagi ng associ ati ons (see
bel ow). Connection node allows the re-use of existing transport
and security protocols where such functionality is required.

Messagi ng Association (MA): A single connection between two

explicitly identified A ST adjacent peers, i.e., between a given
signal i ng source and destination address. A nessagi ng
associ ati on may use a transport protocol; if security protection

is required, it may use a network | ayer security association, or
use a transport |ayer security association internally. A
nessagi ng association is bidirectional: signalling nessages can be
sent over it in either direction, referring to flows of either
direction.

[ Message] Routing: Message routing describes the process of
determ ning which is the next A ST peer along the signalling path.
For signalling along a flow path, the nessage routing carried out
by G ST is built on top of normal IP routing, that is, forwarding
packets within the network | ayer based on their destination IP
address. In this docunment, the term’routing generally refers to
G ST message routing unless particularly specified.

Message Routing Method (MRM: There can be different algorithns for
di scovering the route that signalling nessages should take. These
are referred to as message routing nmethods, and G ST supports
alternatives within a common protocol franmework. See Section 3.3.
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Message Routing Information (MRI): The set of data itemval ues that
is used to route a signalling nmessage according to a particular
MRM for exanple, for routing along a flow path, the MR includes
fl ow source and destination addresses, and protocol and port
nunbers. See Section 3.3.

Router Alert Option (RAO): An option that can be included in |Pv4
and v6 headers to assist in the packet interception process; see
[13] and [17].

Transfer Attributes: A description of the requirenents that a
signalling application has for the delivery of a particular
nessage; for exanple, whether the nessage shoul d be delivered
reliably. See Section 4.1.2.

3. Design Overview
3.1. Overall Design Approach

The generic requirements identified in the NSIS framework [29] for
transport of signalling nessages are essentially two-fold:

Routing: Determ ne howto reach the adjacent signalling node al ong
each direction of the data path (the G ST peer), and if necessary
explicitly establish addressing and identity infornmation about
that peer;

Transport: Deliver the signalling information to that peer

To neet the routing requirenent, one possibility is for the node to
use local routing state information to determne the identity of the
G ST peer explicitly. @ ST defines a three-way handshake that probes
the network to set up the necessary routing state between adjacent
peers, during which signalling applications can al so exchange dat a.
Once the routing decision has been made, the node has to select a
mechani sm for transport of the nessage to the peer. @G ST divides the
transport functionality into two parts, a mninmal capability provided
by G ST itself, with the use of well-understood transport protocols
for the harder cases. Here, with details discussed |ater, the

m ni mal capability is restricted to nessages that are sized well
bel ow t he | owest maxi mum transm ssion unit (MIU) along a path, are

i nfrequent enough not to cause concerns about congestion and fl ow
control, and do not need security protection or guaranteed delivery.

In [29], all of these routing and transport requirenments are assigned
to a single notional protocol, the NSIS Transport Layer Protoco
(NTLP). The strategy of splitting the transport problemleads to a

| ayered structure for the NTLP, with a specialised A ST nessagi ng
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| ayer running over standard transport and security protocols. The
basi ¢ concept is shown in Figure 2. Note that not every conbi nation
of transport and security protocols inplied by the figure is actually
possi ble for use in A ST; the actual conbinations allowed by this
specification are defined in Section 5.7. The figure also shows G ST
offering its services to upper |layers at an abstract interface, the
G ST API, further discussed in Section 4.1.

AN e e e e e e - - +
[ ] | Signalling
NSI S L | Application 2
Signal ling | Signalling +------------- +
Application | Application 1] |
Level R +
| | I I
W I I
::::::::l :::::::::::::::::::l —==== <-- G ST API
AYAS +_____|____________________|_ ______________________ +
[ ] R e T + e + |
[ ] [ ] a SsT | | G ST State | |
| | Encapsul ati on | <<<>>>| Mai ntenance |
[ ] [+----m e - - + R + |
| | G ST: Messagi ng Layer |
[ ] S +
NSI S I I I I
TransSpPort
Level . Transport Layer Security (TLS or DTLS)
(NTLP)
| I I I I
[ ] I s T R S e
[ ] |UDP | |TCP | |SCTP| |DCCP| ... other
[ ] R I e S e T o pr ot ocol s
| | I I I I
[ I
| | P Layer Security
[
W I I I I
I I I I
o e m e e e e e e e e e e e e e e e e e e e mm e mm o - +
| P |
oo o o o e +

Figure 2: Protocol Stack Architecture for Signalling Transport
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3.2. Modes and Messagi ng Associ ations
Internally, A ST has two npdes of operation

Dat agram node (D-node): used for small, infrequent nessages with
nodest delay constraints and no security requirenents. A specia
case of D-node called Query-nbpde (Q nbde) is used when no routing
state exists.

Connection node (C-node): used for all other signalling traffic. In
particular, it can support |arge nessages and channel security and
provi des congestion control for signalling traffic.

C-node can in principle use any stream or nessage-oriented transport
protocol ; this specification defines TCP as the initial choice. It
can in principle enmploy specific network | ayer security associ ations,
or an internal transport |ayer security association; this
specification defines TLS as the initial choice. Wen d ST nessages
are carried in Cnode, they are treated just |like any other traffic
by internedi ate routers between the G ST peers. |Indeed, it would be
i mpossible for internediate routers to carry out any processing on
the messages without terminating the transport and security protocols
used.

D-node uses UDP, as a suitable NAT-friendly encapsul ation that does
not require per-nessage shared state to be nmintai ned between the
peers. Long-termevolution of G ST is assunmed to preserve the
simplicity of the current D-node design. Any extension to the
security or transport capabilities of D nbde can be viewed as the

sel ection of a different protocol stack under the A ST nmessagi ng
layer; this is then equivalent to defining another option within the
overall C-node framework. This includes both the case of using

exi sting protocols and the specific devel opnent of a nmessage exchange
and payl oad encapsul ation to support G ST requirenents.

Alternatively, if any necessary paraneters (e.g., a shared secret for
use inintegrity or confidentiality protection) can be negoti ated

out - of -band, then the additional functions can be added directly to
D node by addi ng an optional object to the nmessage (see

Appendi x A.2.1). Note that in such an approach, downgrade attacks as
di scussed in Section 8.6 would need to be prevented by policy at the
destinati on node.

It is possible to mix these two nobdes along a path. This allows, for
exanpl e, the use of D-node at the edges of the network and C-npde
towards the core. Such conbinations nay make operation nore
efficient for nobile endpoints, while allow ng shared security
associ ati ons and transport connections to be used for nessages for
nmultiple flows and signalling applications. The setup for these
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protocol s inposes an initialisation cost for the use of C npbde, but
inthe long termthis cost can be shared over all signalling sessions
bet ween peers; once the transport |ayer state exists, retransmni ssion
al gorithms can operate much nore aggressively than woul d be possible
in a pure D node design.

It nust be understood that the routing and transport functions within
G ST are not independent. |f the nessage transfer has requirenents
that require C-node, for exanple, if the nmessage is so |arge that
fragmentation is required, this can only be used between explicitly

identified nodes. |In such cases, G ST carries out the three-way
handshake initially in Dnbde to identify the peer and then sets up
the necessary connections if they do not already exist. It nust also

be understood that the signalling application does not nake the

D node/ C-node sel ection directly; rather, this decision is mde by

G ST on the basis of the nessage characteristics and the transfer
attributes stated by the application. The distinction is not visible
at the G ST service interface.

In general, the state associated with C nbde nessaging to a

particul ar peer (signalling destination address, protocol and port
nunbers, internal protocol configuration, and state information) is
referred to as a nmessaging association (MA). MAs are totally
internal to QST (they are not visible to signalling applications).
Al t hough G ST may be using an MA to deliver nessages about a
particular flow, there is no direct correspondence between them the
G ST nmessage routing al gorithms consider each nessage in turn and
sel ect an appropriate MAto transport it. There may be any number of
MAs between two G ST peers although the usual case is zero or one,
and they are set up and torn down by managenent actions within G ST
itself.

3.3. Message Routing Methods

The basel i ne nmessage routing functionality in GST is that signalling
nmessages follow a route defined by an existing flow in the network,
visiting a subset of the nodes through which it passes. This is the
appropriate behaviour for application scenarios where the purpose of
the signalling is to manipul ate resources for that flow. However,
there are scenarios for which other behaviours are applicable. Two
exanpl es are:

Predictive Routing: Here, the intent is to signal along a path that
the data flow may follow in the future. Possible cases are pre-
installation of state on the backup path that would be used in the
event of a link failure, and predictive installation of state on
the path that will be used after a nobile node handover.
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NAT Address Reservations: This applies to the case where a node
behi nd a NAT wi shes to reserve an address at which it can be
reached by a sender on the other side. This requires a nmessage to
be sent outbound fromwhat will be the flow receiver although no
reverse routing state for the flow yet exists.

Most of the details of A ST operation are independent of the routing
behavi our being used. Therefore, the A ST design encapsul ates the
routi ng- dependent details as a nessage routing nethod (MM, and
allows nultiple MRMs to be defined. This specification defines the
pat h- coupl ed MRM corresponding to the baseline functionality

descri bed above, and a second ("Loose-End") MRM for the NAT Address
Reservation case. The detailed specifications are given in

Section 5.8.

The content of an MRM definition is as follows, using the path-
coupl ed MRM as an exanpl e:

o The format of the information that describes the path that the
signal l'ing shoul d take, the Message Routing Information (MI).
For the path-coupled MRM this is just the flow identifier (see
Section 5.8.1.1) and sone additional control information
Specifically, the MR always includes a flag to distinguish
between the two directions that signalling messages can take,
denot ed 'upstreani and ' downstreani.

o A specification of the IP-level encapsul ation of the nessages
whi ch probe the network to discover the adjacent peers. A
downst ream encapsul ati on nust be defined; an upstream
encapsul ation is optional. For the path-coupled MRM this
information is given in Section 5.8.1.2 and Section 5.8.1.3.
Current MRMs rely on the interception of probe nessages in the
data pl ane, but other mechani sms are al so possible within the
overall G ST design and woul d be appropriate for other types of
signal ling pattern.

o A specification of what validation checks @ ST should apply to the
probe nmessages, for exanple, to protect against |P address
spoofing attacks. The checks nmay be dependent on the direction
(upstream or downstream) of the message. For the path-coupled
MRM the downstreamvalidity check is basically a form of ingress
filtering, also discussed in Section 5.8.1.2.

o The nechani sn(s) available for route change detection, i.e., any
change in the nei ghbour relationships that the MRM di scovers. The
default case for any MRMis soft-state refresh, but additiona
supporting techni ques may be possible; see Section 7.1.2.
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In addition, it should be noted that NAT traversal may require
translation of fields in the MRl object carried in G ST nessages (see
Section 7.2.2). The generic MR format includes a flag that nust be
given as part of the MRMdefinition, to indicate if sone kind of
translation is necessary. Devel opnent of a new MRM therefore

i ncl udes updates to the G ST specification, and may include updates
to specifications of NAT behavi our. These updates nmay be done in
separate docunents as is the case for NAT traversal for the MRMs of
the base G ST specification, as described in Section 7.2.3 and [44].

The MRI is passed explicitly between signalling applications and

G ST; therefore, signalling application specifications nust define
which MRMs they require. Signalling applications may use fields in
the MRl in their packet classifiers; if they use additional
information for packet classification, this would be carried at the
NSLP | evel and so would be invisible to G ST. Any node hosting a
particul ar signalling application needs to use a A ST inpl ementation
that supports the corresponding MRMs. The G ST processing rul es

al | ow nodes not hosting the signalling application to ignore nessages
for it at the G ST level, so it does not matter if these nodes
support the MRM or not.

3.4. 4 ST Messages

G ST has six nessage types: Query, Response, Confirm Data, Error,
and MA-Hello. Apart fromthe invocation of the nessaging association
protocol s used by C-node, all G ST communicati on consists of these
messages. In addition, all signalling application data is carried as
addi ti onal payloads in these messages, alongside the G ST

i nformation.

The Query, Response, and Confirm nmessages inplenment the handshake
that A ST uses to set up routing state and nmessagi ng associ ati ons.
The handshake is initiated fromthe Queryi ng node towards the
Respondi ng node. The first nessage is the Query, which is

encapsul ated in a specific way depending on the nmessage routing

net hod, in order to probe the network infrastructure so that the
correct peer will intercept it and becone the Respondi ng node. A
Query always triggers a Response in the reverse direction as the
second message of the handshake. The content of the Response
controls whether a Confirm message is sent: as part of the defence
agai nst deni al -of -service attacks, the Responding node can del ay
state installation until a return routability check has been
performed, and require the Querying node to conplete the handshake
with the Confirmnessage. |In addition, if the handshake is being
used to set up a new MA, the Response is required to request a
Confirm Al of these three nmessages can optionally carry signalling
application data. The handshake is fully described in Section 4.4.1
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The Data nessage is used purely to encapsul ate and deliver signalling
application data. Usually, it is sent using pre-established routing
state. However, if there are no security or transport requirements
and no need for persistent reverse routing state, it can also be sent
in the same way as the Query. Finally, Error nessages are used to

i ndicate error conditions at the A ST level, and the MA-Hell o nessage
can be used as a diagnostic and keepalive for the nmessaging
associ ati on protocols.

3.5. 4 ST Peering Relationships

Peering is the process whereby two G ST nodes create nessage routing
states that point to each other

A peering relationship can only be created by a G ST handshake.

Nodes becone peers when one issues a Query and gets a Response from
another. Issuing the initial Query is a result of an NSLP request on
that node, and the Query itself is formatted according to the rules
of the nessage routing nmethod. For current MRMs, the identity of the
Respondi ng node is not known explicitly at the tine the Query is
sent; instead, the message is exam ned by nodes along the path unti
one decides to send a Response, thereby beconing the peer. If the
node hosts the NSLP, |ocal G ST and signalling application policy

det erm ne whether to peer; the details are given in Section 4.3.2.
Nodes not hosting the NSLP forward the Query transparently

(Section 4.3.4). Note that the design of the Query nmessage (see
Section 5.3.2) is such that nodes have to opt-in specifically to
carry out the message interception -- G ST-unaware nodes see the
Query as a normal data packet and so forward it transparently.

An existing peering relationship can only be changed by a new G ST
handshake; in other words, it can only change when routing state is
refreshed. On a refresh, if any of the factors in the origina
peering process have changed, the peering rel ationship can al so
change. As well as network-level rerouting, changes could include
nodi fications to NSIS signalling functions depl oyed at a node, or
alterations to signalling application policy. A change could cause
an existing node to drop out of the signalling path, or a new node to
becorme part of it. Al these possibilities are handled as rerouting
events by G ST; further details of the process are described in
Section 7. 1.

3.6. Effect on Internet Transparency
G ST relies on routers inside the network to intercept and process
packets that would normally be transmtted end-to-end. This

processi ng may be non-transparent: nessages may be forwarded with
nodi fications, or not forwarded at all. This interception applies
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only to the encapsul ation used for the Query nmessages that probe the
network, for exanmple, along a flow path; all other G ST nessages are
handl ed only by the nodes to which they are directly addressed, i.e.
as normal Internet traffic.

Because this interception potentially breaks Internet transparency
for packets that have nothing to do with G ST, the encapsul ati on used
by G ST in this case (called Query-node or Q node) has severa
features to avoid accidental collisions with other traffic:

o Q nmpde nessages are always sent as UDP traffic, and to a specific
wel | -known port (270) allocated by | ANA.

o Al G ST nessages sent as UDP have a magi ¢ nunber as the first 32-
bit word of the datagram payl oad.

Even if a node intercepts a packet as potentially a G ST nessage
unl ess it passes both these checks it will be ignored at the G ST
| evel and forwarded transparently. Further discussion of the
reception process is in Section 4.3.1 and the encapsul ation in
Section 5. 3.

3.7. Signalling Sessions

G ST requires signalling applications to associate each of their
nmessages with a signalling session. Informally, given an application
| ayer exchange of information for which some network control state
information is to be mani pulated or nonitored, the correspondi ng
signal l i ng nessages shoul d be associated with the same session
Signalling applications provide the session identifier (SID whenever
they wish to send a nessage, and G ST reports the SID when a nessage
is received; on nmessages forwarded at the G ST level, the SIDis
preserved unchanged. Usually, NSLPs will preserve the SID val ue
along the entire signalling path, but this is not enforced by or even
visible to G ST, which only sees the scope of the SID as the single
hop between adj acent NSLP peers.

Most G ST processing and state information is related to the fl ow
(defined by the MRI; see above) and signalling application (given by
the NSLP identifier, see below). There are several possible

rel ati onshi ps between fl ows and sessions, for exanple:

o The sinplest case is that all signalling nessages for the sane
fl ow have the sane SID.

o Messages for nore than one flow may use the sane SID, for exanple,

because one flow is replacing another in a nmobility or multihom ng
scenari o.
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o Asingle flow may have nessages for different SIDs, for exanple,
fromindependently operating signalling applications.

Because of this range of options, G ST does not perform any
val i dation on how signalling applications nmap between fl ows and
sessions, nor does it performany direct validation on the properties
of the SIDitself, such as any enforcenent of uniqueness. G ST only
defines the syntax of the SID as an opaque 128-bit identifier

The SI D assignnent has the follow ng i npact on G ST processi ng:

o Messages with the sane SID that are to be delivered reliably
bet ween the sane G ST peers are delivered in order

o All other nessages are handl ed i ndependently.

o0 G ST identifies routing state (upstream and downstream peer) by
the MR/ SI D/ NSLPI D comnbi nati on.

Strictly speaking, the routing state should not depend on the SID
However, if the routing state is keyed only by (M, NSLP), there is
a trivial denial-of-service attack (see Section 8.3) where a
mal i ci ous off-path node asserts that it is the peer for a particular
flow. Such an attack would not redirect the traffic but would
reroute the signalling. Instead, the routing state is al so
segregated between different SIDs, which nmeans that the attacking
node can only disrupt a signalling session if it can guess the
corresponding SID. Normative rules on the selection of SIDs are
given in Section 4.1.3.

3.8. Signalling Applications and NSLPI Ds

The functionality for signalling applications is supported by NSI S
Signalling Layer Protocols (NSLPs). Each NSLP is identified by a
16-bit NSLP identifier (NSLPID), assigned by IANA (Section 9). A
single signalling application, such as resource reservation, nay
define a famly of NSLPs to inplenent its functionality, for exanple,
to carry out signalling operations at different |levels in a hierarchy
(cf. [21]). However, the interactions between the different NSLPs
(for exanmple, to relate aggregation |evels or aggregation region
boundaries in the resource managenent case) are handl ed at the
signalling application level; the NSLPID is the only information
visible to G ST about the signalling application being used.
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3.9. 4 ST Security Services
G ST has two distinct security goals:

o to protect QST state fromcorruption, and to protect the nodes on
which it runs fromresource exhaustion attacks; and

o to provide secure transport for NSLP nessages to the signalling
applications.

The protocol mechani sms to achieve the first goal are mainly interna
to G ST. They include a cookie exchange and return routability check
to protect the handshake that sets up routing state, and a random SI D
is also used to prevent off-path session hijacking by SID guessing.
Further details are given in Section 4.1.3 and Section 4.4.1, and the
overall security aspects are discussed in Section 8.

A second | evel of protection is provided by the use of a channe
security protocol in nmessaging associations (i.e., within C node).
Thi s mechani sm serves two purposes: to protect against on-path
attacks on G ST and to provide a secure channel for NSLP nmessages.
For the nmechanismto be effective, it nmust be able to provide the
foll owi ng functions:

o nmutual authentication of the @ ST peer nodes;

o ability to verify the authenticated identity against a database of
nodes aut horised to take part in G ST signalling;

o confidentiality and integrity protection for NSLP data, and
provi sion of the authenticated identities used to the signalling
appl i cation.

The aut hori sed peer database is described in nore detail in

Section 4.4.2, including the types of entries that it can contain and
the aut horisation checking algorithmthat is used. The only channe
security protocol defined by this specification is a basic use of

TLS, and Section 5.7.3 defines the TLS-specific aspects of how these
functions (for exanple, authentication and identity conparison) are
integrated with the rest of A ST operation. At a high level, there
are several alternative protocols with simlar functionality, and the
handshake (Section 4.4.1) provides a mechanismwithin QST to sel ect
bet ween them However, they differ in their identity schenes and

aut henti cati on nethods and dependencies on infrastructure support for
the aut hentication process, and any G ST extension to incorporate
them woul d need to define the details of the corresponding
interactions with G ST operati on.
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3.10. Example of Qperation

This section presents an exanple of G ST usage in a relatively sinple

(in particular, NAT-free) signalling scenario, to illustrate its main
features.
G\1 G\2
T + T +
NSLP | | | |
Level | >>>>>>>>>1 | | 5>>>>>>>>5
| ~ V| I nternediate | ~ V|
IR 2-| Rout er s IR V- |
| Vi | Vi
| ~ V| +o---- + oo - - + | » V
>>>>>>>>>>N >3>>>>55>>4>>>555555>>A>>>>>>>>>5 5>>>>>>>>>
| | | | | | | |
Qg ST | H<<LLLLLLLLLLL LKL L LKL L LKL L LKL L L LLLLH |
Level S + +---- - + +---- - + S +

>>>>> <<<<<
1-6

Signal l'i ng messages
Stages in the exanple
(stages 7 and 8 are not shown)

Figure 3: Exanple of Operation

Consi der the case of an RSVP-like signalling application that nakes
recei ver-based resource reservations for a single unicast flow. In
general, signalling can take place along the entire end-to-end path
(between fl ow source and destination), but the role of G ST is only
to transfer signalling nmessages over a single segnment of the path,

bet ween nei ghbouri ng resource-capabl e nodes. Basic G ST operation is
the same, whether it involves the endpoints or only interior nodes:
in either case, G ST is triggered by a request froma | oca

signalling application. The exanple here describes how G ST
transfers messages between two adj acent peers sone di stance al ong the
path, GN1 and G\2 (see Figure 3). W take up the story at the point
where a nessage is being processed above the G ST | ayer by the
signalling application in GN1

1. The signalling application in GN1 determnes that this nessage is
a sinple description of resources that would be appropriate for
the flow It determnes that it has no special security or
transport requirenents for the nessage, but sinply that it should
be transferred to the next downstream signalling application peer
on the path that the flow will take.
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2. The nessage payload is passed to the G ST layer in GNL, along
with a definition of the flow and description of the nessage
transfer attributes (in this case, requesting no reliable
transm ssi on or channel security protection). G ST determ nes
that this particul ar nessage does not require fragnentati on and
that it has no know edge of the next peer for this flow and
signalling application; however, it also determ nes that this
application is likely to require secured upstream and downstream
transport of |large nessages in the future. This determination is
a function of node-internal policy interactions between 3 ST and
the signalling application.

3. GN1 therefore constructs a G ST Query carrying the NSLP payl oad,
and additional payloads at the G ST | evel which will be used to
initiate a nmessagi ng association. The Query is encapsulated in a
UDP datagram and injected into the network. At the IP level, the
destination address is the flow receiver, and an IP Router Al ert
Option (RAO is also included.

4. The Query passes through the network towards the flow receiver,
and is seen by each router in turn. G ST-unaware routers wll
not recogni se the RAO value and will forward the nessage
unchanged; G ST-aware routers that do not support the NSLP in
guestion will also forward the nmessage basically unchanged,
al t hough they may need to process nore of the nessage to decide
this after initial interception.

5. The message is intercepted at G\2. The G ST layer identifies the
nmessage as relevant to a local signalling application, and passes
the NSLP payl oad and fl ow description upwards to it. This
signalling application in GN2 indicates to G ST that it will peer
with GN1 and so G ST should proceed to set up any routing state.
In addition, the signalling application continues to process the
nmessage as in GNL (conpare step 1), passing the nmessage back down
to G ST so that it is sent further downstream and this wll
eventually result in the nessage reaching the flow receiver.

G ST itsel f operates hop-by-hop, and the signalling application
joins these hops together to nmanage the end-to-end signalling
operations.

6. In parallel, the A ST instance in G\2 now knows that it should
mai ntain routing state and a nmessagi ng associ ation for future
signalling with GN1. This is recogni sed because the nessage is a
Query, and because the local signalling application has indicated
that it will peer with GN1. There are two possible cases for
sendi ng back the necessary G ST Response:
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6. A - Association Exists: GN1 and G\2 al ready have an
appropriate MA. G\2 sinply records the identity of GNl as
its upstream peer for that flow and NSLP, and sends a
Response back to GN1 over the MA identifying itself as the
peer for this flow

6.B - No Association: G\2 sends the Response in D-node directly
to GN1, identifying itself and agreeing to the nmessaging
associ ati on setup. The protocol exchanges needed to
conplete this will proceed in parallel with the foll ow ng
st ages.

In each case, the result is that GN1 and GN2 are now in a peering
relationship for the flow.

7. Eventually, another NSLP nessage works its way upstreamfromthe
receiver to GN2. This nessage contains a description of the
actual resources requested, along with authorisation and ot her
security information. The signalling application in G\2 passes
this payload to the G ST level, along with the flow definition
and transfer attributes; in this case, it could request reliable
transm ssion and use of a secure channel for integrity
protection. (Other conbinations of attributes are possible.)

8. The G ST layer in G\2 identifies the upstreampeer for this flow
and NSLP as GN1, and determines that it has an MA with the
appropriate properties. The nmessage is queued on the MA for
transm ssion; this may incur sone delay if the procedures begun
in step 6.B have not yet conpl et ed.

Further nessages can be passed in each direction in the sane way.
The G ST layer in each node can in parallel carry out maintenance
operations such as route change detection (see Section 7.1).

It should be understood that several of these details of G ST
operations can be varied, either by local policy or according to
signalling application requirenents. The authoritative details are
contained in the remai nder of this docunent.

4. G ST Processing Overview

This section defines the basic structure and operation of Q ST.
Section 4.1 describes the way in which G ST interacts with | ocal
signalling applications in the formof an abstract service interface.
Section 4.2 describes the per-flow and per-peer state that A ST

mai ntai ns for the purpose of transferring nessages. Section 4.3
descri bes how nmessages are processed in the case where any necessary
nessagi ng associ ations and routing state already exist; this includes
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the sinple scenario of pure D-npde operation, where no nessagi ng
associ ations are necessary. Finally, Section 4.4 describes how
routing state and nessagi ng associ ati ons are created and nmanaged.

4.1. A ST Service Interface

This section describes the interaction between G ST and signalling
applications in terms of an abstract service interface, including a
definition of the attributes of the nmessage transfer that A ST can
offer. The service interface presented here is non-normative and
does not constrain actual inplementations of any interface between

G ST and signalling applications; the interface is provided to aid
under st andi ng of how G ST can be used. However, requirenents on SID
sel ection and internal G ST behavi our to support nessage transfer
semantics (such as in-order delivery) are stated normatively here.

The sane service interface is presented at every G ST node; however
applications may invoke it differently at different nodes, depending
for exanple on local policy. |In addition, the service interface is
defi ned i ndependently of any specific transport protocol, or even the
di stinction between D-node and C-node. The initial version of this
speci fication defines howto support the service interface using a
C-node based on TCP; if additional protocol support is added, this
wi || support the sane interface and so the change will be invisible
to applications, except as a possible performance i nproverent. A
nore detailed description of this service interface is given in
Appendi x B

4.1.1. Message Handling

Fundanental |y, A ST provi des a sinple nessage-by-nessage transfer
service for use by signalling applications: individual nmessages are
sent, and individual nmessages are received. At the service
interface, the NSLP payl oad, which is opaque to G ST, is accomnpani ed
by control information expressing the application’s requirenents
about how t he nessage should be routed (the MRI), and the application
al so provides the session identifier (SID); see Section 4.1.3.
Addi ti onal nessage transfer attributes control the specific transport
and security properties that the signalling application desires.

The distinction between A ST D- and C-npde is not visible at the
service interface. 1In addition, the functionality to handle
fragnentation and reassenbly, bundling together of small messages for
efficiency, and congestion control are not visible at the service
interface; G ST will take whatever action is necessary based on the
properties of the nessages and | ocal node state.
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A signalling application is free to choose the rate at which it
processes i nbound nessages; an inplenentati on MAY al |l ow t he
application to bl ock accepting nessages fromd ST. 1In these

ci rcunst ances, G ST MAY discard unreliably delivered messages, but
for reliable nessages MJST propagate fl ow control condition back to
the sender. Therefore, applications nust be aware that they may in
turn be bl ocked from sendi ng out bound nessages thensel ves.

4.1.2. Message Transfer Attributes

Message transfer attributes are used by NSLPs to define m ninum
required |l evels of nessage processing. The attributes available are
as follows:

Reliability: This attribute may be "true’ or 'false’. Wen ’'true’
the follow ng rules apply:

*  messages MJST be delivered to the signalling application in the
peer exactly once or not at all

* for messages with the sane SID, the delivery MJIST be in order

* if there is a chance that the message was not delivered (e.g.
in the case of a transport |layer error), an error MJST be
indicated to the local signalling application identifying the
routing information for the nessage in question

G ST inmplenments reliability by using an appropriate transport
protocol w thin a nessaging association, so nechanisns for the
det ection of nessage | oss depend on the protocol in question; for
the current specification, the case of TCP is considered in
Section 5.7.2. Wen 'false’, a nmessage may be delivered, once,
several tines, or not at all, with no error indications in any of
these cases.

Security: This attribute defines the set of security properties that
the signalling application requires for the nessage, including the
type of protection required, and what authenticated identities
shoul d be used for the signalling source and destination. This
i nformati on maps onto the correspondi ng properties of the security
associ ati ons established between the peers in C node. Keying
material for the security associations is established by the
aut henti cation nechani sns within the nessagi ng associ ation
protocol s thensel ves; see Section 8.2. The attribute can be
specified explicitly by the signalling application, or reported by
G ST to the signalling application. The latter can take place
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either on receiving a nessage, or just before sending a nessage
but after configuring or selecting the nessagi ng association to be
used for it.

This attribute can al so be used to convey information about any
address validation carried out by G ST, such as whether a return
routability check has been carried out. Further details are

di scussed i n Appendi x B.

Local Processing: An NSLP may provide hints to G ST to enable nore
efficient or appropriate processing. For exanple, the NSLP may
select a priority froma range of locally defined values to
i nfl uence the sequence in which nessages | eave a node. Any
priority mechani sm MJST respect the ordering requirenents for
reliable messages within a session, and priority values are not
carried in the protocol or available at the signalling peer or
i nternedi ate nodes. An NSLP may al so indicate that upstream path
routing state will not be needed for this flow, to inhibit the
node requesting its downstream peer to create it; conversely, even
if routing state exists, the NSLP may request that it is not used,
which will lead to G ST Data nessages being sent Q node
encapsul at ed i nst ead.

A G ST inplenentation MAY deliver nessages with stronger attribute
val ues than those explicitly requested by the application.

4.1.3. SID Selection

The fact that SIDs index routing state (see Section 4.2.1 bel ow)
neans that there are requirenents for how they are sel ected.
Specifically, signalling applications MJUST choose SIDs so that they
are cryptographically random and SHOULD NOT use several SIDs for the
sane flow, to avoid additional |oad fromrouting state maintenance.
Gui dance on secure randomess generation can be found in [31].

4.2. G ST State

4.2.1. Message Routing State
For each flow, the G ST | ayer can maintain message routing state to
manage the processing of outgoing nessages. This state is
conceptually organised into a table with the follow ng structure.

Each row in the tabl e corresponds to a uni que conbi nation of the
followi ng three itens:
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Message Routing Information (MRI): This defines the nmethod to be
used to route the nessage, the direction in which to send the
nmessage, and any associ ated addressing infornmation; see
Section 3.3.

Session ldentifier (SID): The signalling session with which this
nessage shoul d be associ ated; see Section 3.7.

NSLP ldentifier (NSLPID): This is an | ANA-assigned identifier
associated with the NSLP that is generating nessages for this
flow, see Section 3.8. The inclusion of this identifier allows
the routing state to be different for different NSLPs.

The information associated with a given MRI/SID NSLPI D comnbi nati on
consists of the routing state to reach the peer in the direction
given by the MRI. For any flow, there will usually be two entries in
the table, one each for the upstream and downstream MRI. The routing
state includes informati on about the peer identity (see

Section 4.4.3), and a UDP port nunber for D-npbde, or a reference to
one or nore MAs for C-nbode. Entries in the routing state table are
created by the G ST handshake, which is described in nore detail in
Section 4. 4.

It is also possible for the state information for either direction to
be empty. There are several possible cases:

o The signalling application has indicated that no nmessages will
actually be sent in that direction.

o The node is the endpoint of the signalling path, for exanple,
because it is acting as a proxy, or because it has determ ned that
there are no further signalling nodes in that direction

o The node is using other techniques to route the nessage. For
exanple, it can send it in Q node and rely on the peer to
intercept it.

In particular, if the node is a flow endpoint, G ST will refuse to
create routing state for the direction beyond the end of the flow
(see Section 4.3.3). Each entry in the routing state table has an
associated validity timer indicating for howlong it can be

consi dered accurate. When this tinmer expires, the entry MJIST be
purged if it has not been refreshed. Installation and nai ntenance of
routing state are described in nore detail in Section 4.4.
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4.2.2. Peer-Peer Messagi ng Association State

The per-flow nmessage routing state is not the only state stored by
G ST. There is also the state required to manage the MAs. Since
these are not per-flow, they are stored separately fromthe routing
state, including the follow ng per-MA information:

0 a queue of any nessages that require the use of an MA, pending
transm ssion while the MA is being established;

o the tine since the peer re-stated its desire to keep the MA open
(see Section 4.4.5).

In addition, per-MA state, such as TCP port nunbers or tiner
information, is held in the nessagi ng associ ation protocols
thensel ves. However, the details of this state are not directly
visible to G ST, and they do not affect the rest of the protoco
descri pti on.

4.3. Basic G ST Message Processing

This section describes how signalling application nessages are
processed in the case where any necessary nessagi hg associ ati ons and
routing state are already in place. The description is divided into
several parts. First, nessage reception, |ocal processing, and
nessage transni ssion are described for the case where the node hosts
the NSLPID identified in the nessage. Second, in Section 4.3.4, the
case where the nessage is handled directly in the IP or A ST |ayer
(because there is no matching signalling application on the node) is
given. An overviewis given in Figure 4. This section concentrates
on the G ST-1evel processing, with full details of IP and transport

| ayer encapsulation in Section 5.3 and Section 5. 4.

Schul zri nne & Hancock Experi ment al [ Page 25]



RFC 5971 G ST Cct ober

2010

F---- - - - LA .. V--emme o +
N NSLP NSLP V
N Payl oads Payl oads V
Fomme oo A e e VAR +
| >> G ST >> |
| A noA Processi ng vV Vv Vo
FoeXemmm e N-Qmmmmmmm e - (O N e X- -+
X N Q Q N X
X N  @>>>>>>>>>>>>>>>>>>>>Q N X
X N Q Bypass at Q N X
+--X----- + +--N-Q-+ G ST |evel +--Q-N-+ H----- X--+
| Gnode | | D node | | D-nmode | | C node |
| Handl i ng| | Handl i ng| | Handl i ng| | Handl i ng|
LD CEEER + - -N-Q -+ +--Q-N-+ Ao X--+
X N Q Q N X
X NNNNNN >>>>>>>>>>>>>>>>>>>>0 NNNNNN X
X N Q Bypass at Q N x
oo X-- N+ - Q-+ IP (router +--Q----+ +--N-x--+
|I1P Hst | | @node | alert) level | Qnode | |IP Host |
| Handl i ng| | Handl i ng| | Handl i ng| | Handl i ng|
+--X--N-4+ +----- Q-+ +-Q----+ +--N-Xx--+
X N Q Q N X
R G Q-+ +--Q - N--Xx--+
| | P Layer | | | P Layer |
| (Recei ve Side) | | (Transmit Side) |
Fo-X--N-- e Q-+ +--Q---------- N- - x--+
X N Q Q N X
X N Q Q N X
NNNNNNNNNNNNNN = Nor mal  D- nbde nessages
QLAY = D-node nessages that are Q node encapsul at ed
XXXXXXXXXXXXXX = C-nmpbde nessages

RAO = Router Alert Option

Figure 4. Message Paths through a G ST Node

4.3.1. Message Reception
Messages can be received in G node or D node.
Reception in C-node is sinple: inconming packets undergo the security
and transport treatment associated with the MA, and the MA provides
conpl ete nessages to the A ST |ayer for further processing.
Reception in D node depends on the nessage type.
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Nor mal encapsul ation: Nornal nessages arrive UDP-encapsul ated and
addressed directly to the receiving signalling node, at an address
and port |earned previously. Each datagram contains a single
message, which is passed to the G ST |ayer for further processing,
just as in the C node case.

Q node encapsul ation: Were G ST is sending nessages to be
intercepted by the appropriate peer rather than directly addressed
to it (in particular, Query nmessages), these are UDP encapsul ated,
and MAY include an I P Router Alert Option (RAO if required by the
MRM  Each G ST node can therefore see every such nessage, but
unl ess the nessage exactly matches the Q node encapsul ation rul es
(Section 5.3.2) it MJST be forwarded transparently at the IP

level. |If it does match, @ ST MJST check the NSLPID in the commpn
header. The case where the NSLPI D does not match a | oca
signalling application at all is considered belowin

Section 4.3.4; otherwi se, the nessage MJST be passed up to the
G ST layer for further processing.

Several different RAO val ues nmay be used by the NSIS protocol suite.
G ST itself does not allocate any RAO val ues (for either |1Pv4 or

| Pv6); an assignnent is nade for each NSLP using MRMs that use the
RAO in the Q nbde encapsul ation. The assignnent rationale is

di scussed in a separate docunent [12]. The RAO val ue assigned for an
NSLPI D may be different for IPv4 and I1Pv6. Note the different
significance between the RAO and the NSLPID val ues: the nmeaning of a
nmessage (which signalling application it refers to, whether it should
be processed at a node) is determned only fromthe NSLPID, the role
of the RAO value is sinply to allow nodes to pre-filter which IP

dat agrans are anal ysed to see if they m ght be Q node G ST nessages.

For all assignments associated with NSI'S, the RAO specific processing
is the same and is as defined by this specification, here and in
Section 4.3.4 and Section 5. 3. 2.

I mredi ately after reception, the G ST hop count is checked. Any
nessage with a A ST hop count of zero MJUST be rejected with a "Hop
Limt Exceeded" error nessage (Appendix A 4.4.2); note that a correct
G ST inmplenentation will never send a nessage with a @ ST hop count
of zero. Oherwise, the @ ST hop count MJST be decrenented by one
bef ore the next stage.

4.3.2. Local Processing and Validation
Once a nessage has been received, it is processed locally within the
G ST layer. Further processing depends on the message type and

payl oads carried; nost of the G ST payl oads are associated with
internal state mmi ntenance, and details are covered in Section 4.4.
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This section concentrates on the interaction with the signalling
application, in particular, the decision to peer and how data is
delivered to the NSLP

In the case of a Query, there is an interaction with the signalling

application to determ ne which of two courses to follow. The first

option (peering) MJST be chosen if the node is the final destination
of the Query nessage.

1. The receiving signalling application wi shes to becone a
signalling peer with the Querying node. G ST MJST continue with
the handshake process to set up nessage routing state, as
described in Section 4.4.1. The application MAY provide an NSLP
payl oad for the sane NSLPID, which QST will transfer in the
Response.

2. The signalling application does not wish to set up state with the
Queryi ng node and becone its peer. This includes the case where
a node wi shes to avoid taking part in the signalling for overl oad
protection reasons. G ST MJST propagate the Query, simlar to
the case described in Section 4.3.4. No nmessage is sent back to
the Querying node. The application MAY provi de an updated NSLP
payl oad for the sane NSLPID, which will be used in the Query
forwarded by A ST. Note that if the node that finally processes
the Query returns an Error nessage, this will be sent directly
back to the originating node, bypassing any forwarders. For
these di agnostics to be neaningful, any G ST node forwarding a
Query, or relaying it with nodi fied NSLP payl oad, MJST NOT nodify
it except in the G ST hop count; in particular, it MJST NOT
nodi fy any other G ST payloads or their order. An inplenmentation
MAY choose to achieve this by retaining the original nessage,
rather than reconstructing it from some parsed interna
representation.

This interaction with the signalling application, including the
generation or update of an NSLP payl oad, SHOULD take pl ace
synchronously as part of the Query processing. In terns of the G ST
service interface, this can be inplenmented by providing appropriate
return values for the primtive that is triggered when such a nessage
is received; see Appendix B.2 for further discussion

For all 4 ST nessage types other than Queries, if the nessage

i ncl udes an NSLP payl oad, this MJST be delivered locally to the
signalling application identified by the NSLPID. The format of the
payl oad is not constrained by G ST, and the content is not
interpreted. Delivery is subject to the follow ng validation checks,
whi ch MJUST be applied in the sequence given:
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4.

3.

1. if the nmessage was explicitly routed (see Section 7.1.5) or is a
Dat a nessage delivered without routing state (see Section 5. 3.2),
the payload is delivered but flagged to the receiving NSLP to
indicate that routing state was not vali dat ed;

2. else, if the nessage arrived on an association that is not
associated with the MRI/NSLPI DY SI D conbi nation given in the
nessage, the nessage MJUST be rejected with an "lIncorrectly
Del i vered Message" error nessage (Appendix A 4.4.4);

3. else, if thereis no routing state for this M/ SID NSLPI D
conbi nati on, the nessage MUST either be dropped or be rejected
with an error nmessage (see Section 4.4.6 for further details);

4. else, the payload is delivered as nornal
3. Message Transm ssion

Signalling applications can generate their nessages for transm ssion
ei t her asynchronously or in reply to an i nput nessage delivered by
G ST, and G ST can al so generate nessages autononously. G ST MJST
verify that it is not the direct destination of an outgoi ng nessage,
and MUST reject such nmessages with an error indication to the
signalling application. Wen the nmessage is generated by a
signalling application, it nay be carried in a Query if local policy
and the nmessage transfer attributes allowit; otherw se, this nmay
trigger setup of an MA over which the NSLP payload is sent in a Data
nmessage.

Signalling applications may specify a value to be used for the G ST
hop count; otherwi se, G ST selects a value itself. QG ST MJST reject
nessages for which the signalling application has specified a val ue
of zero. Although the G ST hop count is only intended to contro
nmessage | ooping at the G ST level, the G ST APl (Appendi x B) provides
the incom ng hop count to the NSLPs, which can preserve it on

out goi ng nessages as they are forwarded further along the path. This
provi des a |ightweight |oop-control nechanismfor NSLPs that do not
define anything nmore sophisticated. Note that the count will be
decremented on forwardi ng through every @ ST-aware node. Initia

val ues for the G ST hop count are an inplenentation matter; one

sui tabl e approach is to use the same algorithmas for IP TTL setting

[1].

When a nessage is available for transnmission, G ST uses interna
policy and the stored routing state to deternine howto handle it.
The foll owi ng processing applies equally to locally generated
nmessages and nessages forwarded fromw thin the G ST or signalling
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application |evels. However, see Section 5.6 for special rules
applying to the transmi ssion of Error nessages by 4 ST.

The main decision is whether the nmessage must be sent in C node or
D-node. Reasons for using C node are:

o nessage transfer attributes: for exanple, the signalling
application has specified security attributes that require
channel -secured delivery, or reliable delivery.

0 nessage size: a message whose size (including the @ ST header
G ST objects and any NSLP payl oad, and an all owance for the I P and
transport |ayer encapsul ation required by D npode) exceeds a
fragmentation-related threshold MJST be sent over C-node, using a
nmessagi ng associ ation that supports fragnmentati on and reassenbly
internally. The allowance for |IP and transport |ayer
encapsul ation is 64 bytes. The nmessage size MJST NOT exceed the
Path MIU to the next peer, if this is known. |[If this is not
known, the nessage size MJST NOT exceed the |east of the first-hop
MIU, and 576 bytes. The sane linmt applies to IPv4 and | Pvé6.

o congestion control: D nbde SHOULD NOT be used for signalling where
it is possible to set up routing state and use C node, unless the
network can be engi neered to guarantee capacity for D-node traffic
within the rate control Iimts inposed by G ST (see
Section 5.3.3).

In principle, as well as determ ning that some nessagi ng associ ation
must be used, G ST MAY sel ect between a set of alternatives, e.g.

for | oad sharing or because different nessagi ng associ ati ons provide
different transport or security attributes. For the case of reliable
delivery, G ST MJUST NOT distribute nessages for the sane session over
mul ti pl e messagi ng associations in parallel, but MIUST use a single
associ ation at any given time. The case of nmoving over to a new
association is covered in Section 4.4.5.

If the use of a nessaging association (i.e., Cnonde) is selected, the
nessage i s queued on the association found fromthe routing state
table, and further output processing is carried out according to the
details of the protocol stacks used. |If no appropriate association
exi sts, the nessage is queued while one is created (see

Section 4.4.1), which will trigger the exchange of additional G ST
nessages. |f no association can be created, this is an error

condi tion, and should be indicated back to the local signalling
application.
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4.

Schul zri nne & Hancock

I f a nessaging association is not appropriate, the nessage is sent in
D-node. The processing in this case depends on the nessage type,
[ ocal policy, and whether or not routing state exists.

o

3.

4.

If the nmessage is not a Query, and | ocal policy does not request
the use of @ node for this nmessage, and routing state exists, it
is sent with the normal D nobde encapsul ation directly to the
address fromthe routing state table.

If the message is a Query, or the nessage is Data and | ocal policy
as given by the nmessage transfer attributes requests the use of

Q node, then it is sent in Q node as defined in Section 5.3.2; the
detail s depend on the nessage routing nethod.

If no routing state exists, G ST can attenpt to use Q node as in
the Query case: either sending a Data message with the Q node
encapsul ation or using the event as a trigger for routing state
setup (see Section 4.4). |If this is not possible, e.g., because
the encapsul ation for the MRMis only defined for one nessage
direction, then this is an error condition that is reported back
to the local signalling application

Nodes not Hosting the NSLP

A node may receive nessages where it has no signalling application
corresponding to the nmessage NSLPID. There are several possible
cases depending mainly on the encapsul ation

1

A message contains an RAO value that is relevant to NSIS, but it
does not exactly match the Q node encapsul ati on rul es of

Section 5.3.2. The nessage MJUST be transparently forwarded at
the IP layer. See Section 3.6.

A Q nmode encapsul at ed message contai ns an RAO val ue that has been
assigned to some NSIS signalling application but that is not used
on this specific node, but the IP layer is unable to distinguish
whet her it needs to be passed to G ST for further processing or
whet her the packet should be forwarded just like a normal IP

dat agr am

A Q node encapsul at ed message contai ns an RAO val ue that has been
assigned to an NSIS signalling application that is used on this
node, but the signalling application does not process the NSLPID
in the nessage. (This covers the case where a signalling
application uses a set of NSLPIDs.)
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4. A directly addressed nessage (in D-node or Cnode) is delivered
to a node for which there is no correspondi ng signalling
application. Wth the current specification, this should not
happen in normal operation. Wile future versions mght find a
use for such a feature, currently this MJST cause an "Unknown
NSLPI D' error nessage (Appendix A 4.4.6).

5. A Q node encapsul ated nessage arrives at the end-systemthat does
not handle the signalling application. This is possible in
normal operation, and MJST be indicated to the sender with an
"Endpoi nt Found" informational message (Appendix A 4.4.7). The
end-systemincludes the MRl and SID fromthe original nessage in
the error nmessage without interpreting them

6. The node is a G ST-aware NAT. See Section 7.2.

In case (2) and (3), the role of A ST is to forward the nessage
essentially as though it were a normal | P datagram and it wll not
become a peer to the node sending the nmessage. Forwarding with
nodi fi ed NSLP payl oads is covered above in Section 4.3.2. However, a
G ST inmpl enentati on MUST ensure that the IP-layer TTL field and G ST
hop count are managed correctly to prevent nmessage |ooping, and this
shoul d be done consistently independently of where in the packet
processing path the decision is nmade. The rules are that in cases
(2) and (3), the IP-layer TTL MJUST be decrenented just as if the
nmessage was a normal | P forwarded packet. In case (3), the G ST hop
count MJUST be decrenented as in the case of normal input processing,
whi ch al so applies to cases (4) and (5).

A Gd ST node processing Q node encapsul ated nessages in this way
SHOULD nake the routing decision based on the full contents of the
MRl and not only the IP destination address. It MAY also apply a
restricted set of sanity checks and under certain conditions return
an error nessage rather than forward the nessage. These conditions
are:

1. The nessage is so large that it would be fragnented on downstream
links, for exanple, because the downstream MIU i s abnornally
small (less than 576 bytes). The error "Message Too Large"
(Appendi x A 4.4.8) SHOULD be returned to the sender, which SHOULD
begi n messagi ng associ ati on set up.

2. The G ST hop count has reached zero. The error "Hop Limt

Exceeded" (Appendi x A 4.4.2) SHOULD be returned to the sender
which MAY retry with a larger initial hop count.
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3. The MRl represents a flow definition that is too general to be
forwarded al ong a unique path (e.g., the destination address
prefix is too short). The error "MRI Validation Failure"
(Appendix A 4.4.12) with subcode 0 ("MRI Too WId") SHOULD be
returned to the sender, which MAY retry with restricted MIs,
possi bly starting additional signalling sessions to do so. |If
the G ST node does not understand the MRMin question, it MJST
NOT apply this check, instead forwardi ng the nessage
transparently.

In the first two cases, only the common header of the G ST nessage is
exam ned; in the third case, the MR is also exanm ned. The rest of
the nessage MJUST NOT be inspected in any case. Simlar to the case
of Section 4.3.2, the A ST payl oads MJUST NOT be nodified or re-
ordered; an inplenmentation MAY choose to achieve this by retaining
the original nessage, rather than reconstructing it from some parsed
internal representation

4.4. Routing State and Messagi ng Associ ati on Mai nt enance

The main responsibility of G ST is to nanage the routing state and
nmessagi ng associ ations that are used in the nessage processing
descri bed above. Routing state is installed and refreshed by G ST
handshake nessages. Messagi ng associ ations are set up by the norma
procedures of the transport and security protocols that conprise
them wusing peer |IP addresses fromthe routing state. Once a
nessagi ng associ ati on has been created, its refresh and expiration
can be nmanaged i ndependently fromthe routing state.

There are two different cases for state installation and refresh:

1. Were routing state is being discovered or a new association is
to be established; and

2. \Were a suitable association already exists, including the case
where routing state for the flowis being refreshed.

These cases are now considered in turn, followed by the case of
background general managenment procedures.

4.4.1. Routing State and Messagi ng Associ ation Creation
The nessage sequence for G ST state setup between peers is shown in
Figure 5 and described in detail below. The figure informally

sunmari ses the contents of each nessage, including optional elements
in square brackets. An exanple is given in Appendix D
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The first nessage in any routing state mai ntenance operation is a
Query, sent fromthe Querying node and intercepted at the responding
node. This nmessage has addressing and other identifiers appropriate
for the flow and signalling application that state mmintenance is
bei ng done for, addressing information about the node that generated
the Query itself, and MAY contain an NSLP payload. It also includes
a Query-Cookie, and optionally capability information about nessagi ng
associ ati on protocol stacks. The role of the cookies in this and

| ater nmessages is to protect against certain denial-of-service
attacks and to correlate the events in the nessage sequence (see
Section 8.5 for further details).
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S R + S R +
| Querying | | Respondi ng|
| Node(QN)| | Node(R-N)|
Fomm oo - + Fomm oo - +
Query
---------------------- > .
Router Alert Option . Routing
MRl / SI DY NSLPI D . state .
Q N Network Layer Info . installed .
Query- Cooki e . at .
[ @ N Stack-Proposal . Respondi ng.
Q N St ack- Confi g- Dat a] . node
[ NSLP Payl oad] . (case 1)
The responder can use an existing .
nmessagi ng association if available .
fromhere onwards to short-circuit
nessagi ng associ ati on setup
Response
............. O T T
Rout i ng MRI / SI DY NSLPI D
state . R-N Network Layer Info
installed . Query- Cooki e
at . [ Responder - Cooki e
Querying . [ R-N Stack-Proposal
node R-N St ack- Confi g-Dat a] ]
............. [ NSLP Payl oad]
If a nessagi ng associ ati on needs .
to be created, it is set up here .
and the Confirmuses it
Confirm L
---------------------- > . Routing
MRI / SI DY NSLPI D . state
Q N Network Layer Info . installed .
[ Responder - Cooki e . at .
[ R-N Stack-Proposal . Respondi ng.
[@ N Stack-Config-Data]]] . node
[ NSLP Payl oad] . (case 2)
Figure 5. Message Sequence at State Setup
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Provided that the signalling application has indicated that nessage
routing state should be set up (see Section 4.3.2), reception of a
Query MJST elicit a Response. This is a normally encapsul ated D-node
nmessage with additional G ST payl oads. It contains network |ayer

i nformati on about the Respondi ng node, echoes the Query-Cookie, and
MAY contain an NSLP payl oad, possibly a reply to the NSLP payload in
the initial nessage. |In case a nessagi ng associ ati on was request ed,
it MJUST al so contain a Responder-Cookie and its own capability

i nformati on about nessagi ng associ ati on protocol stacks. Even if a
nmessagi ng associ ation is not requested, the Response MAY stil

i ncl ude a Responder-Cookie if the node’s routing state setup policy
requires it (see bel ow).

Setup of a new nessagi ng associ ati on begi ns when peer addressing
information is avail able and a new nessagi ng association is actually
needed. Any setup MJST take place inmrediately after the specific
Query/ Response exchange, because the addressing information used may
have a limted lifetine, either because it depends on limted
lifetinme NAT bindings or because it refers to agile destination ports
for the transport protocols. The Stack-Proposal and Stack-
Configuration-Data objects carried in the exchange carry capability
i nformati on about what nessagi ng associ ati on protocols can be used,
and the processing of these objects is described in nore detail in
Section 5.7. Wth the protocol options currently defined, setup of
the nessagi ng associ ati on always starts fromthe Queryi ng node,

al t hough nore flexible configurations are possible within the overal
G ST design. |f the messagi ng association includes a channe
security protocol, each @ ST node MJST verify the authenticated
identity of the peer against its authorised peer database, and if
there is no match the nmessagi ng associ ati on MJST be torn down. The
dat abase and aut hori sation check are described in nore detail in
Section 4.4.2 below. Note that the verification can depend on what
the MAis to be used for (e.g., for which MRl or session), so this
step may not be possible imediately after authentication has

conpl eted but some time later.

Finally, after any necessary nessagi hg associ ation setup has

conpl eted, a Confirm MJUST be sent if the Response requested it. Once
the Confirm has been sent, the Querying node assumes that routing
state has been installed at the responder, and can send normal Data
nmessages for the flow in question; recovery froma lost Confirmis

di scussed in Section 5.3.3. |f a nmessaging association is being
used, the Confirm MJUST be sent over it before any other nessages for
the same flow, and it echoes the Responder- Cooki e and Stack-Proposa
fromthe Response. The former is used to allow the receiver to
validate the contents of the nessage (see Section 8.5), and the
latter is to prevent certain biddi ng-down attacks on messagi ng

associ ation security (see Section 8.6). This first Confirmon a new
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associ ati on MUST al so contain a Stack-Configuration-Data object
carrying an MA-Hol d-Ti ne val ue, whi ch supersedes the value given in
the original Query. The association can be used in the upstream
direction for the MRI and NSLPID carried in the Confirm after the
Confirm has been received.

The Querying node MJUST install the responder address, derived from
the R-Node Network Layer info, as routing state information after
verifying the Query-Cookie in the Response. The Respondi ng node MAY
install the querying address as peer state information at two points
in tinme:

Case 1: after the receipt of the initial Query, or
Case 2: after a Confirm containing the Responder- Cooki e.

The Respondi ng node SHOULD derive the peer address fromthe Q Node
Network Layer Info if this was decoded successfully. Qherw se, it
MAY be derived fromthe I P source address of the nessage if the
conmon header flags this as being the signalling source address. The
preci se constraints on when state information is installed are a
matter of security policy considerations on prevention of denial-of-
service attacks and state poisoning attacks, which are discussed
further in Section 8. Because the Respondi ng node MAY choose to
delay state installation as in case (2), the Confirmnust contain
sufficient information to allowit to be processed in the same way as
the original Query. This places sonme special requirenents on NAT
traversal and cookie functionality, which are discussed in

Section 7.2 and Section 8 respectively.

4.4.2. d ST Peer Authorisation

When two G ST nodes authenticate using a nmessagi ng associ ati on, both
ends have to deci de whether to accept the creation of the MA and
whet her to trust the information sent over it. This can be seen as
an aut horisation deci sion:

0o Authorised peers are trusted to install correct routing state
about thenselves and not, for exanple, to claimthat they are on-
path for a fl ow when they are not.

o Authorised peers are trusted to obey transport- and application-
| evel flow control rules, and not to attenpt to create overl oad
situations.

o Authorised peers are trusted not to send erroneous or malicious

error messages, for exanple, asserting that routing state has been
| ost when it has not.
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Thi s specification nodels the decision as verification by the

aut hori sing node of the peer’'s identity against a local |ist of
peers, the authorised peer database (APD). The APD is an abstract
construct, simlar to the security policy database of |Psec [36].

| mpl ement ati ons MAY provide the associated functionality in any way
they choose. This section defines only the requirenents for APD
adm ni stration and the consequences of successfully validating a
peer’s identity against it.

The APD consists of a list of entries. Each entry includes an
identity, the namespace fromwhich the identity comes (e.g., DNS
domai ns), the scope within which the entry is applicable, and whether
authorisation is allowed or denied. The follow ng are exanple
scopes:

Peer Address Omnership: The scope is the |IP address at which the
peer for this MR should be; the APD entry denotes the identity as
the owner of address. |[If the authorising node can determne this
address fromlocal information (such as its own routing tables),
mat ching this entry shows that the peer is the correct on-path
node and so should be authorised. The determination is sinple if
the peer is one IP hop downstream since the |IP address can be

derived fromthe router’s forwarding tables. |If the peer is nore
than one hop away or is upstream the determ nation is harder but
may still be possible in sone circunstances. The authorising node

may be able to determine a (small) set of possible peer addresses,
and accept that any of these could be the correct peer

End- System Subnet: The scope is an address range w thin which the
MRl source or destination lies; the APD entry denotes the identity
as potentially being on-path between the authorising node and that
address range. There may be different source and destination
scopes, to account for asymetric routing.

The sane identity may appear in nultiple entries, and the order of
entries in the APDis significant. Wen a nessaging association is
aut henticated and associated with an MR, the authorising node scans
the APD to find the first entry where the identity matches that
presented by the peer, and where the scope informati on matches the
ci rcunst ances for which the MA is being set up. The identity

mat chi ng process itself depends on the nessagi ng associ ati on protoco
that carries out the authentication, and details for TLS are given in
Section 5.7.3. Wenever the full set of possible peers for a
specific scope is known, deny entries SHOULD be added for the
wildcard identity to reject signalling associations from unknown
nodes. The ability of the authorising node to reject inappropriate
MAs depends directly on the granularity of the APD and the precision
of the scope mmtching process.
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If authorisation is allowed, the MA can be used as normal; otherwi se,
it MIUST be torn down without further G ST exchanges, and any routing
state associated with the MA MIST al so be deleted. An error
condition MAY be | ogged locally. Wen an APD entry is nodified or

del eted, the node MJST re-validate existing MAs and the routing state
tabl e agai nst the revised contents of the APD. This may result in
MAs being torn down or routing state entries being deleted. These
changes SHOULD be indicated to local signalling applications via the
Net wor kNot i ficati on APl call (Appendix B.4).

Thi s specification does not define how the APD is populated. As a
m ni mum an i nplenmentati on MJST provide an admi nistrative interface
through which entries can be added, nodified, or deleted. More
sophi sti cated nechani sns are possible in sone scenarios. For
exanple, the fact that a node is legitimately associated with a
specific | P address coul d be established by direct enbeddi ng of the
| P address as a particular identity type in a certificate, or by a
mappi ng that address to another identifier type via an additiona

dat abase | ookup (such as relating | P addresses in in-addr.arpa to
donmai n nanes). An enterprise network operator could generate a |ist
of all the identities of its border nodes as authorised to be on the
signalling path to external destinations, and this could be
distributed to all hosts inside the network. Regardless of the
technique, it MJST be ensured that the source data justify the

aut hori sation decisions listed at the start of this section, and that
the security of the chain of operations on which the APD entry
depends cannot be conpronmi sed.

4.4.3. Messaging Association Miltiplexing

It is a design goal of QST that, as far as possible, a single
nessagi ng associ ati on should be used for multiple flows and sessions
bet ween two peers, rather than setting up a new MA for each. This
re-use of existing MAs is referred to as nessagi ng associ ation

mul tiplexing. Miltiplexing ensures that the MA cost scales only with
the nunber of peers, and avoids the |latency of new MA setup where
possi bl e.

However, multiplexing requires the identification of an existing MA
that matches the sanme routing state and desired properties that woul d
be the result of a normal handshake in D node, and this
identification nust be done as reliably and securely as conti nui ng
with a normal D-nbde handshake. Note that this requirenent is
conplicated by the fact that NATs may remap the node addresses in

D node nessages, and also interacts with the fact that sone nodes may
peer over nultiple interfaces (and thus with different addresses).
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MA multiplexing is controlled by the Network Layer Information (NLI)
object, which is carried in Query, Response, and Confirm nessages.
The NLI object includes (anong other el enents):

Peer-ldentity: For a given node, this is an interface-independent
val ue with opaque syntax. It MJST be chosen so as to have a high
probability of uniqueness across the set of all potential peers,
and SHOULD be stable at |east until the next node restart. Note
that there is no cryptographic protection of this identity;
attenpting to provide this would essentially duplicate the
functionality in the nessagi ng associ ation security protocols.

For routers, the Router-1D [2], which is one of the router’s IP
addr esses, MAY be used as one possible value for the Peer-
Identity. |In scenarios with nested NATs, the Router-1D al one may
not satisfy the uniqueness requirenents, in which case it MAY be
extended with additional tokens, either chosen randomy or

adm ni stratively coordi nat ed

Interface-Address: This is an | P address through which the
signal i ng node can be reached. There may be several choices
avail abl e for the Interface-Address, and further discussion of
this is contained in Section 5.2. 2.

A messagi ng association is associated with the NLI object that was
provi ded by the peer in the Query/ Response/ Confirmat the tinme the
associ ation was first set up. There may be nore than one MA for a
gi ven NLI object, for exanple, with different security or transport
properties.

MA multiplexing is achieved by nmatching these two el enents fromthe
NLI provided in a new G ST nessage with one associated with an

exi sting MA. The nmessage can be either a Query or Response, although
the former is nmore likely:

o If there is a perfect match to an existing association, that
associ ati on SHOULD be re-used, provided it neets the criteria on
security and transport properties given at the end of
Section 5.7.1. This is indicated by sending the remaining
nmessages i n the handshake over that association. This will |ead
to nultiplexing on an association to the wong node if signalling
nodes have colliding Peer-ldentities and one is reachable at the
sanme | nterface-Address as another. This could be caused by an on-
path attacker; on-path attacks are discussed further in
Section 8.7. Wen nultiplexing is done, and the original M
aut hori sati on was MRl - dependent, the verification steps of
Section 4.4.2 MIST be repeated for the new fl ow
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o In all other cases, the handshake MJST be executed in D nbde as
usual. There are in fact four possibilities:

1. Nothing matches: this is clearly a new peer.

2. Only the Peer-ldentity matches: this nay be either a new
interface on an existing peer or a changed address mappi ng
behi nd a NAT. These should be rare events, so the expense of
a new association setup is acceptable. Another possibility is
one node using another node’s Peer-ldentity, for example, as
some kind of attack. Because the Peer-ldentity is used only
for this multiplexing process, the only consequence this has
is to require a new associ ation setup, and this is considered
in Section 8.4.

3. Only the Interface-Address matches: this is probably a new
peer behind the sane NAT as an existing one. A new
associ ation setup is required.

4. Both elements of the NLI object match: this is a degenerate
case, where one node recogni ses an existing peer, but w shes
to allow the option to set up a new association in any case,
for exanple, to create an association with different
properties.

4.4.4. Routing State Mintenance

Each itemof routing state expires after a lifetine that is

negoti ated during the Query/Response/ Confirm handshake. The Network
Layer Information (NLI) object in the Query contains a proposal for
the lifetinme value, and the NLI in the Response contains the val ue
the Respondi ng node requires. A default timer value of 30 seconds is
RECOMVENDED. Nodes that can exploit alternative, nore powerful,
rout e change detection nethods such as those described in

Section 7.1.2 MAY choose to use much longer tines. Nodes MAY use
shorter tinmes to provide nore rapid change detection. [|f the nunber
of active routing state itens corresponds to a rate of Queries that
Will stress the rate limts applied to D-node traffic

(Section 5.3.3), nodes MJST increase the tiner for newitenms and on
the refresh of existing ones. A suitable value is

2 * (nunber of routing states) / (rate limt in packets/second)

which | eaves a factor of two headroom for new routing state creation
and Query retransm ssions.
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The Querying node MJST ensure that a Query is received before this
timer expires, if it believes that the signalling session is stil
active; otherw se, the Respondi ng node MAY delete the state. Receipt

of the nessage at the Responding node will refresh peer addressing
state for one direction, and receipt of a Response at the Querying
node will refresh it for the other. There is no nechanismat the

G ST level for explicit teardown of routing state. However, QST
MUST NOT refresh routing state if a signalling session is known to be
i nactive, either because upstream state has expired or because the
signalling application has indicated via the G ST APl (Appendix B.5)
that the state is no | onger required, because this would prevent
correct state repair in the case of network rerouting at the IP

| ayer.

This specification defines precisely only the tine at which routing
state expires; it does not define when refresh handshakes shoul d be
initiated. Inplenmentations MJST select tinmer settings that take at
| east the followi ng into account:

o the transm ssion | atency between source and destination
o the need for retransm ssions of Query nessages;

o the need to avoid network synchronisation of control traffic (cf.
[42]).

In nbst cases, a reasonable policy is to initiate the routing state
refresh when between 1/2 and 3/4 of the validity time has el apsed
since the last successful refresh. The actual moment MJST be chosen
randomy within this interval to avoid synchronisation effects.

4.4.5. Messaging Associ ation Mi ntenance

Unneeded MAs are torn down by G ST, using the teardown nechani sns of
the underlying transport or security protocols if available, for
exanpl e, by sinply closing a TCP connection. The teardown can be
initiated by either end. Wether an MA is needed is a conbination of
two factors:

o local policy, which could take into account the cost of keeping
the messagi ng associ ati on open, the |level of past activity on the

associ ation, and the likelihood of future activity, e.g., if there
is routing state still in place that m ght generate nessages to
use it.

o whether the peer still wants the MAto remain in place. During MA
setup, as part of the Stack-Configuration-Data, each node
advertises its owmn MA-Hold-Tinme, i.e., the time for which it wll
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retain an MA that is not carrying signalling traffic. A node MJST
NOT tear down an MA if it has received traffic fromits peer over
that period. A peer that has generated no traffic but still wants
the MA retained can use a special null nessage (MA-Hello) to
indicate the fact. A default value for MA-Hol d-Time of 30 seconds
i's RECOWENDED. Nodes MAY use shorter tines to achieve nore rapid
peer failure detection, but need to take into account the | oad on
the network created by the MA-Hell o nmessages. Nodes MAY use

[ onger times, but need to take into account the cost of retaining
idle MAs for extended periods. Nodes MAY take signalling
application behaviour (e.g., NSLP refresh tines) into account in
choosi ng an appropriate val ue.

Because t he Respondi ng node can choose not to create state until a
Confirm an abbrevi ated Stack-Configuration-Data object containing
just this information fromthe initial Query MJST be repeated by
the Querying node in the first Confirmsent on a new MA. If the
object is mssing in the Confirm an "Object Type Error" nessage
(Appendix A 4.4.9) with subcode 2 ("M ssing Object") MJIST be
returned.

Messagi ng associ ati ons can al ways be set up on demand, and messagi ng
associ ation status is not made directly visible outside the G ST

| ayer. Therefore, even if G ST tears down and | ater re-establishes a
nessagi ng associ ation, signalling applications cannot distinguish
this fromthe case where the MA is kept permanently open. To

mai ntain the transport semantics described in Section 4.1, G ST MJST
cl ose transport connections carrying reliable nessages gracefully or
report an error condition, and MJST NOT open a new association to be
used for given session and peer while nmessages on a previous
association could still be outstanding. G ST MAY use an MA-Hell o
request/reply exchange on an existing association to verify that
nmessages sent on it have reached the peer. @d ST MAY use the sane
technique to test the liveness of the underlying MA protocols
thensel ves at arbitrary tines.

Thi s specification defines precisely only the tine at which nmessaging
associ ations expire; it does not define when keepalives should be
initiated. |Inplementations MJIST select timer settings that take at

| east the followi ng into account:

o the transm ssion | atency between source and destination

0 the need for retransm ssions within the nessagi ng association
pr ot ocol s;

o the need to avoid network synchronisation of control traffic (cf.
[42]).

Schul zri nne & Hancock Experi ment al [ Page 43]



RFC 5971 G ST Oct ober 2010

In nbst cases, a reasonable policy is to initiate the MA refresh when
between 1/2 and 3/4 of the validity time has el apsed since the |ast
successful refresh. The actual nonent MJST be chosen randomly within
this interval to avoid synchronisation effects.

4.4.6. Routing State Failures

A G ST node can receive a nessage froma G ST peer that can only be
correctly processed in the context of sone routing state, but where
no corresponding routing state exists. Cases where this can arise
i ncl ude:

o Wiere the nessage is randomtraffic froman attacker, or
backscatter (replies to such traffic).

o Wiere routing state has been correctly installed but the peer has
since lost it, for exanple, because of aggressive timeout settings
at the peer or because the node has crashed and restarted.

o Wiere the routing state was not correctly installed in the first
pl ace, but the sendi ng node does not know this. This can happen
if the Confirm nessage of the handshake is |ost.

It is inmportant for G ST to recover fromsuch situations pronptly
where they represent genuine errors (node restarts, or |ost nessages
that would not otherw se be retransmtted). Note that only Response,
Confirm Data, and Error nessages ever require routing state to

exi st, and these are considered in turn:

Response: A Response can be received at a node that never sent (or
has forgotten) the corresponding Query. |If the node wants routing
state to exist, it will initiate it itself; a diagnostic error
woul d not allow the sender of the Response to take any corrective
action, and the diagnostic could itself be a form of backscatter.
Therefore, an error message MJST NOT be generated, but the
condition MAY be | ogged | ocally.

Confirm For a Responding node that inplenents delayed state
installation, this is normal behaviour, and routing state will be
created provided the Confirmis validated. Oherwise, this is a
case of a non-existent or forgotten Response, and the node nmay not
have sufficient information in the Confirmto create the correct
state. The requirenent is to notify the Querying node so that it
can recover the routing state.
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5.

5.

Data: This arises when a node receives Data where routing state is
required, but either it does not exist at all or it has not been
finalised (no Confirmmessage). To avoid Data bei ng bl ack-hol ed,
a notification nust be sent to the peer

Error: Sone error nessages can only be interpreted in the context of
routing state. However, the only error nessages that require a
reply within the protocol are routing state error nessages
thensel ves. Therefore, this case should be treated the same as a
Response: an error message MJST NOT be generated, but the
condition MAY be | ogged | ocally.

For the case of Confirmor Data nessages, if the state is required
but does not exist, the node MIST reject the incom ng nmessage with a
"No Routing State" error nessage (Appendix A.4.4.5). There are then
three cases at the receiver of the error message:

No routing state: The condition MAY be | ogged but a reply MJST NOT
be sent (see above).

Queryi ng node: The node MUST restart the G ST handshake fromthe
begi nning, with a new Query.

Respondi ng node: The node MJST delete its own routing state and
SHOULD report an error condition to the local signalling
application.

The rules at the Querying or Respondi ng node nake G ST open to

di sruption by randomy injected error nessages, simlar to blind
reset attacks on TCP (cf. [46]), although because routing state

mat ching includes the SIDthis is mainly limted to on-path
attackers. |If a A ST node detects a significant rate of such
attacks, it MAY adopt a policy of using secured messaging

associ ations to comruni cate for the affected MR's, and only accepting
"No Routing State" error nessages over such associ ations.

Message Formats and Transport
1. d ST Messages

Al G ST messages begin with a common header, followed by a sequence
of type-length-value (TLV) objects. This subsection describes the
various G ST nessages and their contents at a high level in ABNF
[11]; a nore detailed description of the header and each object is
given in Section 5.2 and bit formats in Appendix A Note that the
NAT traversal mechanismfor A ST involves the insertion of an
addi ti onal NAT-Traversal -Object in Query, Response, and sone Data and
Error nessages; the rules for this are given in Section 7. 2.
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G ST- Message: The prinmary nessages are either part of the three-way
handshake or a sinple nessage carrying NSLP data. Additional types
are defined for errors and keepi ng messagi ng associ ations ali ve.

G ST- Message = Query / Response / Confirm/
Data / Error / MA-Hello

The conmmon header includes a version nunber, nessage type and size,
and NSLPID. It also carries a hop count to prevent infinite nessage
| oopi ng and various control flags, including one (the R-flag) to
indicate if a reply of some sort is requested. The objects follow ng
the common header MUST be carried in a fixed order, depending on
nessage type. Messages with mssing, duplicate, or invalid objects
for the nessage type MUST be rejected with an "Object Type Error"
nessage with the appropriate subcode (Appendix A 4.4.9). Note that
unknown objects indicate explicitly how they should be treated and
are not covered by the above statenent.

Query: A Query MIST be sent in D nbde using the special Q node
encapsulation. |In addition to the common header, it contains certain
mandat ory control objects, and MAY contain a signalling application
payl oad. A stack proposal and configuration data MJST be included if
the message exchange relates to setup of a messagi ng associ ati on, and
this is the case even if the Query is intended only for refresh
(since a routing change m ght have taken place in the neantine). The
R-flag MUST al ways be set (R=1) in a Query, since this nmessage al ways
elicits a Response.

Query = Common- Header
[ NAT-Traversal - Obj ect ]
Message- Routi ng- I nfornmati on
Session-ldentifier
Net wor k- Layer - | nf or mati on
Query- Cooki e
[ Stack-Proposal Stack-Configuration-Data ]
[ NSLP-Data ]

Response: A Response MJST be sent in D-node if no existing nmessaging

associ ation can be re-used. |If one is being re-used, the Response
MJUST be sent in C-node. It MJST echo the MR, SID, and Query- Cookie
of the Query, and carries its own Network-Layer-Information. If the

nessage exchange relates to setup of a new nmessagi ng associ ation

whi ch MJST invol ve a D nbde Response, a Responder- Cooki e MUST be

i ncluded, as well as the Responder’s own stack proposal and
configuration data. The R-flag MJST be set (R=1) if a Responder-
Cookie is present but otherwise is optional; if the Rflag is set, a
Confirm MJUST be sent as a reply. Therefore, in particular, a Confirm
will always be required if a new MA is being set up. Note that the
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direction of this MR will be inverted conpared to that in the Query,
that is, an upstream MRl becones downstream and vice versa (see
Section 3.3).

Response = Conmon- Header
[ NAT-Traversal - Obj ect ]
Message- Routi ng- I nfornmati on
Session-ldentifier
Net wor k- Layer - | nf or mati on
Query- Cooki e
[ Responder - Cooki e
[ Stack-Proposal Stack-Configuration-Data ]| ]
[ NSLP-Data ]

Confirm A Confirm MJST be sent in C-node if a nmessagi ng associ ation
is being used for this routing state, and MJST be sent before other
messages for this routing state if an association is being set up.
If no nessagi ng association is being used, the Confirm MJST be sent
in Dnbde. The Confirm MJST include the MRl (with inverted
direction) and SID, and echo the Responder-Cookie if the Response
carried one. In Cnode, the Confirm MJST al so echo the Stack-
Proposal fromthe Response (if present) so it can be verified that
this has not been tanpered with. The first Confirmon a new
associ ati on MUST al so repeat the Stack-Configuration-Data fromthe
original Query in an abbreviated form just containing the MA-Hol d-
Ti me.

Confirm = Conmon- Header
Message- Rout i ng- | nformati on
Session-ldentifier
Net wor k- Layer - | nformati on
[ Responder - Cooki e
[ Stack-Proposal
[ Stack-Configuration-Data ] ] ]
[ NSLP-Data ]

Data: The Data nessage is used to transport NSLP data without

nodi fying G ST state. It contains no control objects, but only the
MRl and SI D associated with the NSLP data being transferred.

Net wor k- Layer -1 nformation (NLI) MJST be carried in the D nbde case,
but MJUST NOT be included ot herw se.

Dat a = Common- Header
[ NAT-Traversal - Obj ect ]
Message- Rout i ng- | nformati on
Session-ldentifier
[ Network-Layer-Information ]
NSLP- Dat a
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Error: An Error nmessage reports a problemdeterm ned at the G ST
level. (Errors generated by signalling applications are reported in
NSLP- Dat a payl oads and are not treated specially by GST.) If the
nmessage i s being sent in D-node, the originator of the error nessage
MUST include its own Network-Layer-Information object. Al other
information related to the error is carried in a G ST-Error-Data

obj ect.

Error = Common- Header
[ NAT-Traversal - Obj ect ]
[ Network-Layer-Information ]
G ST-Error-Data

MA- Hel | 0: This nessage MUST be sent only in Cnode. |t contains the
common header, with a NSLPID of zero, and a message identifier, the
Hello-1D. It always indicates that a node wi shes to keep a nessagi ng
associ ation open, and if sent with R=0 and zero Hello-ID this is its
only function. A node MAY al so invoke a diagnostic request/reply
exchange by setting R=1 and providing a non-zero Hello-ID; in this
case, the peer MUST send another MA-Hell o back al ong the nmessagi ng
associ ati on echoing the same Hello-ID and with R=0. Use of this

di agnostic is entirely at the discretion of the initiating node.

MA- Hel | o = Common- Header
Hell o-1D

5.2. Information El ements
This section describes the content of the various objects that can be
present in each G ST nessage, both the common header and the
i ndi vidual TLVs. The bit formats are provided in Appendi x A

5.2.1. The Comopn Header

Each nessage begins with a fixed format comron header, which contains
the follow ng information:

Version: The version nunber of the A ST protocol. This
speci fication defines G ST version 1.

G ST hop count: A hop count to prevent a message from | oopi ng
indefinitely.

Length: The nunber of 32-bit words in the nessage follow ng the
conmon header.

Upper layer identifier (NSLPID): This gives the specific NSLP for
whi ch this nessage is used.
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Context-free flag: This flag is set (C=1) if the receiver has to be
able to process the nessage wi thout supporting routing state. The
C-flag MJUST be set for Query nessages, and al so for Data nmessages
sent in Qnmode. The CGflag is inportant for NAT traversa
processi ng.

Message type: The nessage type (Query, Response, etc.).

Source addressing node: |If set (S=1), this indicates that the IP
source address of the nessage is the same as the | P address of the
signalling peer, so replies to this message can be sent safely to
this address. S is always set in CGnmode. It is cleared (S=0) if
the I P source address was derived fromthe nessage routing
information in the payload and this is different fromthe
signal l i ng source address.

Response requested: A flag that if set (R=1) indicates that a G ST
nmessage should be sent in reply to this nessage. The appropriate
nessage type for the reply depends on the type of the initia
nmessage.

Explicit routing: A flag that if set (E=1) indicates that the
message was explicitly routed (see Section 7.1.5).

Note that in D npde, Section 5.3, there is a 32-bit nagic nunber
before the header. However, this is regarded as part of the
encapsul ati on rather than part of the nessage itself.

5.2.2. TLV bjects

Al data followi ng the coombn header is encoded as a sequence of
type-1l ength-val ue objects. Currently, each object can occur at nost
once; the set of required and pernitted objects is determ ned by the
nmessage type and encapsul ati on (D-npde or C-node).

Message- Routing-Information (MRI): Information sufficient to define
how t he signalling nmessage should be routed through the network.

Message- Routi ng- 1 nformati on = message-routi ng- net hod
met hod- speci fic-information

The format of the nethod-specific-information depends on the
nessage-routi ng- met hod requested by the signalling application. Note
that it always includes a flag defining the direction as either

"upstreami or 'downstream (see Section 3.3). It is provided by the
NSLP in the message sender and used by G ST to sel ect the nessage
routing.
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Session-ldentifier (SID): The G ST session identifier is a 128-bit,
cryptographically randomidentifier chosen by the node that
originates the signalling exchange. See Section 3.7.

Net wor k- Layer-1Information (NLI): This object carries informtion
about the network |ayer attributes of the node sending the
nessage, including data related to the nanagenent of routing
state. This includes a peer identity and |P address for the
sendi ng node. It also includes IP-TTL information to allow the IP
hop count between G ST peers to be nmeasured and reported, and a
validity tinme (RS-validity-tine) for the routing state.

Net wor k- Layer-I nformati on = peer-identity
i nterface-address
RS-validity-tinme
| P-TTL

The use of the RS-validity-tinme field is described in Section 4.4.4.
The peer-identity and interface-address are used for natching
exi sting associations, as discussed in Section 4.4.3.

The interface-address nust be routable, i.e., it MJST be usable as a
destination |IP address for packets to be sent back to the node
generating the signalling nessage, whether in D-node or C-node. |If

this object is carried in a nmessage with the source addressi ng node
flag S=1, the interface-address MJST natch the source address used in
the I P encapsul ation, to assist in | egacy NAT detection

(Section 7.2.1). If this object is carried in a Query or Confirm
the interface-address MJST specifically be set to an address bound to
an interface associated with the MR, to allowits use in route
change handling as discussed in Section 7.1. A suitable choice is
the interface that is carrying the outbound flow. A node nay have
several choices for which of its addresses to use as the

i nterface-address. For exanple, there may be a choice of IP
versions, or addresses of limted scope (e.qg., link-local), or
addresses bound to different interfaces in the case of a router or

nmul ti honmed host. However, sone of these interface addresses nmay not
be usable by the peer. A node MJST follow a policy of using a globa
address of the sane IP version as in the MR, unless it can establish
that an alternative address woul d al so be usabl e.

The setting and interpretation of the IP-TTL field depends on the
nessage direction (upstreani downstream as determ ned fromthe MR as
descri bed above) and encapsul ation

* |f the message is sent downstream if the TTL that will be set

in the IP header for the nmessage can be determ ned, the IP-TTL
val ue MUST be set to this value, or else set to O.
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* On receiving a downstream nessage in D-node, a non-zero |P-TTL
is conpared to the TTL in the |IP header, and the difference is
stored as the | P-hop-count-to-peer for the upstream peer in the
routing state table for that flow Oherwise, the field is
i gnor ed.

* |f the nessage is sent upstream the IP-TTL MJST be set to the
val ue of the | P-hop-count-to-peer stored in the routing state
table, or O if there is no value yet stored.

* On receiving an upstream nmessage, the IP-TTL is stored as the
| P- hop- count -t o- peer for the downstream peer

In all cases, the IP-TTL value reported to signalling applications
is the one stored with the routing state for that flow, after it
has been updated if necessary from processing the message in
guesti on.

Stack-Proposal: This field contains information about which
conbi nati ons of transport and security protocols are available for
use in nessaging associations, and is also discussed further in
Section 5.7.

St ack- Proposal = 1*stack-profile

stack-profile = protocol -count 1*protocol-1Iayer
;; padded on the right with O to 32-bit boundary

prot ocol - count = %O01- FF
;; nunber of the follow ng <protocol -Iayer>,
;; represented as one byte. This doesn’t include
;; paddi ng.

protocol -1 ayer = %O01-FF

Each protocol -layer field identifies a protocol with a unique tag;
any additional data, such as higher-layer addressing or other options
data associated with the protocol, will be carried in an

MA- prot ocol -options field in the Stack-Configuration-Data TLV (see
bel ow) .

St ack- Configuration-Data (SCD): This object carries infornmation
about the overall configuration of a nessagi ng association

St ack- Confi gurati on-Data = MA-Hol d- Ti me
0* MA- pr ot ocol - opti ons
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The MA-Hol d-Tine field indicates how long a node will hold open an

i nactive association; see Section 4.4.5 for nore discussion. The
MA- prot ocol -options fields give the configuration of the protocols
(e.g., TCP, TLS) to be used for new nessagi ng associ ations, and they
are described in nore detail in Section 5.7.

Quer y- Cooki e/ Responder - Cooki e: A Query-Cookie is contained in a
Query and MJST be echoed in a Response; a Responder- Cooki e MAY be
sent in a Response, and if present MJST be echoed in the follow ng
Confirm Cookies are variable-length bit strings, chosen by the
cooki e generator. See Section 8.5 for further details on
requi renents and mechani snms for cookie generation

Hello-1D: The Hello-1Dis a 32-bit quantity that is used to
correl ate nessages in an MA-Hello request/reply exchange. A non-
zero value MUST be used in a request (nessages sent with R=1) and
the sanme value nmust be returned in the reply (which has R=0). The
val ue zero MJST be used for all other nessages; if a nmessage is
received with R=1 and Hello-1 D=0, an "Cbject Value Error" nessage
(Appendi x A 4.4.10) with subcode 1 ("Value Not Supported") MJIST be
returned and the nmessage dropped. Nodes MAY use any algorithmto
generate the Hello-1D;, a suitable approach is a |ocal sequence
nunber with a random starting point.

NSLP-Data: The NSLP payl oad to be delivered to the signalling
application. d ST does not interpret the payload content.

G ST-Error-Data: This contains the information to report the cause
and context of an error.

G ST-Error-Data = error-class error-code error-subcode
conmmon- er r or - header
[ Message- Routing-I1nfornmation-content ]
[ Session-ldentification-content ]
O*addi tional -i nformati on
[ coment ]

The error-class indicates the severity level, and the error-code and
error-subcode identify the specific error itself. A full list of

G ST errors and their severity levels is given in Appendix A 4. The
conmon- error-header carries the Comon- Header fromthe origina
nessage, and contents of the Message-Routing-Information (MRI) and
Session-ldentifier (SID) objects are also included if they were
successfully decoded. For sone errors, additional infornmation fields
can be included, and these fields thenselves have a sinple TLV
format. Finally, an optional free-text conmrent may be added.

Schul zri nne & Hancock Experi ment al [ Page 52]



RFC 5971 G ST Oct ober 2010

5.

5.

3.

3.

D node Transport

This section describes the various encapsul ation options for D node
nmessages. Although there are several possibilities, dependi ng on
message type, MRM and |ocal policy, the general design principle is
that the sole purpose of the encapsulation is to ensure that the
nessage is delivered to or intercepted at the correct peer. Beyond
that, mnimal significance is attached to the type of encapsul ation
or the values of addresses or ports used for it. This allows new
options to be developed in the future to handl e particul ar depl oynent
requi renents wi thout nodifying the overall protocol specification.

1. Nornmal Encapsul ation

Nor mal encapsul ati on MJUST be used for all D nbde messages where the
signalling peer is already known from previous signalling. This

i ncl udes Response and Confirm nmessages, and Data nessages except if
these are being sent without using |ocal routing state. Nornal
encapsul ation is sinple: the nessage is carried in a single UDP
datagram UDP checksunms MUST be enabl ed. The UDP payl oad MUST

al ways begin with a 32-bit magi ¢ nunmber with val ue 0x4e04 bda5 in
network byte order; this is followed by the G ST commopn header and
the conplete set of payloads. |If the magic nunber is not present,
the nessage MJST be silently dropped. The nornmal encapsulation is
shown in outline in Figure 6.

0 1 2 3
01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

/1 | P Header /1
s S S o T i i S S i (i
/1 UDP Header /1

T T R i e e e e o S e SRR R
| G ST Magi ¢ Number (0x4e04bdab) |
B s i S i I i S S S i i

/1 Ad ST Common Header /1
s S S o T i i S S i (i
/1 G ST Payl oads /1

B ik ol T I R S S T T R T T sl it S SR R R S S S T ik ot S
Figure 6: Normal Encapsul ati on Packet For nat

The nessage is | P addressed directly to the adjacent peer as given by
the routing state table. Were the nessage is a direct reply to a
Query and no routing state exists, the destination address is derived
fromthe i nput message using the sanme rules as in Section 4.4.1. The
UDP port numnbering MJST be conpatible with that used on Query
nessages (see below), that is, the same for nessages in the sane
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direction and with source and destination port nunbers swapped for
nessages in the opposite direction. Messages with the norma
encapsul ati on MJST be sent with source addressing node flag S=1

unl ess the message is a reply to a nmessage that is known to have
passed through a NAT, and the receiver MJST check the IP source
address with the interface-address given in the NLI as part of |egacy
NAT detection. Both these aspects of nessage processing are

di scussed further in Section 7.2.1.

5.3.2. Q nmode Encapsul ation

Q node encapsul ati on MJUST be used for nessages where no routing state
is available or where the routing state is being refreshed, in
particular, for Query nessages. Q node can al so be used when
requested by local policy. Q node encapsulationis simlar to norma
encapsul ation, with changes in I P address sel ection, rules about IP
options, and a defined nmethod for selecting UDP ports.

It is an essential property of the @ nbde encapsulation that it is
possible for a A ST node to intercept these nessages efficiently even
when they are not directly addressed to it and, conversely, that it
is possible for a non-A ST node to ignore these nmessages wi t hout

over| oadi ng the sl ow path packet processing. This document specifies
that interception is done based on RAGCs.

5.3.2.1. Encapsulation and Interception in |Pv4

In general, the I P addresses are derived frominformation in the M
the exact rules depend on the MRM For the case of nessages with
source addressing node flag S=1, the receiver MJST check the IP
source address against the interface-address given in the NLI as part
of |l egacy NAT detection; see Section 7.2.1.

Current MRMs define the use of a Router Alert Option [13] to assist
the peer in intercepting the nessage depending on the NSLPID. |If the
MRM defines the use of RAO, the sender MJUST include it unless it has
been specifically configured not to (see below). A node MAY neke the
initial interception decision based purely on |P-Protocol nunber
transport header analysis. |nplenmentations MAY provide an option to
di sabl e the setting of RAO on Q node packets on a per-destination
prefix basis; however, the option MJIST be disabled by default and
MUST only be enabl ed when it has been separately verified that the
next G ST node along the path to the destination is capabl e of
intercepting packets wi thout RAO. The purpose of this optionis to
al | ow operation across networks that do not properly support RAQ
further details are discussed in Appendix C
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It is likely that fragmented datagrams will not be correctly
intercepted in the network, since the checks that a datagramis a

Q node packet depend on data beyond the | P header. Therefore, the
sender MJST set the Don’'t Fragnment (DF) bit in the I Pv4 header. Note
that | CWP "packet too |arge" nessages will be sent to the source
address of the original |IP datagram and since all MRM definitions
recommend S=1 for at |east some retransm ssions, |ICVMP errors rel ated
to fragmentation will be seen at the Queryi ng node.

The upper |ayer protocol, identified by the IP-Protocol field in the
| P header, MJST be UDP.

5.3.2.2. Encapsulation and Interception in |IPv6

As for IPv4, the IP addresses are derived frominformation in the
MRl ; the exact rules depend on the MRM For the case of nessages

wi th source addressing node flag S=1, the receiver MJST check the IP
source address with the interface-address given in the NLI as part of
| egacy NAT detection; see Section 7.2.1.

For all current MRM5, the | P header is given a Router Alert Option
[8] to assist the peer in intercepting the message depending on the
NSLPID. If the MRM defines the use of RAQ the sender MJST incl ude
it without exception. It is RECOWENDED that a node bases its
initial interception decision purely on the presence of a hop-by-hop
option header containing the RAO which will be at the start of the
header chai n.

The upper |ayer protocol MJST be UDP without intervening

encapsul ati on layers. Foll owi ng any hop-by-hop option header, the IP
header MUST NOT i nclude any extension headers other than routing or
destination options [5], and for the |ast extension header MJST have
a next-header field of UDP.

5.3.2.3. Upper Layer Encapsul ation and Overall Interception
Requi renent s

For both | P versions, the above rules require that the upper |ayer
protocol identified by the I P header MJST be UDP. Oher packets MJST
NOT be identified as G ST Q node packets; this includes IP-in-IP
tunnel | ed packets, other tunnelled packets (tunnel node AH ESP), or
packets that have undergone sone additional transport |ayer
processing (transport node AHHESP). |f | P output processing at the
originating node or an internedi ate router causes such additi onal
encapsul ations to be added to a G ST Q node packet, this packet will
not be identified as G ST until the encapsulation is termnated. |If
the node wi shes to signal for data over the network regi on where the
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encapsul ati on applies, it MJST generate additional signalling with an
MRl matching the encapsulated traffic, and the outbound G ST @ node
nmessages for it MJST bypass the encapsul ati on processi ng.

Therefore, the final stage of the interception process and the fina
part of encapsulation is at the UDP |l evel. The source UDP port is
sel ected by the nessage sender as the port at which it is prepared to
receive UDP nessages in reply, and the sender MJST use the
destination UDP port allocated for G ST by | ANA (see Section 9).

Note that for some MRMs, G ST nodes anywhere along the path can
generate d ST packets with source addresses that spoof the source
address of the data flow. Therefore, destinations cannot distinguish
these packets from genui ne end-to-end data purely on address
analysis. Instead, it nust be possible to distinguish such G ST
packets by port analysis; furthernore, the mechanismto do so nust
remain valid even if the destination is G ST-unaware. G ST sol ves
this problemby using a fixed destination UDP port fromthe "well
known" space for the Q node encapsulation. This port shoul d never be
al l ocated on a G ST-unaware host, and therefore Q node encapsul at ed
nessages shoul d al ways be rejected with an ICMP error. The usage of
this destination port by other applications will result in reduced
performance due to increased del ay and packet drop rates due to their
i nterception by G ST nodes.

A G ST node will need to be capable to filter out all |P/ UDP packets
that have a UDP destination port nunmber equal to the one registered
for A ST Q@ node encapsul ation. These packets SHOULD t hen be further
verified to be G ST packets by checking the magi c nunber (see
Section 5.3.1). The packets that meet both port and magi ¢ number
requirenents are further processed as G ST Q node packets. Any
filtered packets that fail this G ST nagi ¢ nunber check SHOULD be
forwarded towards the I P packet’s destination as a normal |IP
datagram To protect against denial-of-service attacks, a G ST node
SHOULD have a rate limter preventing nore packets (filtered as
potential Q nmobde packets) from being processed than the system can
safely handle. Any excess packets SHOULD be di scarded.

5.3.2.4. |IP Option Processing

For both I Pv4 and | Pv6, for Q node packets with I P options allowed by
the above requirements, | P options processing is intended to be
carried out independently of G ST processing. Note that for the
options allowed by the above rules, the option senantics are

i ndependent of the payl oad: UDP payl oad nodifications are not
prevented by the options and do not affect the option content, and
conversely the presence of the options does not affect the UDP

payl oad.
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On packets originated by G ST, |P options MAY be added according to
node-| ocal policies on outgoing IP data. On packets forwarded by

G ST without NSLP processing, |P options MIST be processed as for a
normal Iy forwarded | P packet. On packets locally delivered to the
NSLP, the I P options MAY be passed to the NSLP and equi val ent options
used on subsequently generated outgoing Q node packets. In this
case, routing related options SHOULD be processed identically as they
woul d be for a normally forwarded | P packet.

5.3.3. Retransm ssion and Rate Contro

D-node uses UDP, and hence has no automatic reliability or congestion
control capabilities. Signalling applications requiring reliability
shoul d be serviced using C node, which should also carry the bul k of
signalling traffic. However, sone form of nessaging reliability is
required for the G ST control messages thenselves, as is rate contro
to handl e retransm ssions and al so bursts of unreliable signalling or
state setup requests fromthe signalling applications.

Query nessages that do not receive Responses MAY be retransmtted
retransm ssi ons MJST use a binary exponential backoff. The initia
timer value is T1l, which the backoff process can increase up to a
maxi mum val ue of T2 seconds. The default value for T1 is 500 ns. T1
is an estimate of the round-trip tinme between the Querying and
Respondi ng nodes. Nodes MAY use snaller values of T1 if it is known
that the Query should be answered within the [ ocal network. T1 MAY
be chosen larger, and this is RECOWENDED if it is known in advance
(such as on high-latency access links) that the round-trip tinme is
larger. The default value of T2 is 64*T1. Note that Queries may go
unanswer ed either because of nessage loss (in either direction) or
because there is no reachable G ST peer. Therefore, inplenentations
MAY trade off reliability (large T2) agai nst pronptness of error
feedback to applications (small T2). |If the NSLP has indicated a
timeout on the validity of this payl oad (see Appendix B.1), T2 MJST
be chosen so that the process termnates within this tinmeout.
Retransmtted Queries MJST use different Query-Cookie values. |If the
Query carries NSLP data, it nay be delivered multiple tinmes to the
signalling application. These rules apply equally to the nessage
that first creates routing state, and those that refresh it. In al
cases, Responses MUST be sent pronptly to avoid spurious

retransm ssions. Nodes generating any type of retransm ssion MJST be
prepared to receive and match a reply to any of them not just the
one nost recently sent. Although a node SHOULD term nate its
retransm ssi on process when any reply is received, it MJST continue
to process further replies as normal
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This algorithmis sufficient to handle | ost Queries and Responses.
The case of a lost Confirmis nore subtle. The Respondi ng node MAY
run a retransnmission tiner to resend the Response until a Confirmis
recei ved; the timer MJST use the sanme backoff mechani sm and
paranmeters as for Responses. The problem of an anplification attack
stinmulated by a malicious Query is handled by requiring the cookie
nmechani smto enabl e the node receiving the Response to discard it
efficiently if it does not match a previously sent Query. This
approach is only appropriate if the Responding node is prepared to
store per-flow state after receiving a single (Query) message, which
i ncl udes the case where the node has queued NSLP data. |If the
Respondi ng node has del ayed state installation, the error condition
will only be detected when a Data nessage arrives. This is handled
as a routing state error (see Section 4.4.6) that causes the Querying
node to restart the handshake.

The basic rate-control requirenents for D-node traffic are
deliberately minimal. A single rate limter applies to all traffic,
for all interfaces and nessage types. It applies to retransm ssions
as well as new nessages, although an inplenmentation MAY choose to
prioritise one over the other. Rate-control applies only to locally
gener ated D-npde nessages, not to nmessages that are being forwarded.
VWen the rate limter is in effect, D node messages MJST be queued
until transm ssion is re-enabl ed, or they MAY be dropped with an
error condition indicated back to |l ocal signalling applications. In
either case, the effect of this will be to reduce the rate at which
new transactions can be initiated by signalling applications, thereby
reduci ng the | oad on the network.

The rate-limting nmechanismis inplenmentation-defined, but it is
RECOMMVENDED t hat a token bucket linmiter as described in [33] be used.
The token bucket MJST be sized to ensure that a node cannot saturate
the network with D-node traffic, for exanple, when re-probing the
network for multiple flows after a route change. A suitable approach
is to restrict the token bucket paraneters so that the nean output
rate is a small fraction of the node’'s | owest-speed interface. It is
RECOMMENDED t hat this fraction is no more than 5% Note that
according to the rules of Section 4.3.3, in general, D node SHOULD
only be used for Queries and Responses rather than nornmal signalling
traffic unless capacity for normal signalling traffic can be

engi neer ed.

5.4. C-node Transport
It is a requirement of the NTLP defined in [29] that it should be
able to support bundling of small messages, fragmentation of |arge

nmessages, and message boundary delineation. TCP provides both
bundl i ng and fragmentation, but not nessage boundaries. However, the
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length information in the G ST comobn header allows the nessage
boundary to be di scovered during parsing. The bundling together of
smal | nessages either can be done within the transport protocol or
can be carried out by @ ST during nmessage construction. Either way,
two approaches can be distingui shed:

1. As nessages arrive for transm ssion, they are gathered into a
bundle until a size linmt is reached or a tineout expires (cf.
the Nagle algorithmof TCP). This provides maximal efficiency at
the cost of some |atency.

2. Messages awaiting transm ssion are gathered together while the
node is not allowed to send them for exanple, because it is
congestion controll ed.

The second type of bundling is always appropriate. For G ST, the
first type MUST NOT be used for trigger messages (i.e., messages that
update A ST or signalling application state), but nmay be appropriate
for refresh nessages (i.e., nmessages that just extend timers). These
di stinctions are known only to the signalling applications, but MY
be indicated (as an inplenmentation issue) by setting the priority
transfer attribute (Section 4.1.2).

It can be seen that all of these transport protocol options can be
supported by the basic G ST nessage format already presented. The
G ST nmessage, consisting of comon header and TLVs, is carried
directly in the transport protocol, possibly incorporating transport
| ayer security protection. Further nessages can be carried in a
continuous stream This specification defines only the use of TCP
but other possibilities could be included w thout additional work on
nessage formatting.

5.5. Message Type/ Encapsul ati on Rel ati onshi ps

G ST has four primary nessage types (Query, Response, Confirm and
Data) and three possible encapsul ati on net hods (normal D node,

Q node, and C-npde). The conbi nati ons of nessage type and

encapsul ation that are allowed for nessage transm ssion are given in
the table below. In sonme cases, there are several possible choices,
dependi ng on the existence of routing state or messagi ng

associ ations. The rules governing @ ST policy, including whether or
not to create such state to handl e a nessage, are descri bed
normatively in the other sections of this specification. |If a
nessage that can only be sent in Q node or D-npde arrives in C node
or vice versa, this MJIST be rejected with an "Incorrect
Encapsul ati on" error nessage (Appendix A 4.4.3). However, it should
be noted that the processing of the nessage at the receiver is not

ot herwi se affected by the encapsul ati on nethod used, except that the
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decapsul ati on process may provide additional information, such as
transl ated addresses or IP hop count to be used in the subsequent
nessage processing.

TSR oo T S +
| Message | Nor nal | Query D-node (Q node) | C- node |
| | D- node | | |
S o e ok o m e e e e e eee oo s Fom e +
| Query | Never | Al ways, with Cflag=1 | Never

| | | | |
| Response | Unl ess a | Never | If a

| | nmessagi ng | | messaging

| | association | | association

| | i s being | | i s being

| | re-used | | re-used |
| | | | |
| Confirm| Only if no | Never | If a

| | nmessagi ng | | messaging

| | association | | association

| | has been set | | has been

| | up or is | | set up or |
| | bei ng | | i s being

| | re-used | | re-used |
| | | | |
| Dat a | If routing | If the MRI can be used to | If a |
| | state exists | derive the Q node | messaging

| | for the flow | encapsulation, and either | association

| | but no | no routing state exists | exi sts

| | messaging | or local policy requires |

| | association | Q node; MJUST have | |
| | | Cflag=1 | |
S o e ok o m e e e e e eee oo s Fom e +

5.6. FError Message Processing

Special rules apply to the encapsul ati on and transm ssion of Error
messages.

G ST only generates Error messages in reaction to inconing nessages.
Error messages MUST NOT be generated in reaction to incomng Error
nmessages. The routing and encapsul ati on of the Error nmessage are
derived fromthat of the nessage that caused the error; in
particular, local routing state is not consulted. Routing state and
nessagi ng associ ation state MJUST NOT be created to handle the error
and Error nessages MJUST NOT be retransmitted explicitly by G ST

al t hough they are subject to the sane rate control as other messages.
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o |If the incom ng nmessage was received in D-node, the error MJST be
sent in D-node using the normal encapsul ation, using the
addressing information fromthe NLI object in the incomng
message. |If the NLI could not be determ ned, the error MJST be
sent to the I P source of the incom ng nessage if the S-flag was
set init. The NLI object in the Error nessage reports
i nformati on about the originator of the error

o |If the incom ng message was recei ved over a nmessagi ng associ ation
the error MJST be sent back over the sane nessagi ng associ ation

The NSLPID in the common header of the Error nessage has the val ue
zero. |If for any reason the nessage cannot be sent (for exanple,
because it is too large to send in D-node, or because the MA over
whi ch the original nessage arrived has since been closed), an error
SHOULD be | ogged locally. The receiver of the Error message can
infer the NSLPID for the message that caused the error fromthe
Conmon Header that is enbedded in the Error Object.

5.7. Messagi ng Associ ati on Setup
5.7.1. Overview

A key attribute of GST is that it is flexible inits ability to use
exi sting transport and security protocols. Different transport
protocol s may have performance attributes appropriate to different
environnents; different security protocols may fit appropriately with
di fferent authentication infrastructures. Even given an initia
default mandatory protocol set for A ST, the need to support new
protocols in the future cannot be ruled out, and secure feature
negoti ati on cannot be added to an existing protocol in a backwards-
conpati ble way. Therefore, sone sort of capability discovery is
required.

Capability discovery is carried out in Query and Response nessages,
usi ng Stack-Proposal and Stack-Configuration-Data (SCD) objects. |If
a new nmessagi ng association is required, it is then set up, followed
by a Confirm Messaging association nmultiplexing is achi eved by
short-circuiting this exchange by sendi ng the Response or Confirm
nmessages on an exi sting association (Section 4.4.3); whether to do
this is a matter of local policy. The end result of this process is
a nessagi ng association that is a stack of protocols. |If nmultiple
associations exist, it is a matter of local policy howto distribute
nessages over them subject to respecting the transfer attributes
requested for each nmessage.
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Every possible protocol for a nmessaging association has the follow ng
attributes:

o MA-Protocol-1D, a 1-byte |IANA-assigned value (see Section 9).

o A specification of the (non-negotiable) policies about how the
protocol should be used, for exanple, in which direction a
connection should be opened.

o (Depending on the specific protocol:) Formats for an MA-protocol -
options field to carry the protocol addressing and ot her
configuration information in the SCD object. The format may
di ffer depending on whether the field is present in the Query or
Response. Sone protocols do not require the definition of such
additional data, in which case no correspondi ng MA-protocol -
options field will occur in the SCD object.

A Stack-Proposal object is sinply a list of profiles; each profile is
a sequence of MA-Protocol-1Ds. A profile lists the protocols in "top
to bottom order (e.g., TLS over TCP). A Stack-Proposal is generally
acconpani ed by an SCD object that carries an MA-protocol -options
field for any protocol listed in the Stack-Proposal that needs it.

An MA- protocol -options field nmay apply globally, to all instances of
the protocol in the Stack-Proposal, or it can be tagged as applying
to a specific instance. The |atter approach can for exanple be used
to carry different port nunbers for TCP dependi ng on whether it is to
be used with or without TLS. An nessage flow that shows several of
the features of Stack-Proposal and Stack-Configuration-Data formats
can be found in Appendi x D

An MA-protocol -options field nay al so be flagged as not usable; for
exanpl e, a NAT that could not handl e SCTP would set this in an MA-
protocol -options field about SCTP. A protocol flagged this way MJST
NOT be used for a nessaging association. |If the Stack-Proposal and
SCD are both present but not consistent, for exanple, if they refer
to different protocols, or an MA-protocol -options field refers to a
non-exi stent profile, an "Object Value Error" nessage

(Appendix A 4.4.10) with subcode 5 ("Stack-Proposal - Stack-
Configuration-Data M smatch") MJST be returned and the nessage

dr opped.

A node generating an SCD object MJST honour the inplied protoco
configurations for the period during which a nmessagi ng associ ation
m ght be set up; in particular, it MJST be inmediately prepared to
accept incom ng datagrans or connections at the protocol/port

conbi nati ons advertised. This MAY require the creation of |istening
endpoints for the transport and security protocols in question, or a
node MAY keep a pool of such endpoints open for extended peri ods.
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However, the received object contents MJST be retained only for the
duration of the Query/Response exchange and to all ow any necessary
associ ation setup to conplete. They may becone invalid because of
expi red bindings at internediate NATs, or because the adverti sing
node is using agile ports. Once the setup is conplete, or if it is
not necessary or fails for some reason, the object contents MJIST be
di scarded. A default time of 30 seconds to keep the contents is
RECOMVENDED.

A Query requesting nessagi ng associ ation setup always contains a

St ack- Proposal and SCD object. The Stack-Proposal MJST only include
protocol configurations that are suitable for the transfer attributes
of the nessages for which the Querying node wi shes to use the
nessagi ng associ ation. For exanple, it should not sinply include al
configurations that the Querying node is capable of supporting.

The Response al ways contains a Stack-Proposal and SCD object, unless
mul tipl exi ng (where the Responder decides to use an existing

associ ation) occurs. For such a Response, the security protocols
listed in the Stack-Proposal MJST NOT depend on the Query. A node
MAY nake different proposals depending on the conbination of
interface and NSLPID. If nultiplexing does occur, which is indicated
by sendi ng the Response over an existing nessagi ng associ ation, the
following rules apply:

o The re-used nessagi ng associ ati on MJST NOT have weaker security
properties than all of the options that woul d have been offered in
the full Response that woul d have been sent without re-use.

o The re-used nessagi ng associ ati on MJST have equi val ent or better
transport and security characteristics as at |east one of the
protocol configurations that was offered in the Query.

Once the nessagi ng association is set up, the Querying node repeats
the responder’s Stack-Proposal over it in the Confirm The
Respondi ng node MJST verify that this has not been changed as part of
bi ddi ng-down attack prevention, as well as verifying the Responder-
Cooki e (Section 8.5). |If either check fails, the Respondi ng node
MUST NOT create the nessage routing state (or MJST delete it if it

al ready exists) and SHOULD | og an error condition locally. |If this
is the first nessage on a new MA, the MA MIST be torn down. See
Section 8.6 for further discussion.
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5.7.2. Protocol Definition: Forwards-TCP

This MA-Protocol -1D denotes a basic use of TCP between peers.

Support for this protocol is REQURED. |If this protocol is offered,
MA- pr ot ocol - opti ons data MJST al so be carried in the SCD object. The
MA- pr ot ocol -options field fornats are:

0o in a Query: no additional options data (the MA-protocol -options
Length field is zero).

0 in a Response: 2-byte port number at which the connection will be
accepted, followed by 2 pad bytes.

The connection is opened in the forwards direction, fromthe Querying
node towards the responder. The Querying node MAY use any source
address and source port. The destination information MJST be derived
frominformation in the Response: the address fromthe interface-
address fromthe Network-Layer-Information object and the port from
the SCD object as described above.

Associ ations using Forwards-TCP can carry nessages with the transfer
attribute Reliable=True. |If an error occurs on the TCP connecti on
such as a reset, as can be detected for exanple by a socket exception
condition, G ST MJST report this to NSLPs as discussed in

Section 4.1.2.

5.7.3. Protocol Definition: Transport Layer Security

This MA-Protocol -1D denotes a basic use of transport |ayer channe
security, initially in conjunction with TCP. Support for this
protocol in conjunction with TCP is REQU RED; associations using it
can carry nessages with transfer attributes requesting
confidentiality or integrity protection. The specific TLS version
will be negotiated within the TLS | ayer itself, but inplenentations
MJUST NOT negotiate to protocol versions prior to TLS1.0 [15] and MUST
use the highest protocol version supported by both peers.

| mpl ementation of TLS1.2 [10] is RECOVWENDED. d ST nodes supporting
TLS1.0 or TLS1.1 MUIST be able to negotiate the TLS ciphersuite
TLS_RSA W TH 3DES_EDE_CBC_SHA and SHOULD be able to negotiate the TLS
ci phersuite TLS RSA WTH AES 128 CBC SHA. They MAY negoti ate any
mutual |y acceptabl e ciphersuite that provides authentication
integrity, and confidentiality.

The default node of TLS authentication, which applies in particular
to the above ciphersuites, uses a client/server X. 509 certificate
exchange. The Querying node acts as a TLS client, and the Respondi ng
node acts as a TLS server. \ere one of the above ciphersuites is
negoti ated, the G ST node acting as a server MJST provide a
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certificate, and MJUST request one fromthe A ST node acting as a TLS
client. This allows either server-only or nutual authentication
dependi ng on the certificates available to the client and the policy
applied at the server.

G ST nodes MAY negotiate other TLS ciphersuites. |In sone cases, the
negoti ation of alternative ciphersuites is used to trigger
alternative authentication procedures, such as the use of pre-shared
keys [32]. The use of other authentication procedures may require
addi ti onal specification work to define how they can be used as part
of TLS within the G ST framework, and nmay or may not require the
definition of additional MA-Protocol-IDs.

No MA-protocol -options field is required for this TLS protoco
definition. The configuration information for the transport protoco
over which TLS is running (e.g., TCP port number) is provided by the
MA- pr ot ocol - opti ons for that protocol

5.7.3.1. ldentity Checking in TLS

After TLS authentication, a node MJST check the identity presented by
the peer in order to avoid man-in-the-mddle attacks, and verify that
the peer is authorised to take part in signalling at the A ST | ayer
The aut horisation check is carried out by conparing the presented
identity with each Authorised Peer Database (APD) entry in turn, as
di scussed in Section 4.4.2. This section defines the identity
conparison algorithmfor a single APD entry.

For TLS authentication with X. 509 certificates, an identity fromthe
DNS nanespace MJST be checked agai nst each subj ect Al t Nane ext ensi on
of type dNSName present in the certificate. |If no such extension is
present, then the identity MJST be conpared to the (nopst specific)
Common Nane in the Subject field of the certificate. Wen natching
DNS names agai nst dNSNane or Conmon Nane fields, matching is case-
insensitive. Also, a "*" wldcard character MAY be used as the left-
nost nane conponent in the certificate or identity in the APD. For
exanpl e, *.exanple.comin the APD would match certificates for

a. exanpl e.com foo.exanple.com *.exanple.com etc., but would not
mat ch exanple.com Sinmilarly, a certificate for *.exanple.com would
be valid for APD identities of a.exanple.com foo.exanple.com

*_ exanpl e.com etc., but not exanple.com

Additionally, a node MJST verify the binding between the identity of
the peer to which it connects and the public key presented by that
peer. Nodes SHOULD i npl ement the algorithmin Section 6 of [8] for
general certificate validation, but MAY suppl enent that algorithm
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with other validation nmethods that achi eve equival ent |evels of
verification (such as conparing the server certificate against a
| ocal store of already-verified certificates and identity bindings).

For TLS authentication with pre-shared keys, the identity in the
psk identity hint (for the server identity, i.e., the Respondi ng
node) or psk identity (for the client identity, i.e., the Querying
node) MJST be conpared to the identities in the APD.

5.8. Specific Message Routing Methods

Each nessage routing nethod (see Section 3.3) requires the definition
of the format of the nessage routing information (MRI) and Q node
encapsul ation rules. These are given in the foll ow ng subsections
for the MRMs currently defined. A G ST inplenentation on a node MJUST
support whatever MRMsE are required by the NSLPs on that node; G ST

i mpl enent ati ons SHOULD provi de support for both the MRMs defi ned
here, in order to mnimse deploynent barriers for new signalling
applications that need t hem

5.8.1. The Pat h- Coupl ed MRM
5.8.1.1. Message Routing Information

For the path-coupled MRM the nmessage routing information (M) is
conceptually the Flow Identifier as in the NSIS franework [29].
Mnimally, this could just be the flow destinati on address; however,
to account for policy-based forwardi ng and other issues a nore

conpl ete set of header fields SHOULD be specified if possible (see
Section 4.3.4 and Section 7.2 for further discussion).

MRl = network-1ayer-version
sour ce-address prefix-length
destinati on-address prefix-1length
| P-protoco
di ffserv-codepoi nt
[ flowlabel ]
[ ipsec-SPI / L4-ports]

Addi tional control information defines whether the flowlabel, |Psec
Security Parameters Index (SPlI), and port information are present,
and whet her the | P-protocol and diffserv-codepoint fields should be
interpreted as significant. The source and destination addresses
MUST be real node addresses, but prefix |lengths other than 32 or 128
(for 1Pv4 and | Pv6, respectively) MAY be used to inpl enent address
wildcarding, allowing the MRl to refer to traffic to or froma w der
address range. An additional flag defines the message direction
relative to the MRl (upstreamvs. downstream.
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The MRI format allows a potentially very |arge nunber of different
flag and field conbinations. A QST inplenmentation that cannot
interpret the MRl in a nessage MUST return an "Qbject Value Error”
nmessage (Appendix A . 4.4.10) with subcodes 1 ("Value Not Supported")
or 2 ("Invalid Flag-Field Conbination") and drop the nessage.

5.8.1.2. Downstream Q node Encapsul ati on

Where the signalling nessage is travelling in the same (' downstrean)
direction as the flow defined by the MR, the |IP addressing for

Q node encapsul ated nessages is as follows. Support for this
encapsul ati on i s REQUI RED

o The destination |IP address MJST be the fl ow destination address as
given in the MR of the nmessage payl oad.

o By default, the source address is the flow source address, again
fromthe MR ; therefore, the source addressing node flag in the
conmon header S=0. This provides the best |ikelihood that the
nessage will be correctly routed through any regi on perform ng
per - packet policy-based forwarding or |oad bal ancing that takes
the source address into account. However, there may be
ci rcunst ances where the use of the signalling source address (S=1)
is preferable, such as:

* |n order to receive |CVMP error nessages about the signalling
nmessage, such as unreachable port or address. |If these are
delivered to the fl ow source rather than the signalling source,
it will be very difficult for the querying node to detect that
it is the last A ST node on the path. Another case is where
there is an abnornmally | ow MIU al ong the path, in which case
the querying node needs to see the ICVWP error (recall that
Q node packets are sent with DF set).

* In order to receive G ST Error nmessages where the error nessage
sender could not interpret the NLI in the original nessage.

* |n order to attenpt to run G ST through an unnodified NAT,
which will only process and translate | P addresses in the IP
header (see Section 7.2.1).

Because of these considerations, use of the signalling source
address is allowed as an option, with use based on | ocal policy.
A node SHOULD use the flow source address for initial Query
nmessages, but SHOULD transition to the signalling source address
for sone retransmi ssions or as a matter of static configuration
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for exanple, if a NAT is known to be in the path out of a certain
interface. The S-flag in the conmon header tells the nmessage
recei ver which option was used.

A Router Alert Option is also included in the I P header. The option
val ue depends on the NSLP being signalled for. 1In addition, it is
essential that the Query mimcs the actual data flow as closely as
possi ble, since this is the basis of how the signalling nessage is
attached to the data path. To this end, G ST SHOULD set the Diffserv
codepoint and (for IPv6) flow label to match the values in the M

A G ST inplenentati on SHOULD apply validation checks to the MR, to
rej ect Query nessages that are being injected by nodes with no
legitimate interest in the flow being signalled for. |In general, if
the G ST node can detect that no flow could arrive over the same
interface as the Query, it MJST be rejected with an appropriate error
message. Such checks apply only to nessages with the Q node
encapsul ati on, since only those nessages are required to track the
flow path. The main checks are that the I P version used in the
encapsul ation should match that of the MRl and the version(s) used on
that interface, and that the full range of source addresses (the

sour ce-address masked with its prefix-length) woul d pass ingress
filtering checks. For these cases, the error message is "MR

Val idation Failure" (Appendix A 4.4.12) with subcodes 1 or 2 ("IP
Version Msnmatch" or "lIngress Filter Failure"), respectively.

5.8.1.3. Upstream Q node Encapsul ati on

In some depl oynent scenarios, it is desirable to set up routing state
in the upstreamdirection (i.e., fromflow receiver towards the
sender). This could be used to support firewall signalling to
control traffic froman uncooperative sender, or signalling in
general where the flow sender was not NSIS-capable. This capability
is incorporated into G ST by defining an encapsul ati on and processi ng
rul es for sending Query messages upstream

In general, it is not possible to determ ne the hop-by-hop route
upstream because of asymretric IP routing. However, in particular
cases, the upstream peer can be discovered with a high degree of
confi dence, for exanple:

0 The upstream G ST peer is one |IP hop away, and can be reached by
traci ng back through the interface on which the flow arrives.

o The upstream peer is a border router of a single-honed (stub)
net wor k.

Schul zri nne & Hancock Experi ment al [ Page 68]



RFC 5971 G ST Oct ober 2010

This section defines an upstream Q node encapsul ati on and validation
checks for when it can be used. The functionality to generate
upstream Queries is OPTIONAL, but if received they MJST be processed
in the normal way with some additional IP TTL checks. No specia
functionality is needed for this.

It is possible for routing state at a given node, for a specific M
and NSLPID, to be created by both an upstream Query exchange
(initiated by the node itself) and a downstream Query exchange (where
the node is the responder). |If the SIDs are different, these itens
of routing state MJUST be considered as independent; if the SIDs
match, the routing state installed by the downstream exchange MJUST
take precedence, provided that the downstream Query passed ingress
filtering checks. The rationale for this is that the downstream
Query is in general a nore reliable way to install state, since it
directly probes the IP routing infrastructure along the flow path,
wher eas use of the upstream Query depends on the correctness of the
Queryi ng node’ s understandi ng of the topol ogy.

The details of the encapsulation are as foll ows:

o The destination address SHOULD be the fl ow source address as given
in the MR of the nessage payload. An inplenentation with nore
det ai | ed knowl edge of local IP routing MAY use an alternative
destinati on address (e.g., the address of its default router).

o The source address SHOULD be the signalling node address, so in
t he conmon header S=1.

0o A Router Alert Option is included as in the downstream case.

o The Diffserv codepoint and (for IPv6) flow | abel MAY be set to
match the values fromthe MRl as in the downstream case, and the
UDP port selection is also the sane.

o The IP layer TTL of the nessage MUST be set to 255.

The sending G ST inpl enentati on SHOULD attenpt to send the Query via
the same interface and to the sane |ink |ayer nei ghbour from which
the data packets of the flow are arriving.

The receiving G ST node MAY apply validation checks to the nessage
and MRI, to reject Query nessages that have reached a node at which
they can no longer be trusted. |In particular, a node SHOULD reject a
nmessage t hat has been propagated nore than one I P hop, with an
“Invalid IP layer TTL" error message (Appendix A.4.4.11). This can
be determ ned by exam ning the received IP layer TTL, simlar to the
generalised IP TTL security nechani smdescribed in [41].
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Al ternatively, receipt of an upstream Query at the flow source MAY be
used to trigger setup of G ST state in the downstream direction
These restrictions my be relaxed in a future version

5.8.2. The Loose-End NMRM

The Loose-End MRM is used to discover G ST nodes with particul ar
properties in the direction of a given address, for exanple, to
di scover a NAT al ong the upstream data path as in [34].

5.8.2.1. Message Routing Information

For the | oose-end MRM only a sinplified version of the Fl ow
Identifier is needed.

MRl = network-1ayer-version
sour ce- addr ess
desti nati on- addr ess

The source address is the address of the node initiating the

di scovery process, for exanple, the node that will be the data
receiver in the NAT discovery case. The destination address is the
address of a node that is expected to be the other side of the node
to be discovered. Additional control infornation defines the
direction of the nessage relative to this flow as in the path-coupled
case.

5.8.2.2. Downstream Q node Encapsul ati on

Only one encapsul ation is defined for the | oose-end MRM by
convention, this is referred to as the downstream encapsul ati on, and
is defined as follows:

o The |IP destination address MJST be the destination address as
given in the MR of the nmessage payl oad.

o By default, the IP source address is the source address fromthe
MRl (S=0). However, the use of the signalling source address
(S=1) is allowed as in the case of the path-coupled MM

A Router Alert Option is included in the I P header. The option value
depends on the NSLP being signalled for. There are no specia

requi renents on the setting of the Diffserv codepoint, IP |layer TTL,
or (for I1Pv6) the flow label. Nor are any special validation checks
appli ed.
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6.

Formal Protocol Specification

This section provides a nore fornmal specification of the operation of
G ST processing, in ternms of rules for transitions between states of
a set of comunicating state machines within a node. The follow ng
description captures only the basic protocol specification

addi ti onal mechani sms can be used by an inplenmentation to accelerate
rout e change processing, and these are captured in Section 7.1. A
nore detail ed description of the G ST protocol operation in state
machi ne syntax can be found in [45].

Conceptual ly, @ ST processing at a node may be seen in ternms of four
types of cooperating state nachine:

1. There is a top-level state machine that represents the node
itself (Node-SM. It is responsible for the processing of events
that cannot be directed towards a nore specific state machine,
for exanpl e, inbound nessages for which no routing state
currently exists. This machine exists permanently, and is
responsi ble for creating per-MR state nachines to manage the
G ST handshake and routing state naintenance procedures.

2. For each flow and signalling direction where the node is
responsi ble for the creation of routing state, there is an
i nstance of a Query-Node state nachine (Querying-SM. This
machi ne sends Query and Confirm nmessages and waits for Responses,
according to the requirenments fromlocal APl commands or tiner
processi ng, such as message repetition or routing state refresh.

3. For each flow and signalling direction where the node has
accepted the creation of routing state by a peer, there is an
i nstance of a Respondi ng- Node state nachi ne (Respondi ng-SM.
This machine is responsible for nmanagi ng the status of the
routing state for that flow Depending on policy, it MAY be
responsi ble for transm ssion or retransm ssion of Response
nmessages, or this MAY be handl ed by the Node-SM and a
Respondi ng-SM i s not even created for a flow until a properly
formatted Confirm has been accepted.

4. Messagi ng associ ations have their own |lifecycle, represented by
an MA-SM from when they are first created (in an inconplete
state, listening for an inbound connection or waiting for
out bound connections to conplete), to when they are active and
avail abl e for use.

Apart fromthe fact that the various nmachi nes can be created and
destroyed by each other, there is alnmpst no interaction between them
The machines for different flows do not interact; the Querying-SM and
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Respondi ng-SM for a single flow and signalling direction do not
interact. That is, the Responding-SMthat accepts the creation of
routing state for a flow on one interface has no direct interaction
with the Querying-SMthat sets up routing state on the next interface
along the path. This interaction is nmediated instead through the
NSLP.

The state machine descriptions use the termnology rx MMWM tg TTTT,
and er EEEE for incom ng nessages, API/lower |layer triggers, and
error conditions, respectively. The possible events of these types
are given in the table below. In addition, tineout events denoted
to TTTT may al so occur; the various tiners are |listed i ndependently
for each type of state machine in the follow ng subsections.
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6.

1.

A Query has been received.

r x_Response A Response has been received.

rx_Confirm A Confirm has been received.

rx_Dat a A Data nmessage has been received.

rx_Message rx_Query| | rx_Response||rx_Confirm|rx_Data.

rx_MA-Hel |l o An MA-Hel | o nessage has been received.

t g_NSLPDat a A signalling application has requested data
transfer (via APl SendMessage).

tg_Connect ed The protocol stack for a nmessaging
associ ati on has conpl eted connecti ng.

t g_RawbDat a G ST wishes to transfer data over a
particul ar messagi ng associ ati on.

tg MAldl e G ST decides that it is no |l onger necessary
to keep an MA open for itself.

er _NoRSM A "No Routing State" error was received.

er _MAConnect A messagi ng associ ation protocol failed to

conpl ete a connecti on.

er _MAFai l ure A messagi ng associ ation fail ed.

I ncom ng Events
Node Processing

The Node-level state machine is responsible for processing events for
whi ch no nore appropriate nessagi ng associ ation state or routing
state exists. |Its structure is trivial: there is a single state
("ldle’); all events cause a transition back to Idle. Some events
cause the creation of other state nmachines. The only events that are
processed by this state machine are incomng G ST nmessages (Qery/
Response/ Confirm Data) and APl requests to send data; no other events
are possible. 1In addition to this event processing, the Node-Ievel
machi ne is responsible for nmanagi ng |istening endpoints for nessaging
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associ ations. Although these relate to Respondi ng node operation
they cannot be handl ed by the Responder state machine since they are
not created per flow. The processing rules for each event are as
fol |l ows:

Rule 1 (rx_Query):
use the G ST service interface to deternine the signalling
application policy relating to this peer
/1 note that this interaction delivers any NSLP-Data to
/1 the NSLP as a side effect
if (the signalling application indicates that routing state should
be created) then
if (routing state can be created without a 3-way handshake) then
create Respondi ng- SM and transfer control to it
el se
send Response with R=1
el se
propagate the Query with any updated NSLP payl oad provided

Rule 2 (rx_Response):
/]l a routing state error
di scard nmessage

Rule 3 (rx_Confirm:
if (routing state can be created before receiving a Confirm then
/1 we should al ready have Respondi ng-SM for it,
/1 which woul d handl e this nessage
di scard nmessage
send "No Routing State" error nessage
el se
creat e Respondi ng- SM and pass nessage to it

Rule 4 (rx_Data):
if (node policy will only process Data nessages w th matching
routing state) then
send "No Routing State" error nessage
el se
pass directly to NSLP

Rule 4 (er_NoRSM:
di scard the nessage
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Rule 5 (tg_NSLPData):
if @ nopde encapsulation is not possible for this M
rej ect nessage with an error
el se
if (local policy & transfer attributes say routing
state is not needed) then
send nessage statel essly
el se
create Querying-SM and pass nessage to it

6.2. Query Node Processing
The Queryi ng-Node state nachi ne (Querying-SM has three states:
0 Awaiting Response
o Established
0 Awaiting Refresh

The Querying-SMis created by the Node-SM nachine as a result of a
request to send a nessage for a flowin a signalling direction where
the appropriate state does not exist. The Query is generated

i medi ately and the No_Response tiner is started. The NSLP data MAY
be carried in the Query if local policy and the transfer attributes
allowit; otherwise, it MJST be queued | ocally pendi ng MA
establishment. Then the machine transitions to the Awaiting Response
state, in which timeout-based retransm ssions are handled. Data
nmessages (rx_Data events) should not occur in this state; if they do,
this may indicate a | ost Response and a node MAY retransmt a Query
for this reason.

Once a Response has been successfully received and routing state
created, the machine transitions to Established, during which NSLP
data can be sent and received normally. Further Responses received
inthis state (which nay be the result of a lost Confirn) MJST be
treated the same way. The Awaiting Refresh state can be considered
as a substate of Established, where a new Query has been generated to
refresh the routing state (as in Awaiting Response) but NSLP data can
be handl ed normal |l y.
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The tiners relevant to this state machine are as fol |l ows:

Ref resh_Q\ode: Indicates when the routing state stored by this state
machi ne nmust be refreshed. It is reset whenever a Response is
received indicating that the routing state is still valid.
| mpl ement ati ons MUST set the period of this tinmer based on the
value in the RS-validity-tine field of a Response to ensure that a
Query is generated before the peer’s routing state expires (see
Section 4.4.4).

No_Response: |Indicates that a Response has not been received in
answer to a Query. This is started whenever a Query is sent and
st opped when a Response is received.

I nactive_QNode: Indicates that no NSLP traffic is currently being
handl ed by this state machine. This is reset whenever the state
machi ne handl es NSLP data, in either direction. When it expires,
the state machi ne MAY be deleted. The period of the tiner can be
set at any time via the APl (SetStateLifetine), and if the period
is reset inthis way the tinmer itself MJST be restarted.

The main events (including all those that cause state transitions)
are shown in the figure below, tagged with the nunber of the
processing rule that is used to handle the event. These rules are
listed after the diagram Al events not shown or described in the
text above are assuned to be inpossible in a correct inplenentation
and MUST be ignored.
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[Initialisation] +o---- +
------------------------- | Bi rthi
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————————————————————— | Awaiting [----------------- |
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+o---- + to_lnactive_QNode[ 6]

(fromall states)

Figure 7: Query Node State Machine
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The processing rules are as follows:

Rul e 1:
Store the nmessage for later transni ssion

Rul e 2:
i f nunber of Queries sent has reached the threshold
/1 nQuery isMax is true
i ndi cate No Response error to NSLP
destroy self
el se
send Query
start No_Response tinmer with new val ue

Rul e 3:

/1 Assume the Confirmwas lost in transit or the peer has reset;
/1 restart the handshake

send Query

(re)start No_Response tiner

Rul e 4:
if a new MA-SMis needed create one
if the R-flag was set send a Confirm
send any stored Data nmessages
stop No_Response tiner
start Refresh_QNode tiner
start Inactive_QNode timer if it was not running
if there was pi ggybacked NSLP-Data
pass it to the NSLP
restart Inactive_QNode tiner

Rul e 5:
send Data nessage
restart lnactive_QNode tiner

Rul e 6:
Term nat e

Rul e 7:
pass any data to the NSLP
restart Inactive_QNode tiner

Rul e 8:

send Query

start No_Response timer
stop Refresh_QNode timer

Schul zri nne & Hancock Experi ment al [ Page 78]



RFC 5971 G ST Oct ober 2010

6.3. Responder Node Processing
The Respondi ng- Node state machi ne (Respondi ng-SM has three states:
0 Awaiting Confirm
o Established
0 Awaiting Refresh

The policy governing the handling of Query nessages and the creation
of the Respondi ng- SM has three cases:

1. No Confirmis required for a Query, and the state machi ne can be
created i medi ately.

2. AConfirmis required for a Query, but the state machine can
still be created immediately. A tiner is used to retransmt
Response nmessages and the Responding-SMis destroyed if no valid
Confirmis received

3. AConfirmis required for a Query, and the state machi ne can only
be created when it is received; the initial Query will have been
handl ed by the Node-|evel nachine.

In case 2, the Responding-SMis created in the Awaiting Confirm
state, and remains there until a Confirmis received, at which point
it transitions to Established. 1In cases 1 and 3, the Respondi ng- SM
is created directly in the Established state. Note that if the
machine is created on receiving a Query, some of the nessage
processing will already have been perforned in the node state
machine. |In principle, an inplenentation MAY change its policy on
handl i ng a Query nmessage at any tine; however, the state nachine
descriptions here cover only the case where the policy is fixed while
waiting for a Confirm message.

In the Established state, the NSLP can send and receive data

normal Iy, and any additional rx_Confirmevents MJST be silently
ignored. The Awaiting Refresh state can be considered a substate of
Establ i shed, where a Query has been received to begin the routing
state refresh. In the Awaiting Refresh state, the Respondi ng- SM
behaves as in the Anaiting Confirmstate, except that the NSLP can
still send and receive data. |In particular, in both states there is
timer-based retransni ssion of Response nessages until a Confirmis
recei ved; additional rx_Query events in these states MJST al so
generate a reply and restart the no_Confirmtiner.
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The tiners relevant to the operation of this state nachine are as
foll ows:

Expi re_RNode: Indicates when the routing state stored by this state

machi ne needs to be expired. It is reset whenever a Query or
Confirm (depending on local policy) is received indicating that
the routing state is still valid. Note that state cannot be
refreshed fromthe R-Node. |If this timer fires, the routing state
machi ne is del eted, regardless of whether a No_Confirmtiner is
runni ng.

No Confirm Indicates that a Confirmhas not been received in answer
to a Response. This is started/reset whenever a Response is sent
and stopped when a Confirmis received.

The detailed state transitions and processing rules are described
bel ow as in the Query node case.
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rx_Query[ 1] rx_Query[ 5]
[ confirnmRequired] +o-- - + [!confirnRequired]

|
|
|
| |
| rx_Query( 5] |
| t g_NSLPDat a[ 7] || rx_Confirn{10] |
| || rx_Query[1] || rx_Data[4] |
| || rx_Datal 6] || tg_NSLPDatal3] |
| - e |
| | \Y, | vV V V
| | \% | V V V
| R + R +
---->> Awaiting | rx_Confirnm8  ----------- | Est abl i shed]|
------ | Confirm |------------------“------------>> | |
| Fommm e o + Fommm e o +
| " | ~o
| N | t g_NSLPDat a[ 3] N |
| e || rx_Query[1] |
| to_No_Confirn9] | | rx_Data[ 4] | |
| ['nConf_reached] -------- | |
| | v |
| t o_No_Confirnf9] | \Y, | |
| [ nConf _reached] e + rx_Confirni8] | |
---------------------- | Awaiting [----------------- |
| | | Refresh |<<--------m-mmonnno---
| | R + rx_Query[ 1]
| ] A | [ confirnRequi red]
| o
VvV to_No_Confi rnf 9]
VvV [ ' nConf _reached]
+--m - - +
| Death| <<--------nmommmaaao--
+o---- + er _NoRSM 11]

t o_Expi re_RNode[ 11]
(from Established/ Awai ti ng Refresh)

Fi gure 8: Responder Node State Mchine
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The processing rules are as follows:

Rul e 1:

/]l a Confirmis required

send Response with R=1

(re)start No Confirmtimer with the initial tiner value

Rul e 2:
pass any NSLP-Data object to the NSLP
start Expire_RNode timer

Rule 3: send the Data nessage
Rule 4: pass data to NSLP

Rul e 5:

/1 no Confirmis required
send Response with R=0
start Expire_RNode tiner

Rul e 6:
drop i ncom ng data
send "No Routing State" error nessage

Rule 7: store Data nessage

Rul e 8:

pass any NSLP-Data object to the NSLP
send any stored Data nmessages

stop No_Confirmtiner

start Expire_RNode tiner

Rul e 9:
i f nunber of Responses sent has reached threshold
/1l nResp_isMax is true
destroy self
el se
send Response
start No_Response timer

Rul e 10:
/1 can happen e.g., a retransnmtted Response causes a duplicate Confirm
silently ignore

Rule 11: destroy self
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6.4. Messagi ng Associ ati on Processing

Messagi ng associ ations (MAs) are nodelled for use within A ST with a
sinmple three-state process. The Awaiting Connection state indicates
that the MA is waiting for the connection process(es) for every
protocol in the messaging association to conplete; this mght involve
creating listening endpoints or attenpting active connects. Tiners
may al so be necessary to detect connection failure (e.g., no incomng
connection within a certain period), but these are not nodell ed
explicitly.

The Connected state indicates that the MAis open and ready to use
and that the node wishes it to renain open. |In this state, the node
operates a tinmer (SendHello) to ensure that nmessages are regularly
sent to the peer, to ensure that the peer does not tear down the MA
The node transitions from Connected to Idle (indicating that it no

| onger needs the association) as a matter of |ocal policy; one way to
nmanage the policy is to use an activity timer but this is not
specified explicitly by the state machine (see also Section 4.4.5).

In the Idle state, the node no | onger requires the nmessaging

associ ation but the peer still requires it and is indicating this by
sendi ng periodic MA-Hell o nessages. A different tinmer (NoHell o)
operates to purge the MA when these nessages stop arriving. |If rea

data is transferred over the MA, the state nmachi ne transitions back
t o Connect ed.

At any time in the Connected or Idle states, a node MAY test the
connectivity to its peer and the |liveness of the G ST instance at
that peer by sending an MA-Hell o request with R=1. Failure to
receive a reply with a matching Hello-ID within a tineout MAY be
taken as a reason to trigger er MAFailure. Initiation of such a test
and the tinmeout setting are left to the discretion of the

i mpl enentation. Note that er MAFailure may al so be signalled by

i ndi cations fromthe underlying messagi ng associ ati on protocols. If
a nessagi ng association fails, this MIST be indicated back to the
routing state nmachines that use it, and these MAY generate
indications to signalling applications. |In particular, if the
nmessagi ng associ ati on was being used to deliver nmessages reliably,
this MIST be reported as a NetworkNotification error (Appendix B.4).

Clearly, many internal details of the nessaging association protocols
are hidden in this nodel, especially where the nessagi ng associ ation
uses nultiple protocol |ayers. Note also that although the existence
of nessaging associations is not directly visible to signalling
applications, there is sone interaction between the two because
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security-related infornati on becones avail able during the open
process, and this may be indicated to signalling applications if they
have requested it.

The tiners relevant to the operation of this state nachine are as
fol | ows:

SendHel | o: Indicates that an MA-Hell o nessage should be sent to the
renote node. The period of this timer is determined by the MA-
Hol d- Ti me sent by the rempte node during the Query/ Response/

Confi rm exchange.

NoHel | o: I ndicates that no MA-Hell o has been received fromthe
renote node for a period of time. The period of this tiner is
sent to the renpte node as the MA-Hol d-Tinme during the Query/
Response exchange.

The detailed state transitions and processing rules are described
bel ow as in the Query node case.

[Initialisation] 4ooo-- +

rx_Message[ 2]
rx_MA-Hel | o] 3]

t g_RawbDat a[ 1]
i
| | to_SendHel | o[ 4]

| \ | \

| \ | \

Fomm e m e + SR +
---->> Awaiting | t g_Connect ed] 6] | Connected |
------ | Connection|----------------------->>| |

S + R +

| .
| t g_RawbDat a[ 1] N
| || rx_Message[2] |
| |
| |
|

<<

tg_MAIdl e[ 7]
er _MAConnect[8] +----- + to _NoHello[8] +----------- +
---------------- >>| Death| <<----------------| I dle |
+--m - - + TSR +
N A |
N A |
er _MAFai | ur e[ 8] rx_MA-Hel | o] 9]

(from Connected/ 1dl e)

Figure 9: Messagi ng Association State Machine
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The processing rules are as follows:

Rul e 1:

pass nessage to transport |ayer

if the NoHello timer was running, stop it
(re)start SendHell o

Rul e 2:

pass message to Node-SM or R-SM (for a Confirm,
or @ SM (for a Response)

if the NoHello timer was running, stop it

Rul e 3:
if reply requested
send MA-Hell o
restart SendHello tinmer

Rul e 4:
send MA-Hel |l o nessage
restart SendHello timer

Rul e 5:
gueue nessage for later transm ssion

Rul e 6:

pass out standi ng queued nessages to transport |ayer
stop any tiners controlling connection establishnent
start SendHello tiner

Rul e 7:
stop SendHello tiner
start NoHello tiner

Rul e 8:
report failure to routing state machines and signalling applications
destroy self

Rule 9:

if reply requested
send MA-Hel |l o

restart NoHello tiner
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7. Additional Protocol Features
7.1. Route Changes and Local Repair
7.1.1. Introduction

When | P | ayer rerouting takes place in the network, d ST and
signalling application state need to be updated for all flows whose
pat hs have changed. The updates to signalling application state
depend mainly on the signalling application: for exanmple, if the path
characteristics have changed, sinply noving state fromthe old to the
new path is not sufficient. Therefore, G ST cannot conplete the path
update processing by itself. |Its responsibilities are to detect the
route change, update its local routing state consistently, and inform
interested signalling applications at affected nodes.

XXX XXXXXXXXXXXXXXXXXXXXXXXXX

X A+ 4ot +--+ X Initial
X .]cy_..... | D] _..... | E1| X Configuration
X . oh--+, R R B s 2 W ¢
SSXXXXXXXXXXXXX . . . L XXXXXX>>
+-+ +-+ .. .. N
A | B/ . . JF ..
+-+ +-+ . . . .
B +- -+ +- -+ .
N O~ I |D2] _..... | E2| /
+- -+ +- -+ +- -+
+- -+ +- -+ +- -+ Configuration
JCL ... |D1]...... | E1| after failure
+--+ s +- -+ of E1-F link
. .o \.o ]
+- + +-+ .. .. +- +
A | B| . . . JF ..
+-+ +- +\ B B N
SSXXXXXXXXXXXXX . . . . . L OXXXXXX>>
X . +--+ +- -+ +--+ . X
X .]Cc|_..... |D2] _..... | E2]/ X
X  +--+ +- -+ +--+ X

XXX XXXXXXXXXXXXXXXXXXXXXXXXX

physi cal |ink topol ogy

flow direction

.......... outgoing link for flow xxxxxx given
by I ocal forwarding table

V
V
x
x
x
x
x
x
be
V
\Y%
I n

Figure 10: A Rerouting Event

Schul zri nne & Hancock Experi ment al [ Page 86]



RFC 5971 G ST Oct ober 2010

Rout e change nanagenent is conplicated by the distributed nature of
the problem Consider the rerouting event shown in Figure 10. An
external observer can tell that the main responsibility for
controlling the updates will probably lie with nodes B and F
however, El1 is best placed to detect the event quickly at the G ST
level, and Cl1 and D1 could also attenpt to initiate the repair

The NSI'S framework [29] makes the assunption that signalling
applications are soft-state based and operate end to end. In this
case, because A ST also periodically updates its picture of routing
state, route changes will eventually be repaired automatically. The
specification as already given includes this functionality. However,
especially if upper layer refresh tinmes are extended to reduce
signalling load, the duration of inconsistent state may be very | ong
i ndeed. Therefore, A ST includes logic to exchange pronpt
notifications with signalling applications, to allow |local repair if
possi bl e. The additional nechanisns to achieve this are described in
the follow ng subsections. To a large extent, these additions can be
seen as inplenmentation issues; the protocol nessages and their
significance are not changed, but there are extra interactions
through the APl between G ST and signalling applications, and
additional triggers for transitions between the various G ST states.

7.1.2. Route Change Detection Mechani sns
There are two aspects to detecting a route change at a single node:

o Detecting that the outgoing path, in the direction of the Query,
has or may have changed

o Detecting that the incomng path, in the direction of the
Response, has (or nay have) changed, in which case the node may no
| onger be on the path at all

At a single node, these processes are |largely independent, although
clearly a change in one direction at a node corresponds to a change
in the opposite direction at its peer. Note that there are two
possible forms for a route change: the interface through which a flow
| eaves or enters a node nay change, and the adjacent peer may change.
In general, a route change can include one or the other or both (or

i ndeed neither, although such changes are very hard to detect).

The route change detection nechani sns available to a node depend on

the MRMin use and the role the node played in setting up the routing
state in the first place (i.e., as Qerying or Respondi ng node). The
foll owi ng discussion is specific to the case of the path-coupled MRM
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usi ng downstream Queries only; other scenarios nay require other
nmet hods. However, the repair logic described in the subsequent
subsections is intended to be universal

There are five mechanisms for a node to detect that a route change
has occurred, which are listed below. They apply differently
dependi ng on whether the change is in the Query or Response
direction, and these differences are sunmarised in the follow ng
tabl e.

Local Trigger: 1In local trigger nmode, G ST finds out fromthe |oca
forwarding table that the next hop has changed. This only works
if the routing change is local, not if it happens a few I P routing
hops away, including the case that it happens at a G ST-unaware
node.

Extended Trigger: Here, A ST checks a |ink-state topol ogy database
to discover that the path has changed. This nakes certain
assunptions on consistency of IP route conputation and only works
within a single area for OSPF [16] and similar |ink-state
protocols. Where available, this offers the nost accurate and
rapi d i ndication of route changes, but requires nore access to the
routing internals than a typical operating system may provide.

G ST C-npde Monitoring: G ST may find that C nbde packets are
arriving (fromeither peer) with a different IP layer TTL or on a
different interface. This provides no direct information about
the new fl ow path, but indicates that routing has changed and t hat
redi scovery may be required.

Data Plane Monitoring: The signalling application on a node may
detect a change in behaviour of the flow, such as IP layer TTL
change, arrival on a different interface, or loss of the flow
altogether. The signalling application on the node is allowed to
convey this information to the I ocal G ST instance (Appendi x B.6).

G ST Probing: According to the specification, each G ST node MJST
periodi cally repeat the discovery (Query/Response) operation
Val ues for the probe frequency are discussed in Section 4.4.4.
The period can be negotiated i ndependently for each @ ST hop, so
nodes that have access to the other techniques |isted above MAY
use |long periods between probes. The Querying node will discover
the route change by a nodification in the Network-Layer-
Information in the Response. The Respondi ng node can detect a
change in the upstreampeer simlarly; further, if the Responding
node can store the interface on which Queries arrive, it can
detect if this interface changes even when the peer does not.
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U o m e e e e eaea oo n o m e e e e eaea oo n +
| Method | Query direction | Response direction |
R o m e e e e e e e e oo o m e e e e e e e e oo +
| Local | Discovers new interface | Not applicable

| Trigger | (and peer if local) |

| | | |
| Extended | Discovers newinterface | May deternmine that route

| Trigger | and may deternine new | frompeer will have

| | peer | changed

| | | |
| G nmode | Provides hint that | Provides hint that |
| Monitoring | change has occurred | change has occurred |
| | | |
| Data Plane | Not applicable | NSLP informs G ST that a

| Monitoring | | change may have occurred

| | | |
| Probing | Discovers changed NLI in | Discovers changed NLI in

| | Response | Query |
U o m e e e e eaea oo n o m e e e e eaea oo n +

.3.  d ST Behavi our Supporting Rerouting

The basic G ST behavi our necessary to support rerouting can be
nodel | ed using a three-level classification of the validity of each
itemof current routing state. (In addition to current routing
state, NSIS can maintain past routing state, described in

Section 7.1.4 below.) This classification applies separately to the
Queryi ng and Respondi ng nodes for each pair of G ST peers. The

| evel s are:

Bad: The routing state is either missing altogether or not safe to
use to send data

Tentative: The routing state may have changed, but it is stil
usabl e for sending NSLP data pending verification

CGood: The routing state has been established and no events affecting
it have since been detected.

These classifications are not identical to the states described in
Section 6, but there are dependenci es between them Specifically,
routing state is considered Bad until the state nmachine first enters
the Established state, at which point it becones Good. Thereafter,
the status may be invalidated for any of the reasons di scussed above;
it is an inplementation issue to decide which techniques to inplenent
in any given node, and how to reclassify routing state (as Bad or
Tentative) for each. The status returns to Good, either when the
state machine re-enters the Established state or if G ST can
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determ ne fromdirect exam nation of the IP routing or forwarding
tables that the peer has not changed. Wen the status returns to
Good, G ST MJUST if necessary update its routing state table so that
the rel ati onshi ps between MR/ SI D/ NSLPI D tupl es and messagi ng
associations are up to date.

When classification of the routing state for the downstream direction
changes to Bad/ Tentative because of |ocal IP routing indications,

G ST MAY automatically change the classification in the upstream
direction to Tentative unless local routing indicates that this is
not necessary. This SHOULD NOT be done in the case where the initia
change was indicated by the signalling application. This mechanism
accounts for the fact that a routing change may affect several nodes,
and so can be an indication that upstreamrouting nay al so have
changed. In any case, whenever G ST updates the routing status, it
inforns the signalling application with the NetworkNotification API
(Appendi x B.4), unless the change was caused via the APl in the first
pl ace.

The G ST behaviour for state repair is different for the Querying and
Respondi ng nodes. At the Respondi ng node, there is no additiona
behavi our, since the Respondi ng node cannot initiate protoco
transitions autononously. (It can only react to the Querying node.)
The Querying node has three options, depending on how the transition
from Good was initially caused:

1. To inspect the IP routing/forwarding table and verifying that the
next peer has not changed. This technique MJUST NOT be used if
the transition was caused by a signalling application, but SHOULD
be used otherwi se if avail able.

2. To nove to the Awaiting Refresh state. This technique MJUST NOT
be used if the current status is Bad, since data is being
incorrectly delivered.

3. To nobve to the Awaiting Response state. This technique may be
used at any tinme, but has the effect of freezing NSLP
comuni cation while G ST state is being repaired.

The second and third techniques trigger the execution of a G ST
handshake to carry out the repair. It nmay be desirable to delay the
start of the handshake process, either to wait for the network to
stabilise, to avoid flooding the network with Query traffic for a

| arge nunber of affected flows, or to wait for confirmation that the
node is still on the path fromthe upstream peer. One approach is to
del ay the handshake until there is NSLP data to be transmtted.

| mpl ement ati on of such delays is a matter of |ocal policy; however,

G ST MJST begi n the handshake imrediately if the status change was
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caused by an InvalidateRoutingState APl call marked as 'Urgent’, and
SHOULD begin it if the upstreamrouting state is still known to be
Good.

7.1.4. Load Splitting and Route Fl apping

The Q@ node encapsul ation rules of Section 5.8 try to ensure that the
Query nessages di scovering the path nmimc the flow as accurately as
possi bl e. However, in environments where there is | oad bal anci ng
over multiple routes, and this is based on header fields differing
bet ween flow and Q node packets or done on a round-robin basis, the
path di scovered by the Query may vary from one handshake to the next
even though the underlying network is stable. This will appear to
G ST as a route flap; route flapping can al so be caused by probl ens
in the basic network connectivity or routing protocol operation. For
exanpl e, a nobile node m ght be sw tching back and forth between two
i nks, or m ght appear to have di sappeared even though it is stil
attached to the network via a different route.

Thi s specification does not define mechanisnms for G ST to nanage
multiple parallel routes or an unstable route; instead, G ST MAY
expose this to the NSLP, which can then manage it according to
signalling application requirenents. The algorithnms already

descri bed al ways maintain the concept of the current route, i.e., the
| at est peer discovered for a particular flow Instead, G ST all ows
the use of prior signalling paths for some period while the
signalling applications still need them Since NSLP peers are a

single G ST hop apart, the necessary information to represent a path
can be just an entry in the node’s routing state table for that flow
(rmore generally, anything that uniquely identifies the peer, such as
the NLI, could be used). Rather than requiring G ST to nmmintain

mul tiple generations of this information, it is provided to the
signalling application in the same node in an opaque form for each
message that is received fromthe peer. The signalling application
can store it if necessary and provide it back to the A ST layer in
case it needs to be used. Because this is a reference to infornation
about the source of a prior signalling nessage, it is denoted 'SII-
Handl e’ (for Source ldentification Information) in the abstract API
of Appendi x B

Note that G ST if possible SHOULD use the sane SlI-Handle for
nmultiple sessions to the sane peer, since this then allows signalling
applications to aggregate sone signalling, such as sumary refreshes
or bul k teardowns. Messages sent using the SllI-Handl e MJST bypass
the routing state tables at the sender, and this MJST be indicated by
setting the E-flag in the common header (Appendix A 1). Messages

ot her than Data nmessages MJST NOT be sent in this way. At the
receiver, G@ ST MUST NOT validate the MRI/SID NSLPI D agai nst | ocal
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routing state and instead indicates the node of reception to

signal ling applications through the APl (Appendix B.2). Signalling
applications should validate the source and effect of the nessage
thensel ves, and if appropriate should in particular indicate to G ST
(see Appendi x B.5) that routing state is no longer required for this
flow This is necessary to prevent G ST in nodes on the old path
initiating routing state refresh and thus causing state conflicts at
the crossover router.

G ST notifies signalling applications about route nodifications as
two types of event, additions and deletions. An addition is notified
as a change of the current routing state according to the Bad/
Tentative/ Good cl assification above, while deletion is expressed as a
statenment that an Sll-Handle no longer lies on the path. Both can be
reported through the NetworkNotification APl call (Appendix B.4). A
m ni mal inpl enentati on MAY notify a route change as a single (add,

del ete) operation; however, a nore sophisticated inplenentati on MAY
delay the delete notification, for exanple, if it knows that the old
route continues to be used in parallel or that the true route is

fl appi ng between the two. It is then a matter of signalling
application design whether to tear down state on the old path, |eave
it unchanged, or nodify it in some signalling application specific
way to reflect the fact that nultiple paths are operating in
paral l el .

7.1.5. Signalling Application Operation

Signalling applications can use these functions as provided by G ST
to carry out rapid local repair following rerouting events. The
signalling application instances carry out the multi-hop aspects of
the procedure, including crossover node detection, and tear-down/
reinstallation of signalling application state; they also trigger

G ST to carry out the local routing state mai ntenance operati ons over
each individual hop. The local repair procedures depend heavily on
the fact that stateful NSLP nodes are a single G ST hop apart; this
is enforced by the details of the G ST peer discovery process.

The foll owing outline description of a possible set of NSLP actions
takes the scenario of Figure 10 as an exanpl e.

1. The signalling application at node E1 is notified by @ ST of
route changes affecting the downstream and upstream directions.
The downstream status was updated to Bad because of a trigger
fromthe | ocal forwarding tables, and the upstream status changed
automatically to Tentative as a consequence. The signalling
application at E1l MAY begin local repair imediately, or MAY
propagate a notification upstreamto D1 that rerouting has
occurred.
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2. The signalling application at node D1 is notified of the route
change, either by signalling application notifications or from
the A ST level (e.g., by a trigger froma |ink-state topol ogy
dat abase). |If the information propagates faster within the IP
routing protocol, G ST will change the upstream downstream
routing state to Tentative/Bad automatically, and this will cause
the signalling application to propagate the notification further
upstream

3. This process continues until the notification reaches node A.
Here, there is no downstreamrouting change, so G ST only |earns
of the update via the signalling application trigger. Since the
upstream status is still Good, it therefore begins the repair
handshake i nmedi atel y.

4. The handshake initiated by node A causes its downstream routing
state to be confirmed as Good and unchanged there; it also
confirms the (Tentative) upstreamrouting state at B as Good
This is enough to identify B as the crossover router, and the
signalling application and G ST can begin the |ocal repair
process.

An alternative way to reach step (4) is that node Bis able to

det erm ne autononously that there is no |ikelihood of an upstream
route change. For exanple, it could be an area border router and the
route change is only intra-area. |In this case, the signalling
application and G ST will see that the upstreamstate is Good and can
begin the local repair directly.

After a route deletion, a signalling application my w sh to renove
state at another node that is no | onger on the path. However, since
it is no longer on the path, in principle G ST can no | onger send

nmessages to it. In general, provided this state is soft, it wll
time out anyway; however, the tineouts involved may have been set to
be very long to reduce signalling load. Instead, signalling

applications MAY use the Sl|-Handl e descri bed above to route explicit
t ear down nessages.

7.2. NAT Traversa

G ST messages, for exanple, for the path-coupled MRM nust carry
addressing and hi gher layer infornation as payload data in order to
define the flow signalled for. (This applies to all d ST nessages,
regardl ess of how they are encapsul ated or which direction they are
travelling in.) At an addressing boundary, the data flow packets
wi Il have their headers translated; if the signalling payl oads are
not translated consistently, the signalling nessages will refer to

i ncorrect (and probably neaningless) flows after passing through the
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boundary. In addition, G ST handshake nessages carry additiona
addressing informati on about the G ST nodes thensel ves, and this nust
al so be processed appropriately when traversi ng a NAT.

There is a dual problem of whether the G ST peers on either side of
the boundary can work out how to address each other, and whether they
can work out what translation to apply to the signalling packet

payl oads. Existing generic NAT traversal techniques such as Session
Traversal Wilities for NAT (STUN) [26] or Traversal Using Rel ays
around NAT (TURN) [27] can operate only on the two addresses visible
inthe IP header. It is therefore intrinsically difficult to use
these techniques to discover a consistent translation of the three or
four interdependent addresses for the flow and signalling source and
desti nati on.

For | egacy NATs and MRMs that carry addressing information, the base
G ST specification is therefore limted to detecting the situation
and triggering the appropriate error conditions to term nate the
signalling path. (MRVMs that do not contain addressing information
could traverse such NATs safely, with sonme nodifications to the A ST
processing rules. Such nodifications could be described in the
docunent s defining such MRMs.) Legacy NAT handling is covered in
Section 7.2.1 below. A nore general solution can be constructed
usi ng G ST-awareness in the NATs thenselves; this solution is
outlined in Section 7.2.2 with processing rules in Section 7.2.3.

In all cases, G ST interaction with the NAT is determ ned by the way
the NAT handl es the Query/Response messages in the initial G ST
handshake; these nmessages are UDP datagrans. Best current practice
for NAT treatnent of UDP traffic is defined in [38], and the |egacy
NAT handling defined in this specification is fully consistent with
that docunent. The d ST-aware NAT traversal technique is equival ent
to requiring an Application Layer Gateway in the NAT for a specific
class of UDP transactions -- namely, those where the destination UDP
port for the initial nessage is the QST port (see Section 9).

7.2.1. Legacy NAT Handling

Legacy NAT detection during the G ST handshake depends on anal ysis of
the I P header and S-flag in the G ST comon header, and the NL

obj ect included in the handshake nessages. The nmessage sequence
proceeds differently dependi ng on whether the Querying node is on the
internal or external side of the NAT.

For the case of the Querying node on the internal side of the NAT, if
the S-flag is not set in the Query (S=0), a | egacy NAT cannot be
detected. The receiver will generate a nornmal Response to the
interface-address given in the NLI in the Query, but the interface-
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address will not be routable and the Response will not be delivered.
If retransmitted Queries keep S=0, this behaviour will persist unti
the Querying node tinmes out. The signhalling path will thus term nate
at this point, not traversing the NAT.

The situation changes once S=1 in a Query; note the Q node
encapsul ati on rules recommend that S=1 is used at |east for sone
retransm ssions (see Section 5.8). |If S=1, the receiver MJIST check
the source address in the | P header against the interface-address in
the NLI. A legacy NAT has been found if these addresses do not

match. For MRMs that contain addressing information that needs
transl ation, |egacy NAT traversal is not possible. The receiver MJST
return an "Qbject Type Error" nmessage (Appendix A 4.4.9) with subcode
4 ("Untranslated Object") indicating the MR as the object in
guestion. The error nmessage MJST be addressed to the source address
fromthe I P header of the incom ng message. The Respondi ng node
SHOULD use the destination |IP address of the original datagramas the
source address for | P header of the Response; this nmakes it nore
likely that the NAT will accept the incom ng nessage, since it |ooks
like a normal UDP/IP request/reply exchange. |If this nessage is able
to traverse back through the NAT, the Querying node will termnate
the handshake i medi ately; otherwi se, this reduces to the previous
case of a | ost Response and the Querying node will give up on
reaching its retransmssion limt.

When the Querying node is on the external side of the NAT, the Query
will only traverse the NAT if some static configuration has been
carried out on the NAT to forward G ST Q node traffic to a node on
the internal network. Regardless of the S-flag in the Query, the
Respondi ng node cannot directly detect the presence of the NAT. It
MUST send a nornal Response with S=1 to an address derived fromthe
Querying node’s NLI that will traverse the NAT as normal UDP traffic.
The Querying node MJUST check the source address in the | P header with
the NLI in the Response, and when it finds a m smatch it MJST

term nate the handshake.

Note that in either of the error cases (internal or external Querying
node), an alternative to term nating the handshake could be to invoke
some | egacy NAT traversal procedure. This specification does not
define any such procedure, although one possible approach is
described in [43]. Any such traversal procedure MJST be i ncorporated
into G ST using the existing G ST extensibility capabilities. Note
al so that this detection process only functions with the handshake
exchange; it cannot operate on sinple Data nessages, whether they are
Q node or normally encapsul ated. Nodes SHOULD NOT send Data nmessages
out si de a nmessagi ng association if they cannot ensure that they are
operating in an environnment free of |egacy NATs.
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7.2.2. d ST-Aware NAT Traver sal

The nost robust solution to the NAT traversal problemis to require
that a NAT is G ST-aware, and to allow it to nodify nessages based on
the contents of the MRI. This makes the assunption that NATs only
rewite the header fields included in the MR, and not other higher

| ayer identifiers. Provided this is done consistently with the data
fl ow header translation, signalling nmessages can be valid each side
of the boundary, without requiring the NAT to be signalling
application aware. Note, however, that if the NAT does not
understand the MR, and the N-flag in the MRl is clear (see

Appendi x A . 3.1), it should reject the nessage with an "Object Type
Error" nessage (Appendix A 4.4.9) with subcode 4 ("Untransl ated

ohj ect").

The basic concept is that G ST-aware NATs nodi fy any signalling
nmessages that have to be able to be interpreted without routing state
bei ng avail abl e; these nessages are identified by the context-free
flag C=1 in the comobn header, and include the Query in the QST
handshake. |In addition, NATs have to nodify the remai ni ng handshake
nmessages that set up routing state. Wen routing state is set up,

G ST records how subsequent nessages related to that routing state
shoul d be translated; if no routing state is being used for a
nmessage, G ST directly uses the nodifications made by the NAT to
translate it.

Thi s specification defines an additional NAT traversal object that a
NAT inserts into all Q node encapsul ated nessages with the context-
free flag C=1, and which G ST echoes back in any replies, i.e.,
Response or Error nessages. NATs apply G ST-specific processing only
to @ node encapsul ated nessages with C=1, or D nbde nessages carrying
the NAT traversal object. Al other G ST nessages, either those in
C-node or those in D-nbde with no NAT-Traversal object, should be
treated as normal data traffic by the NAT, i.e., with IP and
transport |ayer header translation but no G ST-specific processing.
Note that the distinction between Q node and D-nbde encapsul ati on may
not be observable to the NAT, which is why the setting of the Cflag
or presence of the NAT traversal object is used as interception
criteria. The NAT decisions are based purely on the value of the
C-flag and the presence of the NAT traversal object, not on the
nmessage type.

The NAT-Traversal object (Appendix A . 3.9), carries the translation
between the MRIs that are appropriate for the internal and external
sides of the NAT. It also carries a list of which other objects in
the message have been translated. This should always include the
NLI, and the Stack-Configuration-Data if present; if G ST is extended
with further objects that carry addressing data, this list allows a
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nessage receiver to know i f the new objects were supported by the
NAT. Finally, the NAT-Traversal object MAY be used to carry data to
assi st the NAT in back-translating D node responses; this could be
the original NLI or SCD, or opaque equivalents in the case of

t opol ogy hi di ng.

A consequence of this approach is that the routing state tables at
the signalling application peers on each side of the NAT are no

l onger directly conpatible. 1In particular, they use different M
values to refer to the same flow. However, nessages after the Query/
Response (the initial Confirm and subsequent Data messages) need to
use a common MR, since the NAT does not rewite these, and this is
chosen to be the MRl of the Querying node. It is the responsibility
of the Respondi ng node to transl ate between the two MRIs on i nbound
and out bound messages, which is why the unnodified MRl is propagated
in the NAT-Traversal object.

7.2.3. Message Processing Rules

Thi s specification normatively defines the behaviour of a G ST node
recei ving a message contai ning a NAT-Traversal object. However, it
does not define normative behaviour for a NAT translating G ST
nmessages, since much of this will depend on NAT inplementation and
policy about allocating bindings. In addition, it is not necessary
for a GAST inplenentation itself. Therefore, those aspects of the
followi ng description are informative; full details of NAT behavi our
for handling G ST nmessages can be found in [44].

A possible set of operations for a NAT to process a nessage with C=1
is as follows. Note that for a Data nessage, only a subset of the
operations is applicable.

1. Verify that bindings for any data flow are actually in place

2. Create a new Message-Routing-Information object with fields
nodi fi ed according to the data fl ow bi ndi ngs.

3. Create bindings for subsequent C-node signalling based on the
information in the Network-Layer-Information and Stack-
Confi gurati on-Data objects.

4. Create new Network-Layer-Information and if necessary Stack-
Configuration-Data objects with fields to force D node response
nmessages through the NAT, and to allow C node exchanges using the
C-node signal ling bindings.
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5. Add a NAT-Traversal object, listing the objects that have been
nodi fi ed and including the unmodified MR and any ot her data
needed to interpret the response. |f a NAT-Traversal object is

al ready present, in the case of a sequence of NATs, the list of
nodi fi ed objects may be updated and further opaque data added,
but the MRI contained init is |eft unchanged.

6. Encapsul ate the nessage according to the normal rules of this
specification for the Q@ node encapsulation. |If the S-flag was
set in the original nmessage, the sane |IP source address sel ection
policy should be applied to the forwarded nessage.

7. Forward the nessage with these new payl oads.

A G ST node receiving such a nessage MJUST verify that all nandatory
obj ects contai ni ng addressi ng have been translated correctly, or else
reject the message with an "Object Type Error" nessage

(Appendix A 4.4.9) with subcode 4 ("Untranslated Ohject"). The error
nessage MJST include the NAT-Traversal object as the first TLV after
the common header, and this is also true for any other error nessage
generated as a reply. Qherw se, the nessage is processed
essentially as normal. |If no state needs to be updated for the
nmessage, the NAT-Traversal object can be effectively ignored. The
other possibility is that a Response nust be returned, because the
nessage is either the beginning of a handshake for a new flow or a
refresh for existing state. 1In both cases, the G ST node MJST create
the Response in the normal way using the local formof the MR, and
its own NLI and (if necessary) SCD. It MJST al so include the NAT-
Traversal object as the first object in the Response after the comon
header .

A NAT will intercept D npbde nessages containi ng such echoed NAT-

Traversal objects. The NAT processing is a subset of the processing

for the C=1 case:

1. Verify the existence of bindings for the data fl ow.

2. Leave the Message-Routing-Information object unchanged.

3. Mdify the NLI and SCD objects for the Respondi ng node if
necessary, and create or update any bindings for C node
signalling traffic.

4. Forward the nessage.
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A d ST node receiving such a nessage (Response or Error) MJST use the
MRl fromthe NAT-Traversal object as the key to index its interna
routing state; it MAY also store the translated MR for additiona
(e.g., diagnostic) information, but this is not used in the G ST
processing. The remai nder of G ST processing i s unchanged

Not e that Confirm nessages are not given d ST-specific processing by
the NAT. Thus, a Respondi ng node that has del ayed state installation
until receiving the Confirmonly has avail able the untransl ated M
describing the flow, and the untranslated NLI as peer routing state.
This woul d prevent the correct interpretation of the signalling
nessages; al so, subsequent Query (refresh) messages woul d al ways be
seen as route changes because of the NLI change. Therefore, a
Respondi ng node that wi shes to delay state installation unti

recei ving a Confirm nust sonmehow reconstruct the transl ati ons when
the Confirmarrives. Howto do this is an inplenentation issue; one
approach is to carry the transl ated objects as part of the Responder-
Cookie that is echoed in the Confirm |Indeed, for one of the cookie
constructions in Section 8.5 this is automatic.

7.3. Interaction with IP Tunnelling

The interaction between A ST and IP tunnelling is very sinple. An IP
packet carrying a G ST nessage is treated exactly the sanme as any

ot her packet with the same source and destination addresses: in other
words, it is given the tunnel encapsulation and forwarded with the

ot her data packets.

Tunnel | ed packets will not be identifiable as G ST nessages unti

they | eave the tunnel, since any Router Alert Option and the standard
G ST protocol encapsulation (e.g., port nunbers) will be hidden
within the standard tunnel encapsulation. |If signalling is needed
for the tunnel itself, this has to be initiated as a separate
signalling session by one of the tunnel endpoints -- that is, the
tunnel counts as a new flow. Because the rel ationship between
signalling for the mcroflow and signalling for the tunnel as a whole
wi Il depend on the signalling application in question, it is a
signalling application responsibility to be aware of the fact that
tunnelling is taking place and to carry out additional signalling if
necessary; in other words, at |east one tunnel endpoint nust be
signal ling application aware.

In sone cases, it is the tunnel exit point (i.e., the node where
tunnel | ed data and downstream signalling packets |eave the tunnel)
that will wish to carry out the tunnel signalling, but this node wll
not have know edge or control of how the tunnel entry point is
carrying out the data fl ow encapsul ation. The informati on about how
the inner MRI/SID relate to the tunnel MRI/SID needs to be carried in
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the signalling data fromthe tunnel entry point; this functionality
is the equivalent to the RSVP SESSI ON_ASSOC object of [18]. 1In the
NSI S protocol suite, these bindings are nanaged by the signalling
applications, either inplicitly (e.g., by SID re-use) or explicitly
by carrying objects that bind the inner and outer SIDs as part of the
NSLP payl oad.

7.4. |1Pv4-1Pv6 Transition and Interworking

G ST itself is essentially IP version neutral: version dependencies
are isolated in the formats of the Message-Routing-Information

Net wor k- Layer -1 nformati on, and Stack-Configuration-Data objects, and
G ST al so depends on the version independence of the protocols that
support messagi ng associations. In mixed environnments, G ST
operation will be influenced by the IP transition mechanisms in use.
This section provides a high level overview of how G ST is affected,
considering only the currently predom nant nechani sns.

Dual Stack: (As described in [35].) In mxed environnents, G ST
MJST use the sane | P version for Q node encapsul ated nessages as
given by the MRl of the flow for which it is signalling, and
SHOULD do so for other signalling also (see Section 5.2.2).
Messages with m smatching versions MIST be rejected with an "M
Val idation Failure" error nessage (Appendix A 4.4.12) with subcode
1 ("IP Version Msnmatch"). The IP version used in D-npde is
closely tied to the IP version used by the data flow, so it is
intrinsically inpossible for an I Pv4-only or |IPv6-only d ST node
to support signalling for flows using the other IP version. Hosts
that are dual stack for applications and routers that are dua
stack for forwarding need G ST inplenentations that can support
both I P versions. Applications with a choice of IP versions night
sel ect a version based on which could be supported in the network
by G ST, which could be established by invoking parallel discovery
procedures.

Packet Translation: (Applicable to SIIT[7].) Sone transition
nechani sns allow | Pv4 and | Pv6 nodes to conmuni cate by placing
packet translators between them Fromthe G ST perspective, this
shoul d be treated essentially the same way as any ot her NAT
operation (e.g., between internal and external addresses) as
described in Section 7.2. The translating node needs to be G ST-
aware; it will have to translate the addressi ng payl oads between
| Pv4 and IPv6 formats for flows that cross between the two. The
translation rules for the fields in the MR payl oad (including,
e.g., diffserv-codepoint and flow | abel) are as defined in [7].
The sane anal ysis applies to NAT-PT, although this technique is no
| onger proposed as a general purpose transition mechani sm[40].
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Tunnelling: (Applicable to 6to4 [19].) Many transition nmechani sms
handl e the probl em of how an end-to-end | Pv6 (or |IPv4) flow can be
carried over intermediate | Pv4 (or |Pv6) regions by tunnelling;
the methods tend to focus on mnimsing the tunnel admi nistration
overhead. For G ST, the treatnent should be simlar to any ot her

| P tunnelling mechanism as described in Section 7.3. In
particular, the end-to-end flow signalling will pass transparently
through the tunnel, and signalling for the tunnel itself will have

to be managed by the tunnel endpoints. However, additiona

consi derations nmay ari se because of special features of the tunne
management procedures. In particular, [20] is based on using an
anycast address as the destination tunnel endpoint. G ST MAY use
anycast destination addresses in the Q node encapsul ati on of

D node nessages if necessary, but MJUST NOT use themin the

Net wor k- Layer -1 nformati on addressing field; unicast addresses MJST
be used instead. Note that the addresses fromthe |IP header are
not used by G ST in matching requests and replies, so there is no
requi renment to use anycast source addresses.

Security Considerations

The security requirement for G ST is to protect the signalling plane
against identified security threats. For the signalling problemas a
whol e, these threats have been outlined in [30]; the NSIS franmework
[29] assigns a subset of the responsibilities to the NTLP. The main
i ssues to be handl ed can be summuari sed as:

Message Protection: Signalling message content can be protected
agai nst eavesdroppi ng, nodification, injection, and replay while
intransit. This applies to @ ST payl oads, and G ST should al so
provi de such protection as a service to signalling applications
bet ween adj acent peers.

Routing State Integrity Protection: It is inportant that signalling
nmessages are delivered to the correct nodes, and nowhere el se.
Here, 'correct’ is defined as 'the appropriate nodes for the
signalling given the Message-Routing-Information’. |In the case
where the MRl is based on the flow identification for path-coupled
signalling, 'appropriate’ means 'the same nodes that the

infrastructure will route data fl ow packets through’. @G ST has no
role in deciding whether the data flowitself is being routed
correctly; all it can do is to ensure that signalling and data

routing are consistent with each other. QST uses internal state
to decide how to route signalling nessages, and this state needs
to be protected against corruption
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Prevention of Denial -of-Service Attacks: G ST nodes and the network
have finite resources (state storage, processing power,
bandwi dth). The protocol tries to minin se exhaustion attacks
agai nst these resources and not allow G ST nodes to be used to
| aunch attacks on other network el ements.

The main additional issue is handling authorisation for executing
signal ling operations (e.g., allocating resources). This is assuned
to be done in each signalling application

In many cases, G ST relies on the security mechani snms available in
nessagi ng associ ations to handl e these issues, rather than

i ntroduci ng new security nmeasures. CObviously, this requires the

i nteraction of these nechanisns with the rest of the G ST protocol to
be understood and verified, and sone aspects of this are discussed in
Section 5.7.

8.1. Message Confidentiality and Integrity

G ST can use nessagi ng associ ation functionality, specifically in
this version TLS (Section 5.7.3), to ensure nmessage confidentiality
and integrity. Inplementation of this functionality is REQU RED but
its use for any given flow or signalling application is OPTIONAL. In
sone cases, confidentiality of G ST information itself is not likely
to be a prine concern, in particular, since nessages are often sent
to parties that are unknown ahead of tinme, although the content
visible even at the G ST |level gives significant opportunities for
traffic analysis. Signalling applications may have their own
mechani sm for securing content as necessary; however, they may find
it convenient to rely on protection provided by nessagi ng

associ ations, since it runs unbroken between signalling application
peers.

8.2. Peer Node Authentication

Cryptographic protection (of confidentiality or integrity) requires a
security association with session keys. These can be established by
an aut hentication and key exchange protocol based on shared secrets,
public key techniques, or a conbination of both. Authentication and
key agreenment are possible using the protocols associated with the
nmessagi ng associ ati on being secured. TLS incorporates this
functionality directly. G ST nodes rely on the nessagi ng associ ation
protocol to authenticate the identity of the next hop, and A ST has
no aut hentication capability of its own.

Wth routing state discovery, there are few effective ways to know

what is the legitimte next or previous hop as opposed to an
i mpostor. In other words, cryptographic authentication here only
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provi des assurance that a node is "who' it is (i.e., the legitimte
owner of identity in sonme nanespace), not 'what’ it is (i.e., a node
which is genuinely on the flow path and therefore can carry out
signalling for a particular flow). Authentication provides only
[imted protection, in that a known peer is unlikely to lie about its
role. Additional nethods of protection against this type of attack
are considered in Section 8.3 bel ow

It is an inplementation issue whether peer node authentication shoul d
be made signalling application dependent, for exanple, whether
successful authentication could be nade dependent on presenting
credentials related to a particular signalling role (e.g., signalling
for QS). The abstract API of Appendix B | eaves open such policy and
aut hentication interactions between G ST and the NSLP it is serving.
However, it does allow applications to inspect the authenticated
identity of the peer to which a message will be sent before

transm ssion.

8.3. Routing State Integrity

Internal state in a node (see Section 4.2) is used to route nessages.
If this state is corrupted, signalling nessages may be m sdirected.

In the case where the MRM i s pat h-coupl ed, the nessages need to be
routed identically to the data fl ow described by the MR, and the
routing state table is the A ST view of how these flows are being
routed through the network in the i mmedi ate nei ghbourhood of the
node. Routes are only weakly secured (e.g., there is no
cryptographic binding of a flowto a route), and there is no
authoritative information about flow routes other than the current
state of the network itself. Therefore, consistency between G ST and
network routing state has to be ensured by directly interacting with
the I P routing mechanisms to ensure that the signalling peers are the
appropriate ones for any given flow. An overview of security issues
and techniques in this context is provided in [37].

In one direction, peer identification is installed and refreshed only
on receiving a Response (conpare Figure 5). This MJST echo the

cookie froma previous Query, which will have been sent along the
flow path with the Q nbode encapsul ation, i.e., end-to-end addressed
Hence, only the true next peer or an on-path attacker will be able to

generate such a nessage, provided freshness of the cookie can be
checked at the Querying node.

In the other direction, peer identification MAY be installed directly

on receiving a Query containing addressing information for the
signalling source. However, any node in the network coul d generate
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such a nessage; indeed, nmany nodes in the network could be the
genui ne upstream peer for a given flow To protect against this,
four strategies are used:

Filtering: The receiving node MAY reject signalling messages that
claimto be for flows with fl ow source addresses that could be
ruled out by ingress filtering. An extension of this technique
woul d be for the receiving node to nmonitor the data plane and to
check explicitly that the flow packets are arriving over the sane
interface and if possible fromthe same |link |ayer neighbour as
the D-npde signalling packets. |If they are not, it is likely that
at least one of the signalling or flow packets is being spoofed.

Return routability checking: The receiving node MAY refuse to
install upstreamstate until it has conpleted a Confirm handshake
with the peer. This echoes the Responder-Cookie of the Response,
and di scourages nodes fromusing forged source addresses. This
al so plays a role in denial-of-service prevention; see bel ow

Aut hori sation: A stronger approach is to carry out a peer
aut hori sation check (see Section 4.4.2) as part of nessaging
associ ati on setup. The ideal situation is that the receiving node
can determ ne the correct upstream node address fromrouting table
anal ysis or know edge of |ocal topology constraints, and then
verify fromthe authorised peer database (APD) that the peer has
this IP address. This is only technically feasible in a linted
set of depl oyment environnents. The APD can al so be used to |ist
the subsets of nodes that are feasible peers for particul ar source
or destination subnets, or to blacklist nodes that have previously
originated attacks or exist in untrustworthy networks, which
provi de weaker |evels of authorisation checking.

SID segregation: The routing state | ookup for a given MR and NSLPID
MJST al so take the SID into account. A malicious node can only
overwite existing G ST routing state if it can guess the
corresponding SID; it can insert state with random SID val ues, but
generally this will not be used to route signalling nmessages for
which state has already been legitimtely established.

Deni al - of - Servi ce Preventi on and Overl oad Protection

G ST is designed so that in general each Query only generates at nobst
one Response that is at nost only slightly larger than the Query, so
that a G ST node cannot becone the source of a denial-of-service
anplification attack. (There is a special case of retransmitted
Response nmessages; see Section 5.3.3.)
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However, G ST can still be subjected to denial-of-service attacks
where an attacker using forged source addresses forces a node to
establish state without return routability, causing a problemsinilar
to TCP SYN fl ood attacks. Furthernore, an adversary nmight use

nodi fied or replayed unprotected signalling nessages as part of such
an attack. There are two types of state attacks and one

conput ati onal resource attack. |In the first state attack, an
attacker floods a node with nessages that the node has to store unti
it can determine the next hop. |If the destination address is chosen

so that there is no G ST-capabl e next hop, the node woul d accumnul ate
nmessages for several seconds until the discovery retransm ssion
attenpt times out. The second type of state-based attack causes G ST
state to be established by bogus nessages. A related conputational/
net wor k-resource attack uses unverified nmessages to cause a node
guery an authentication or authorisation infrastructure, or attenpt
to cryptographically verify a digital signature

We use a conbination of two defences agai nst these attacks:

1. The Respondi ng node need not establish a session or discover its
next hop on receiving the Query, but MAY wait for a Confirm
possi bly on a secure channel. |If the channel exists, the
additional delay is one one-way delay and the total is no nore
than the mniml theoretically possible delay of a three-way
handshake, i.e., 1.5 node-to-node round-trip tines. The delay
gets significantly larger if a new connection needs to be
established first.

2. The Response to the Query contains a cookie, which is repeated in
the Confirm State is only established for nessages that contain
a valid cookie. The setup delay is also 1.5 round-trip tinmes.
This mechanismis simlar to that in SCTP [39] and ot her nodern
pr ot ocol s.

There is a potential overload condition if a node is flooded with
Query or Confirm nessages. One option is for the node to bypass
these nessages altogether as described in Section 4.3.2, effectively
falling back to being a non-NSIS node. |If this is not possible, a
node MAY still choose to limit the rate at which it processes Query
nmessages and di scard the excess, although it SHOULD first adapt its
policy to one of sending Responses statelessly if it is not already
doing so. A conformant G ST node will automatically decrease the
load by retransmtting Queries with an exponential backoff. A non-
conformant node (launching a DoS attack) can generate uncorrel ated
Queries at an arbitrary rate, which nakes it hard to apply rate-
l[imting without also affecting genuine handshake attenpts. However,
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if Confirm nmessages are requested, the cookie binds the nessage to a
Queryi ng node address that has been validated by a return routability
check and rate-limts can be applied per source.

Once a node has decided to establish routing state, there may stil
be transport and security state to be established between peers.
This state setup is also vulnerable to denial-of-service attacks.

G ST relies on the inplenentations of the | ower |ayer protocols that
make up nessagi ng associations to nitigate such attacks. 1In the
current specification, the Querying node is always the one wi shing to
establish a nessagi ng association, so it is the Respondi ng node that
needs to be protected. It is possible for an attacking node to
execute these protocols legally to set up | arge nunbers of
associ ati ons that were never used, and Respondi ng node

i mpl enent ati ons MAY use rate-linmting or other techniques to contro
the load in such cases.

Signalling applications can use the services provided by G ST to

def end agai nst certain (e.g., flooding) denial-of-service attacks.
In particular, they can elect to process only nessages from peers
that have passed a return routability check or been authenticated at
the messagi ng associ ation | evel (see Appendix B.2). Signalling
applications that accept nessages under other circunstances (in
particular, before routing state has been fully established at the
G ST level) need to take this into account when designing their

deni al - of -servi ce preventi on mechani snms, for exanple, by not creating
local state as a result of processing such nessages. Signalling
applications can al so manage overload by invoking flow control, as
described in Section 4.1.1.

8.5. Requirenments on Cooki e Mechani sms
The requirenents on the Query-Cookie can be sumrari sed as foll ows:

Li veness: The cookie nmust be live; that is, it nmust change from one
handshake to the next. This prevents replay attacks.

Unpredictability: The cookie rmust not be guessable, e.g., froma
sequence or tinestanp. This prevents direct forgery after
capturing a set of earlier messages.

Easily validated: It nmust be efficient for the Q Node to validate
that a particular cookie nmatches an in-progress handshake, for a
routing state machine that already exists. This allows to discard
responses that have been randomy generated by an adversary, or to
di scard responses to queries that were generated with forged
source addresses or an incorrect address in the included NLI
obj ect.
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Uni queness: Each handshake nust have a uni que cookie since the
cookie is used to match responses within a handshake, e.g., when
mul ti pl e messagi ng associ ations are nultipl exed over the sane
transport connection

Li kewi se, the requirenents on the Responder-Cooki e can be sunmari sed
as follows:

Li veness: The cookie nmust be live as above, to prevent replay
att acks.

Creation sinmplicity: The cookie nust be |ightweight to generate in
order to avoid resource exhaustion at the respondi ng node.

Validation sinplicity: It nust be sinple for the R node to validate
that an R-Cookie was generated by itself and no one el se, w thout
storing state about the handshake for which it was generat ed.

Bi ndi ng: The cookie nust be bound to the routing state that will be
installed, to prevent use with different routing state, e.g., in a
nodi fied Confirm The routing state here includes the Peer-
Identity and Interface-Address given in the NLI of the Query, and
the MRI/NSLPID for the messaging.

It can also include the interface on which the Query was received
for use later in route change detection (Section 7.1.2). Since a
Q node encapsul ated nessage is the one that will best follow the
dat a path, subsequent changes in this arrival interface indicate
rout e changes between the peers.

A suitable inplenentation for the Q Cookie is a cryptographically
strong random nunber that is unique for this routing state nmachi ne
handshake. A node MJST inplenment this or an equivalently strong
mechani sm  Gui dance on random nunber generation can be found in
[31].

A suitable basic inplementation for the R Cookie is as foll ows:

R-Cooki e = liveness data + reception interface
+ hash (locally known secret,
Q Node NLI identity and address, MRI, NSLPID,
i veness data)

A node MJST inplenment this or an equivalently strong nechani sm

There are several alternatives for the liveness data. One is to use
a tinestanp |like SCTP. Another is to give the |ocal secret a (rapid)
rollover, with the Iiveness data as the generation nunber of the
secret, like IKEv2. In both cases, the liveness data has to be
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carried outside the hash, to allow the hash to be verified at the
Responder. Another approach is to replace the hash with encryption
under a locally known secret, in which case the |iveness data does
not need to be carried in the clear. Any synmetric cipher inmune to
known pl ai ntext attacks can be used. |In the case of G ST-aware NAT
traversal with del ayed state installation, it is necessary to carry
additional data in the cookie; appropriate constructions are
described in [44].

To support the validation sinmplicity requirement, the Responder can
check the liveness data to filter out some blind (flooding) attacks
bef ore begi nning any cryptographi c cookie verification. To support
this usage, the |iveness data nmust be carried in the clear and not be
easily guessable; this rules out the tinmestanp approach and suggests
the use of sequence of secrets with the |liveness data identifying the
position in the sequence. The secret strength and rollover frequency
must be hi gh enough that the secret cannot be brute-forced during its
lifetime. Note that any node can use a Query to discover the current
liveness data, so it renmains hard to defend agai nst sophisticated
attacks that disguise such probes within a flood of Queries from
forged source addresses. Therefore, it renmains inportant to use an
ef ficient hashi ng mechani sm or equival ent.

If a node receives a nessage for which cookie validation fails, it
MAY return an "Object Value Error"” nessage (Appendix A 4.4.10) with
subcode 4 ("lInvalid Cookie") to the sender and SHOULD | og an error
condition locally, as well as dropping the nessage. However, sending
the error in general nakes a node a source of backscatter.

Therefore, this MIST only be enabl ed selectively, e.g., during
initial deploynment or debugging.

8.6. Security Protocol Selection Policy

Thi s specification defines a single mandatory-to-inplement security
protocol (TLS; Section 5.7.3). However, it is possible to define
addi tional security protocols in the future, for exanple, to allow
re-use with other types of credentials, or mgrate towards protocols
with stronger security properties. |In addition, use of any security
protocol for a nessaging association is optional. Security protoco
selection is carried out as part of the G ST handshake mechani sm
(Section 4.4.1).

The sel ection process nay be vul nerable to downgrade attacks, where a
man in the mddle nodifies the capabilities offered in the Query or
Response to mislead the peers into accepting a | ower |evel of
protection than is achievable. There is a two-part defence agai nst
such attacks (the followng is based the sane concepts as [25]):
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1. The Response does not depend on the Stack-Proposal in the Query
(see Section 5.7.1). Therefore, tanpering with the Query has no
effect on the resulting messagi ng associ ati on configuration

2. The Respondi ng node’s Stack-Proposal is echoed in the Confirm
The Respondi ng node checks this to validate that the proposal it
nmade in the Response is the same as the one received by the
Querying node. Note that as a consequence of the previous point,
the Respondi ng node does not have to renenber the proposa
explicitly, since it is a static function of |ocal policy.

The validity of the second part depends on the strength of the
security protection provided for the Confirm |f the Querying node
is prepared to create nmessagi ng associations with null security
properties (e.g., TCP only), the defence is ineffective, since the
man in the mddle can re-insert the original Responder’s Stack-
Proposal , and the Respondi ng node will assunme that the m nima
protection is a consequence of Querying node limtations. However,
if the nessaging association provides at |east integrity protection
that cannot be broken in real-tinme, the Confirm cannot be nmodified in
this way. Therefore, if the Querying node does not apply a security
policy to the nmessagi ng associ ati on protocols to be created that
ensures at least this mnimal |evel of protection is met, it remains
open to the threat that a downgrade has occurred. Applying such a
policy ensures capability discovery process will result in the setup
of a messaging association with the correct security properties for
the two peers invol ved.

8.7. Residual Threats

Taki ng the above security mechanisms into account, the main residua
threats against NSIS are three types of on-path attack

vul nerabilities fromparticular limnmted nodes of TLS usage, and

i mpl enent ati on-rel ated weaknesses.

An on-path attacker who can intercept the initial Query can do nost
things it wants to the subsequent signalling. It is very hard to
protect against this at the A ST level; the only defence is to use
strong messagi ng associ ation security to see whether the Responding
node is authorised to take part in NSLP signalling exchanges. To
some extent, this behaviour is logically indistinguishable from
correct operation, so it is easy to see why defence is difficult.
Note that an on-path attacker of this sort can do anything to the
traffic as well as the signalling. Therefore, the additional threat
i nduced by the signalling weakness seens tol erable.
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At the NSLP level, there is a concern about transitivity of trust of
correctness of routing along the signalling chain. The NSLP at the
gueryi ng node can have good assurance that it is conmunicating with
an on-path peer or a node del egated by the on-path node by dependi ng
on the security protection provided by G ST. However, it has no
assurance that the node beyond the responder is also on-path, or that
the MRI (in particular) is not being nodified by the responder to
refer to a different flow Therefore, if it sends signalling
nessages with payloads (e.g., authorisation tokens) that are val uable
to nodes beyond the adjacent hop, it is up to the NSLP to ensure that
the appropriate chain of trust exists. This could be achieved using
hi gher | ayer security protection such as Cryptographic Message Syntax
(CvB) [28].

There is a further residual attack by a node that is not on the path
of the Query, but is on the path of the Response, or is able to use a
Response from one handshake to interfere with another. The attacker
nodi fi es the Response to cause the Querying node to form an adjacency
with it rather than the true peer. |In principle, this attack could
be prevented by including an additional cryptographic object in the
Response that ties the Response to the initial Query and the routing
state and can be verified by the Querying node.

G ST depends on TLS for peer node authentication, and subsequent
channel security. The analysis in [30] indicates the threats that

ari se when the peer node authentication is inconplete --

specifically, when unilateral authentication is perfornmed (one node
aut henticates the other, but not vice versa). In this specification,
mut ual aut hentication can be supported either by certificate exchange
or the use of pre-shared keys (see Section 5.7.3); if some other TLS
aut hentication nechanismis negotiated, its properties would have to

be anal ysed to determ ne acceptability for use with GST. [If nutua
aut hentication is performed, the requirenents for NTLP security are
met .

However, in the case of certificate exchange, this specification
allows the possibility that only a server certificate is provided,
whi ch neans that the Querying node authenticates the Respondi ng node
but not vice versa. Accepting such unilateral authentication allows
for partial security in environments where client certificates are
not wi despread, and is better than no security at all; however, it
does expose the Responding node to certain threats described in
Section 3.1 of [30]. For exanple, the Respondi ng node cannot verify
whet her there is a man-in-the-middl e between it and the Querying
node, which could be mani pulating the signalling nessages, and it
cannot verify the identity of the Querying node if it requests

aut horisation of resources. Note that in the case of host-network
signal ling, the Respondi ng node could be either the host or the first
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hop router, depending on the signalling direction. Because of these
vul nerabilities, nodes or deploynents of TLS which do not provide
nmut ual aut hentication can be considered as at best transitiona
stages rather than providing a robust security solution.

Certain security aspects of G ST operation depend on signalling
application behaviour: a poorly inplenented or conprom sed NSLP coul d
degrade G ST security. However, the degradation would only affect

G ST handling of the NSLP's own signalling traffic or overal

resource usage at the node where the weakness occurred, and

i mpl enent ati on weakness or conmprom se coul d have just as great an
effect within the NSLP itself. G ST depends on NSLPs to choose SIDs
appropriately (Section 4.1.3). |If NSLPs choose non-random SIDs, this
nmakes of f-path attacks based on SID guessing easier to carry out.
NSLPs can al so |l eak information in structured SIDs, but they could
leak simlar information in the NSLP payl oad data anyway.

9. | ANA Consi derations

This section defines the registries and initial codepoint assignnents
for AST. It also defines the procedural requirenments to be followed
by 1ANA in allocating new codepoints. Note that the guidelines on
the technical criteria to be followed in evaluating requests for new
codepoi nt assignnents are covered normatively in a separate docunent
that considers the NSIS protocol suite in a unified way. That
document di scusses the general issue of NSIS extensibility, as well
as the technical criteria for particular registries; see [12] for
further details.

The registry definitions that follow | eave | arge bl ocks of codes
marked "Reserved". This is to allow a future revision of this

speci fication or another Experinmental docunent to nodify the relative
space given to different allocation policies, without having to
change the initial rules retrospectively if they turn out to have
been inappropriate, e.g., if the space for one particular policy is
exhausted too quickly.

The al l ocation policies used in this section follow the guidance
given in [4]. In addition, for a nunmber of the G ST registries, this
specification al so defines private/experimental ranges as di scussed
in[9]. Note that the only environment in which these codepoints can
validly be used is a closed one in which the experinmenter knows al
the experinments in progress.
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This specification allocates the foll owi ng codepoints in existing
registries:

Vel | - known UDP port 270 as the destination port for Q node
encapsul ated G ST messages (Section 5.3).

This specification creates the following registries with the
structures as defined bel ow

NSLP Identifiers: Each signalling application requires the
assignment of one or nmore NSLPIDs. The following NSLPID is
al l ocated by this specification:

- T N T NN .. +
| NSLPID | Application |
B R g +
| O | Used for G ST nessages not related to any signalling |
| | application.

S T . +

Every other NSLPID that uses an MRMthat requires RAO usage MJST
be associated with a specific RAO value; multiple NSLPIDs MAY be
associated with the same RAO val ue. RAO val ue assignnments require
a specification of the processing associated with nessages that
carry the value. NSLP specifications MJUST nornmatively depend on
this docunment for the processing, specifically Sections 4.3.1
4.3.4 and 5.3.2. The NSLPIDis a 16-bit integer, and the

regi stration procedure is | ESG Aproval. Further values are as
fol | ows:

1-32703: Unassi gned
32704-32767: Private/ Experinental Use

32768-65536: Reserved
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G ST Message Type: The G ST common header (Appendix A 1) contains a
7-bit message type field. The follow ng values are allocated by
this specification:

SR TSR +
| Mrype | Message |
DTy S Ty +
e
| 1 | Response |
| | |
| 2 | Confirm |
| | |
| 3 | Data |
| | |
| 4 | Error |
| | |
| 5 | MA-Hello |
STy S Ry +

Regi stration procedures are as foll ows:
0-31: | ETF Review

32-55: Expert Review

Further values are as foll ows:

6-55: Unassi gned

56-63: Private/Experinental Use

64-127: Reserved
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oj ect Types: There is a 12-bit field in the object header
(Appendix A 2). The followi ng values for object type are defined
by this specification

Message Routing Information

| | |
I 1 I Session ID

I 2 I Net wor k Layer |nformation

I 3 I St ack Proposal

I 4 I Stack Configuration Data

I 5 I Query- Cooki e

I 6 I Responder - Cooki e

I 7 I NAT Traver sal

I 8 I NSLP Dat a I
I 9 I Error

I 10 I Hello ID I
Fomm e e e o Fomm e e e e eee e +

Regi stration procedures are as foll ows:

0-1023: | ETF Revi ew

1024-1999: Specification Required

Further values are as follows:

11-1999: Unassi gned

2000- 2047: Private/ Experimental Use

2048-4095: Reserved

When a new object type is allocated according to one of the
procedures, the specification MIST provide the object format and

define the setting of the extensibility bits (A/'B;, see
Appendi x A 2.1).
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Message Routing Methods: G ST allows multiple nessage routing
net hods (see Section 3.3). The MRMis indicated in the |eading
byte of the MR object (Appendix A 3.1). This specification
defines the foll ow ng val ues:

S o e e e e e e oo oo - +
| MRM 1D | Message Routing Method |
Fom o o m e e e a e e oo +
| O | Pat h-Coupl ed MRM |
I 1 | Loose-End MRM I
S o e e e e e e oo oo - +

Regi stration procedures are as foll ows:

0-63: | ETF Review

64-119: Specification Required

Further values are as foll ows:

2-119: Unassi gnhed

120-127: Private/ Experinmental Use

128- 255: Reserved

VWen a new MRM is allocated according to one of the registration

procedures, the specification MIST provide the information
described in Section 3.3.

MA- Prot ocol -1 Ds:  Each protocol that can be used in a nmessaging
association is identified by a 1-byte MA-Protocol -1D
(Section 5.7). Note that the MA-Protocol-1D is not an | P protocol
nunber; indeed, sone of the nessagi ng association protocols --
such as TLS -- do not have an IP protocol nunber. This is used as
a tag in the Stack-Proposal and Stack-Configuration-Data objects
(Appendi x A. 3.4 and Appendix A . 3.5). The follow ng values are
defined by this specification:
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e o m m e e e e e e e e e e e e e e e eeeemooan +
| MA-Protocol-1D | Protocol

o e e e oo o e e e e e e e e e e e e e e e me—m oo +
| O | Reserved |
| | |
| 1 | TCP opened in the forwards direction

| | |
| 2 | TLS initiated in the forwards direction

Regi stration procedures are as foll ows:
0-63: | ETF Revi ew

64-119: Expert Review

Further values are as foll ows:

3-119: Unassi gned

120-127: Private/ Experimental Use
128-255: Reserved

When a new MA-Protocol-IDis allocated according to one of the
regi stration procedures, a specification docunment will be
required. This MJST define the format for the MA-protocol-options
field (if any) in the Stack-Configuration-Data object that is
needed to define its configuration. |If a protocol is to be used
for reliable nessage transfer, it MJST be described how delivery
errors are to be detected by G ST. Extensions to include new
channel security protocols MJST include a description of howto
integrate the functionality described in Section 3.9 with the rest
of G ST operation. |If the new MA-Protocol-ID can be used in
conjunction with existing ones (for example, a new transport
protocol that could be used with Transport Layer Security), the
specification MUST define the interaction between the two.

Error Codes/ Subcodes: There is a 2-byte error code and 1-byte
subcode in the Value field of the Error Object (Appendix A 4.1).
Error codes 1-12 are defined in Appendix A 4.4 together with
subcodes 0-5 (code 1), 0-5 (code 9), 0-5 (code 10), and 0-2 (code
12). Additional codes and subcodes are allocated on a first-coneg,
first-served basis. Wen a new code/ subcode conbination is
all ocated, the follow ng informati on MIUST be provi ded:
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Error case: textual name of error

Error class: fromthe categories given in Appendix A 4.3
Error code: allocated by IANA, if a new code is required
Error subcode: subcode point, also allocated by | ANA

Addi tional information: what Additional Information fields are
mandatory to include in the error nessage, from Appendix A 4.2

Additional Information Types: An Error Object (Appendix A 4.1) may
contain Additional Information fields. Each possible field type
is identified by a 16-bit Al-Type. Al-Types 1-4 are defined in
Appendi x A . 4.2; additional Al-Types are allocated on a first-cone,
first-served basis.
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Appendi x A. Bit-Level Formats and Error Messages

Thi s appendi x provides formats for the various conponent parts of the
G ST messages defined abstractly in Section 5.2. The whole of this
appendi x i s normative.

Each G ST nessage consists of a header and a sequence of objects.
The G ST header has a specific format, described in nore detail in
Appendi x A.1 below. An NSLP nessage is one object within a G ST
nmessage. Note that A ST itself provides the NSLP nmessage | ength
informati on and signalling application identification. GCeneral
object formatting guidelines are provided in Appendi x A 2 bel ow,
followed in Appendix A .3 by the format for each object. Finally,
Appendi x A. 4 provides the formats used for error reporting.

In the follow ng object diagrams, '//' is used to indicate a
variable-sized field and ":’ is used to indicate a field that is
optionally present. Any part of the object used for padding or
defined as reserved (marked ' Reserved’ or 'Rsv' or, in the case of
i ndividual bits, "r’ in the diagrans bel ow) MJST be set to 0 on
transm ssion and MJUST be ignored on reception.

The objects are encoded using big endian (network byte order).
A.1. The @ ST Common Header

Thi s header begins all G ST nessages. It has a fixed format, as
shown bel ow.

0 1 2 3
01234567890123456789012345678901
e SER S I S U S S S S R S S SR S ok T

| Ver si on | G ST hops | Message Length |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
| NSLPI D | C Type | S| R E] Reserved|

e T S S S R S g

Version (8 bits): The G ST protocol version nunber. This
speci fication defines version nunber 1.

G ST hops (8 bits): A hop count for the nunber of @G ST-aware nodes
this nessage can still be processed by (including the
destination).

Message Length (16 bits): The total nunber of 32-bit words in the
nmessage after the commn header itself.
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NSLPID (16 bits): |ANA-assigned identifier of the signalling
application to which the nessage refers.

Cflag: C=1 if the nessage has to be able to be interpreted in the
absence of routing state (Section 5.2.1).

Type (7 bits): The G ST nessage type (Query, Response, etc.).

S-flag: S=1if the IP source address is the sane as the signalling
source address, S=0 if it is different.

Rflag: R=1if areply to this nmessage is explicitly requested.
E-flag: E=1if the nessage was explicitly routed (Section 7.1.5).

The rul es governing the use of the R-flag depend on the G ST nessage
type. It MJIST al ways be set (R=1) in Query nessages, since these

al ways elicit a Response, and never in Confirm Data, or Error
nessages. It MAY be set in an MA-Hello; if set, another MA-Hello
MJUST be sent in reply. It MAY be set in a Response, but MJST be set
if the Response contains a Responder-Cookie; if set, a Confirm MJST
be sent in reply. The E-flag MUST NOT be set unless the nessage type
is a Data nessage.

Parsing failures may be caused by unknown Version or Type val ues;

i nconsi stent setting of the C-flag, R flag, or E-flag; or a Message
Length inconsistent with the set of objects carried. |In all cases,
the receiver MUST if possible return a "Conmon Header Parse Error”
message (Appendix A 4.4.1) with the appropriate subcode, and not
process the nessage further

A. 2. General Object Fornat

Each object begins with a fixed header giving the object Type and
object Length. This is followed by the object Value, which is a
whol e nunber of 32-bit words | ong.

0 1 2 3
01234567890123456789012345678901
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| A Bl r|r]| Type [r|ir]r]r] Length

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g
/1 Val ue /1
B ik o T e S S T ks e i S R T I e e S S e el ST S TR S e

A/B flags: The bits narked A" and "B are extensibility flags,
whi ch are defined in Appendix A 2.1 below, the remaining bits
marked 'r’ are reserved.
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Type (12 bits): An I ANA-assigned identifier for the type of object.

Length (12 bits): Length has the units of 32-bit words, and measures
the length of Value. |If there is no Value, Length=0. |If the
Length is not consistent with the contents of the object, an
"Cbject Value Error" nessage (Appendix A 4.4.10) with subcode O
"Incorrect Length" MJUST be returned and the nessage dropped.

Val ue (variable): Value is (therefore) a whole nunber of 32-bit
words. If there is any padding required, the length and | ocation
are be defined by the object-specific format information; objects
that contain variable-length (e.g., string) types nay need to

i ncl ude additional |ength subfields to do so.
A 2.1. (Object Extensibility

The leading 2 bits of the TLV header are used to signal the desired
treatnment for objects whose Type field is unknown at the receiver.

The followi ng three categories of objects have been identified and

are described here.

AB=00 ("Mandatory"): |If the object is not understood, the entire
nmessage containing it MJST be rejected with an "Ooject Type Error”
nmessage (Appendix A 4.4.9) with subcode 1 ("Unrecognised Ohject").

AB=01 ("Ignore"): If the object is not understood, it MJST be
del eted and the rest of the nessage processed as usual

AB=10 ("Forward"): |If the object is not understood, it MJIST be
retai ned unchanged in any nessage forwarded as a result of nessage
processi ng, but not stored |ocally.

The conbi nation AB=11 is reserved. |If a nmessage is received

contai ning an object with AB=11, it MJST be rejected with an "Object
Type Error"” message (Appendix A 4.4.9) with subcode 5 ("Invalid
Extensibility Flags").

These extensibility rules define only the processing within the G ST

layer. There is no requirement on G ST inplenmentations to support an
extensi bl e service interface to signalling applications, so

unr ecogni sed objects with AB=01 or AB=10 do not need to be indicated

to NSLPs.
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A 3. G ST TLV bjects
A.3.1. Message-Routing-Information (M)
Type: Message-Routing-Information
Length: Variable (depends on MRM
0 1 2 3

01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

| MRM- | D | N  Reserved | |
R o i e e e R e o +
/1 Met hod- speci fic addressing i nformati on (vari abl e) /1

I T S S T S S S i R p o

MM ID (8 bits): An | ANA-assigned identifier for the message routing
nmet hod.

N-flag: |If set (N=1), this neans that NATs do not need to translate
this MRM if clear (N=0), it neans that the method-specific
i nformati on contains network or transport layer information that a
NAT must process.

The renmai nder of the object contains nethod-specific addressing
i nformation, which is described bel ow.

A.3.1.1. Path-Coupled MRM
In the case of basic path-coupled routing, the addressing infornmation

takes the following format. The N-flag has a value of 0 for this
MRM
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0 1 2 3
01234567890123456789012345678901
bk ok ok o R S R
| 1 P-Ver | P|T|F| S| A B| D Reserved
B s i S i I i S S S i i
/1 Sour ce Address /1
i S T i s o i i R SR S S S S
/1 Destination Address /1
T T R i e e e e o S e SRR R
| Source Prefix | Dest Prefix | Pr ot ocol | DS-field |Rsv
B o S T e e e i i TE I TR T S S S S A e i i el it S B R
Reserved | Fl ow Labe
e e e e e e e e e e A e e e e e e e e e e e e e e e e e e e e 4
SPI
T T R i e e e e o S e SRR R

Source Port : Destinati on Port
B i ol i e S e  alh it S SRR R R SR TR R S it Tt S

| P-Ver (4 bits): The IP version nunber, 4 or 6.

Sour ce/ Destination address (variable): The source and destination
addresses are always present and of the same type; their length
depends on the value in the IP-Ver field.

Source/ Dest Prefix (each 8 bits): The length of the mask to be
applied to the source and destinati on addresses for address
wi l dcarding. In the normal case where the MRl refers only to
traffic between specific host addresses, the Source/Dest Prefix
val ues woul d both be 32 or 128 for |1Pv4 and | Pv6, respectively.

P-flag: P=1 neans that the Protocol field is significant.

Protocol (8 bits): The IP protocol number. This MJST be ignored if
P=0. In the case of IPv6, the Protocol field refers to the true
upper |ayer protocol carried by the packets, i.e., excluding any
| P option headers. This is therefore not necessarily the sane as
the Next Header value fromthe base | Pv6 header

T-flag: T=1 means that the Diffserv field (DS-field) is significant.

DS-field (6 bits): The Diffserv field. See [6] and [24].

F-flag: F=1 neans that flow label is present and is significant. F
MUST NOT be set if IP-Ver is not 6.

Fl ow Label (20 bits): The flow |label; only present if F=1. I|f F=0,
the entire 32-bit word containing the Fl ow Label is absent.
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S-flag: S=1 neans that the SPI field is present and is significant.
The S-flag MJUST be 0 if the P-flag is O.

SPI field (32 bits): The SPI field; see [36]. |If S=0, the entire
32-bit word containing the SPI is absent.

A/B flags: These can only be set if P=1. |If either is set, the port
fields are also present. The A flag indicates the presence of a
source port, the B flag that of a destination port. |If P=0, the
A/ B flags MJST both be zero and the word containing the port
nunbers is absent.

Source/ Destination Port (each 16 bits): |If either of A (source), B
(destination) is set, the word containing the port nunbers is
included in the object. However, the contents of each field is
only significant if the corresponding flag is set; otherw se, the
contents of the field is regarded as padding, and the MR refers

to all ports (i.e., acts as a wildcard). |If the flag is set and
Port =0x0000, the MRl will apply to a specific port, whose value is
not yet known. |If neither of Aor Bis set, the word is absent.

D-flag: The Direction flag has the foll owi ng neaning: the value 0
nmeans 'in the same direction as the flow (i.e., downstream, and
the value 1 neans 'in the opposite direction to the flow (i.e.,
upstream.

The MRl format defines a nunmber of constraints on the allowed

conbi nati ons of flags and fields in the object. |If these constraints
are violated, this constitutes a parse error, and an "Object Value
Error" nessage (Appendix A 4.4.10) with subcode 2 ("Invalid Flag-

Fi el d Conbinati on") MJUST be returned.

A.3.1.2. Loose-End MRM

In the case of the | oose-end MRM the addressing information takes
the following format. The N-flag has a value of 0 for this MRM

0 1 2 3
01234567890123456789012345678901
B S S i i T S
| P-Ver | D Reser ved |
B T s i I S e i S i i S S e S
/1 Sour ce Address /1
s S S i I S R R e h T Tk e S S S o T S
/1 Desti nati on Address /1
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
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| P-Ver (4 bits): The IP version nunber, 4 or 6.

Sour ce/ Destination address (variable): The source and destination
addresses are always present and of the same type; their length
depends on the value in the IP-Ver field.

D-flag: The Direction flag has the foll owi ng neaning: the value 0
neans 'towards the edge of the network’, and the value 1 neans
"fromthe edge of the network’. Note that for Q node nessages,
the only valid value is D=0 (see Section 5.8.2).

A.3.2. Session ldentifier
Type: Session-ldentifier
Length: Fixed (4 32-bit words)
0 1 2 3

01234567890123456789012345678901
T S T S S i T S T e

+- +
I I
+ +
| , |
+ Session I D +
I I
+ +
I I
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S

A. 3.3. Network-Layer-Information (NLI)
Type: Network-Layer-Information
Length: Variable (depends on length of Peer-ldentity and |IP version)
0 1 2 3
01234567890123456789012345678901
R e L i e e i i SR S e e C s
| Pl - Length | | P-TTL | I P-Ver | Reserved |
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S

| Routing State Validity Tine |
B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

/1 Peer ldentity /1
s i T e S s it ST T e e S e S e o o o I T
/1 I nterface Address /1

T S T ST S S e T S S S S S S i
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Pl -Length (8 bits): The byte length of the Peer Identity field.

Peer ldentity (variable): The Peer Identity field. Note that the
Peer-ldentity field itself is padded to a whol e nunber of words.

IP-TTL (8 bits): Initial or reported IP layer TTL.
IP-Ver (4 bits): The IP version for the Interface Address field.

Interface Address (variable): The IP address allocated to the
interface, matching the IP-Ver field.

Routing State Validity Time (32 bits): The tinme for which the
routing state for this flow can be considered correct without a
refresh. Gven in mlliseconds. The value O (zero) is reserved
and MUST NOT be used.

A. 3.4. Stack-Proposa
Type: Stack-Proposa

Length: Variable (depends on number of profiles and size of each
profile)

0 1 2 3
01234567890123456789012345678901
A S S S e i S R T S S i SR S

|  Prof-Count | Reser ved |
B s i S i I i S S S i i
/1 Profile 1 /1

A T A S T S S S S S
T S S S S R Sl S S
/1 Profile N /1
B s i S i I i S S S i i

Prof-Count (8 bits): The nunber of profiles listed. MJST be > 0.

Each profile is itself a sequence of protocol layers, and the profile
is formatted as a list as foll ows:

o The first byte is a count of the nunber of layers in the profile.
MUST be > 0.

o This is followed by a sequence of 1-byte MA-Protocol -1Ds as
described in Section 5.7.
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o The profile is padded to a word boundary with 0, 1, 2, or 3 zero
bytes. These bytes MJUST be ignored at the receiver.

If there are no profiles (Prof-Count=0), then an "Object Value Error"
nmessage (Appendix A . 4.4.10) with subcode 1 ("Val ue Not Supported")
MUST be returned; if a particular profile is enpty (the |eading byte
of the profile is zero), then subcode 3 ("Enpty List") MJST be used.
In both cases, the nessage MJUST be dropped.

A.3.5. Stack-Configuration-Data
Type: Stack-Configuration-Data

Length: Variable (depends on nunber of protocols and size of each
MA- pr ot ocol - opti ons field)

1 2 3
1234567890123456789012345678901
s S S o T i i S S i (i
| MPO- Count | Reser ved |
R Rt i i i i e T I I S S S R i e S R e e i s o
| MA- Hol d- Ti ne |
B s i S i I i S S S i i
/1 MA- pr ot ocol -options 1 /1
s S S o T i i S S i (i

0
0

T T R i e e e e o S e SRR R
/1 MA- pr ot ocol - options N /1
B s i S i I i S S S i i

MPO- Count (8 bits): The nunber of MA-protocol -options fields present
(these contain their own length information). The MPO Count MAY
be zero, but this will only be the case if none of the MA-
protocols referred to in the Stack-Proposal require option data.

MA-Hol d-Tinme (32 bits): The tine for which the nessagi ng associ ation
will be held open without traffic or a hello nessage. Note that
this value is given in mlliseconds, so the default time of 30
seconds (Section 4.4.5) corresponds to a value of 30000. The
value 0 (zero) is reserved and MJST NOT be used.
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The MA-protocol -options fields are formatted as foll ows:

0 1 2 3
01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

| MA- Prot ocol -1 D | Profile | Lengt h | D] Reserved
s S S o T i i S S i (i
/1 Options Data /1

S A S S i T T  SH

MA- Protocol -1 D (8 bits): Protocol identifier as described in
Section 5.7.

Profile (8 bits): Tag indicating which profile fromthe acconmpanyi ng
St ack- Proposal object this applies to. Profiles are nunbered from
1 upwards; the special value O indicates "applies to al
profiles’.

Length (8 bits): The byte length of MA-protocol-options field that
follows. This will be zero-padded up to the next word boundary.

D-flag: |If set (D=1), this protocol MJST NOT be used for a nessaging
associ ati on.

Options Data (variable): Any options data for this protocol. Note
that the format of the options data might differ depending on
whet her the field is in a Query or Response.

A.3.6. Query-Cookie

Type: Query- Cookie

Length: Variable (selected by Querying node)

0 1 2 3
01234567890123456789012345678901
s S S o T i i S S i (i
/1 Query- Cooki e /1

A S S it i Sui S S S Lk ok T

The content is defined by the inplenentation. See Section 8.5 for
further discussion.
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A.3.7. Responder- Cooki e
Type: Responder - Cooki e
Length: Variable (selected by Respondi ng node)
0 1 2 3
01234567890123456789012345678901
R Rt i i i i e T I I S S S R i e S R e e i s o
/1 Responder - Cooki e /1

I S T i S S T S S S S S T Sl S S S S S

The content is defined by the inplenentation. See Section 8.5 for
further discussion.

A.3.8. Hello-ID
Type: Hello-ID
Length: Fixed (1 32-bit word)
0 1 2 3
01234567890123456789012345678901
I S i i T T o h T ks s S S N o S
| Hel 1 o- I D |

T S S S S SEp S S S S S SR S U S SR S S

The content is defined by the inplenentation. See Section 5.2.2 for
further discussion.

A.3.9. NAT-Traversal
Type: NAT-Tr aver sal
Length: Variable (depends on |l ength of contained fields)

This object is used to support the NAT traversal nechani sns descri bed
in Section 7.2.2.
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0 1 2 3

01234567890123456789012345678901

B T i S T it I S S S S
MRl - Lengt h | Type- Count |  NAT- Count | Reserved

i o i T S i I S S s ol ST SN S

/ Original Message-Routing-Information /1

T S L i L I Sl S A St SN DR SIS

/1 Li st of translated objects /1

T S i I S it I S T Sl i SR SR S
| Length of opaque information |

B i S S S it s ol T S S /1

/1 Information replaced by NAT #1

T S L S Sl S i M DR

+
|
+
/

T T R i e e e e o S e SRR R
| Length of opaque information |

B i S S S it s ol T S S /1
/1 Information replaced by NAT #N

i S T i s o i i R SR S R S i

MRl -Length (8 bits): The length of the included MR payload in
32-bit words.

Original Message-Routing-Information (variable): The MR data from
when the nessage was first sent, not including the object header

Type-Count (8 bits): The number of objects in the ’'List of
transl ated objects’ field.

List of translated objects (variable): This field lists the types of
objects that were translated by every NAT through which the
nessage has passed. Each elenent in the list is a 16-bit field
containing the first 16 bits of the object TLV header, including
the AB extensibility flags, 2 reserved bits, and 12-bit object
type. The list is initialised by the first NAT on the path;
subsequent NATs may delete elenents in the list. Padded with 2
nul | bytes if necessary.

NAT- Count (8 bits): The nunber of NATs traversed by the message, and
the nunber of opaque payl oads at the end of the object. The
length fields for each opaque payl oad are byte counts, not
including the 2 bytes of the length field itself. Note that each
opaque information field is zero-padded to the next 32-bit word
boundary if necessary.
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A.3.10. NSLP-Data
Type: NSLP-Dat a
Length: Variabl e (depends on NSLP)

This object is used to deliver data between NSLPs. @ ST regards the
data as a number of conplete 32-bit words, as given by the length
field in the TLV, any padding to a word boundary nmust be carried out
within the NSLP itself.

0 1 2 3
01234567890123456789012345678901
T S T i S S e e R T S
/1 NSLP Dat a /1
T S S S S M M S S S S T M T S S S

A 4. Errors
A 4.1. FError Object
Type: Error
Length: Variabl e (depends on error)

0 1 2 3
012345678901234567890123456789¢01
B I i o SIS I I Y Y Y S T T T T N i S N S S il o S S I S

| Error dass | Error Code | Error Subcode

T R i i o SEIE HIE S RIS R S I R S R R e e R R I i I i e e i i
[SIMC D Q Reserved | MRl Length | Info Count
e e T i ks i NI S e S e S i i TR S S S S T s S
|

+

|

+

(of original message)
i i S R S e et ol SEIE R R S S S S o adh st S SRR SRR EE
Session ID
+++++++++++++++++++++++++++++++++
Message Routing I nformation
B ik T T e S S i i L S S e s ik I NI R _H S R R S I R i S
Addi tional Information Fields

R ol N N N R R e T N i i NI R R R NI R R R R ik s S R i i et N
Debuggi ng Coment

+++++++++++++++++++++++++++++++++

I
+
I
Commbn Header +
I
+
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The flags are:

S - S=1 means the Session ID object is present.

M- M1 neans MRI object is present.

C - C=1 means a debug Comment is present after header

D - D=1 neans the original nmessage was received i n D node.

Q - 1 neans the original nessage was received Q node encapsul at ed
(can’t be set if D=0).

A G ST Error Object contains an 8-bit error-class (see

Appendi x A.4.3), a 16-bit error-code, an 8-bit error-subcode, and as
much information about the nmessage that triggered the error as is
avail able. This information MJST include the common header of the
original nessage and MJST al so include the Session ID and MRl objects
if these could be decoded correctly. These objects are included in
their entirety, except for their TLV Headers. The MRl Length field
gives the length of the MR object in 32-bit words.

The Info Count field contains the nunber of Additional |nformation
fields in the object, and the possible formats for these fields are
given in Appendix A 4.2. The precise set of fields to include
depends on the error code/subcode. For every error description in
the error catal ogue Appendix A. 4.4, the line "Additional Info:"
states what fields MJUST be included; further fields beyond these MAY
be included by the sender, and the fields may be included in any
order. The Debugging Corment is a null-term nated UTF-8 string,
padded i f necessary to a whol e nunber of 32-bit words with nore nul
characters.

A 4.2. Additional Information Fields (Al)

The Common Error Header may be foll owed by sone Additiona
Information fields. Each Additional Information field has a sinple
TLV format as foll ows:

0 1 2 3
01234567890123456789012345678901
i S T i s o i i R SR S S S S
| Al - Type | Al - Lengt h |
Lk i e S e i Sl R R
11 Al - Val ue 11
i i S T S S S s S S S i ai i i ST

The Al-Type is a 16-bit | ANA-assigned value. The Al-Length gives the
nunber of 32-bit words in Al-Value; if an Al-Value is not present,

Al -Lengt h=0. The Al-Types and Al-Lengths and Al-Value formats of the
currently defined Additional Information fields are shown bel ow.
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Message Length Info:

0 1 2 3
01234567890123456789012345678901
I S T i S S S T S S S S D i S S S i

| Cal cul at ed Length | Reserved |
e s S i e e i i e e o h
Al -Type: 1

Al -Length: 1

Cal cul ated Length (16 bits): the length of the original nessage

cal cul ated by adding up all the objects in the message. Measured in
32-bit words.

MIU | nf o:

0 1 2 3

012345678901234567890123456789¢01

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

| Li nk Mru | Reserved |

s S S i I S R R e h T Tk e S S S o T S

Al - Type: 2

Al -Length: 1

Link MIU (16 bits): the IP MIU for a |ink along which a nessage
could not be sent. Measured in bytes.

oj ect Type Info:

0 1 2 3

012345678901234567890123456789¢01

B ol it I R S T et S i e e s s s sl o it SRR I TR Sl e T S I SR g

| oj ect Type | Reserved |

s S S i I S R R e h T Tk e S S S o T S

Al - Type: 3

Al -Length: 1

nject type (16 bits): This provides information about the type
of object that caused the error.

oj ect Val ue Info:

0 1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S
| Rsv | Real Object Length | O fset |
s S S i I S R R e h T Tk e S S S o T S
I oj ect I
B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
Al -Type: 4

Al -Length: variabl e (depends on object |ength)
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This object carries informati on about a TLV object that was found
to be invalid in the original nmessage. An error nessage MAY contain
nore than one (bject Value Info object.

Real bject Length (12 bits): Since the length in the original TLV
header may be inaccurate, this field provides the actual |ength of
the object (including the TLV header) included in the error
nessage. Measured in 32-bit words.

Ofset (16 bits): The byte in the object at which the G ST node
found the error. The first byte in the object has offset=0.

object (variable): The invalid TLV object (including the TLV
header).

A.4.3. Error C asses

The first byte of the Error bhject, "Error Cass", indicates the
severity level. The currently defined severity |levels are:

0 (Informational): reply data that should not be thought of as
changi ng the condition of the protocol state machine.

1 (Success): reply data that indicates that the nessage being
responded to has been processed successfully in sone sense.

2 (Protocol-Error): the nessage has been rejected because of a
protocol error (e.g., an error in nessage format).

3 (Transient-Failure): the nessage has been rejected because of a
particul ar | ocal node status that may be transient (i.e., it may
be worthwhile to retry after sone del ay).

4 (Permanent-Failure): the message has been rejected because of
| ocal node status that will not change wi thout additional out-of-
band (e.g., managenent) operations.

Addi tional error class values are reserved.

The all ocation of error classes to particular errors is not precise;

the above descriptions are deliberately informal. Actual error
processi ng SHOULD take into account the specific error in question
the error class nay be useful supporting information (e.g., in

net wor k debuggi ng) .
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A 4.4. FError Catal ogue
This section lists all the possible G ST errors, including when they
are raised and what Additional Information fields MJST be carried in
the Error Object.

A 4.4 1. Common Header Parse Error

C ass: Pr ot ocol - Error
Code: 1
Addi tional Info: For subcode 3 only, Message Length Info carries

the cal cul at ed nmessage | ength.

This message is sent if a G ST node receives a nmessage where the
conmon header cannot be parsed correctly, or where an error in the
overall message format is detected. Note that in this case the
original MRl and Session ID MJUST NOT be included in the Error Object.
This error code is split into subcodes as foll ows:

0: Unknown Version: The G ST version is unknown. The (highest)
supported version supported by the node can be inferred fromthe
conmon header of the Error nmessage itself.

1: Unknown Type: The G ST nessage type i s unknown.

2: Invalid Rflag: The Rflag in the header is inconsistent with the
nmessage type.

3: Incorrect Message Length: The overall message length is not
consistent with the set of objects carried.

4: Invalid E-flag: The E-flag is set in the header, but this is not
a Data nessage.

5: Invalid Gflag: The Cflag was set on something other than a

Query nmessage or Q node Data nessage, or was clear on a Query
nessage.
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A 4.4.2. Hop Limt Exceeded

d ass: Per manent - Fai | ure
Code: 2
Addi tional |Info: None

This nmessage is sent if a G ST node receives a nessage with a G ST
hop count of zero, or a G ST node tries to forward a nessage after

its G ST hop count has been decremented to zero on reception. This
nmessage indicates either a routing loop or too small an initial hop
count val ue.

A 4.4.3. Incorrect Encapsul ation
d ass: Pr ot ocol - Error
Code: 3
Addi tional Info: None

This nmessage is sent if a G ST node receives a nessage that uses an
i ncorrect encapsul ation nmethod (e.g., a Query arrives over an MA, or
the Confirmfor a handshake that sets up a messagi ng associ ation
arrives in D node).

A 4.4.4. Incorrectly Delivered Message

d ass: Pr ot ocol - Err or
Code: 4
Addi tional |nfo: None

This nmessage is sent if a G ST node receives a nessage over an MA
that is not associated with the MRI/NSLPID/ SID conbination in the
nmessage.

A 4.4.5. No Routing State

Cl ass: Pr ot ocol - Error
Code: 5
Addi ti onal |nfo: None

This message is sent if a node receives a nessage for which routing
state should exist, but has not yet been created and thus there is no
appropriate Querying-SM or Responding-SM This can occur on
receiving a Data or Confirm nessage at a node whose policy requires
routing state to exist before such nessages can be accepted. See

al so Section 6.1 and Section 6. 3.
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A . 4.4.6. Unknown NSLPID

d ass: Per manent - Fai | ure
Code: 6
Addi tional |Info: None

This nmessage is sent if a router receives a directly addressed
nmessage for an NSLP that it does not support.

A 4.4.7. Endpoint Found

Cl ass: Per manent - Fai | ure
Code: 7
Addi ti onal |nfo: None

This message is sent if a G ST node at a fl ow endpoint receives a
Query nmessage for an NSLP that it does not support.

A 4.4.8. Message Too Large

d ass: Per manent - Fai | ure
Code: 8
Addi tional |Info: MIU I nfo

This nmessage is sent if a router receives a nessage that it can't
forward because it exceeds the |IP MIU on the next or subsequent hops.

A 4.4.9. (bject Type Error

Cl ass: Pr ot ocol - Error
Code: 9
Addi tional Info: oj ect Type Info

This message is sent if a G ST node receives a message containing a
TLV object with an invalid type. The nessage indicates the object
type at fault in the additional info field. This error code is split
into subcodes as foll ows:

0: Duplicate Cbject: This subcode is used if a G ST node receives a
nmessage containing multiple instances of an object that may only
appear once in a nessage. In the current specification, this
applies to all objects.

1: Unrecogni sed Qbject: This subcode is used if a G ST node receives

a nessage containing an object that it does not support, and the
extensibility flags AB=00.
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2: Mssing bject: This subcode is used if a G ST node receives a
nessage that is mssing one or nore nandatory objects. This
nmessage is also sent if a Stack-Proposal is sent without a
mat chi ng St ack- Confi guration-Data object when one was necessary,
or vice versa

3: Invalid Object Type: This subcode is used if the object type is
known, but it is not valid for this particular G ST nessage type.

4: Untranslated Object: This subcode is used if the object type is
known and is nandatory to interpret, but it contains addressing
data that has not been translated by an interveni ng NAT.

5: Invalid Extensibility Flags: This subcode is used if an object is
received with the extensibility flags AB=11

A 4.4.10. (bject Value Error

C ass: Pr ot ocol - Error
Code: 10
Addi tional |nfo: 1 or 2 Cbject Value Info fields as given bel ow

This nmessage is sent if a node receives a nmessage containing an

obj ect that cannot be properly parsed. The error nessage contains a
single nject Value Info object, except for subcode 5 as stated

bel ow. This error code is split into subcodes as foll ows:

0: Incorrect Length: The overall length does not match the object
| ength cal cul ated fromthe object contents.

1: Value Not Supported: The value of a field is not supported by the
G ST node.

2: Invalid Flag-Field Conbination: An object contains an invalid
conbi nati on of flags and/or fields. At the monent, this only
relates to the Path-Coupled MRl (Appendix A 3.1.1), but in future
there may be nore.

3: Empty List: At the nonent, this only relates to Stack-Proposals.
The error message is sent if a stack proposal with a length > 0
contains only null bytes (a length of O is handled as "Val ue Not
Supported").

4: Invalid Cookie: The nessage contains a cookie that could not be
verified by the node.
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5: Stack-Proposal - Stack-Configuration-Data Msmatch: This subcode
is used if a G ST node receives a nessage in which the data in the
St ack- Proposal object is inconsistent with the information in the
Stack Configuration Data object. 1In this case, both the Stack-
Proposal object and Stack-Configuration-Data object MIST be
included in separate Ohject Value Info fields in that order

A 4.4.11. Invalid | P-Layer TTL

d ass: Per manent - Fai | ure
Code: 11
Addi ti onal |nfo: None

This error indicates that a nmessage was received with an | P-layer TTL
out si de an acceptable range, for exanple, that an upstream Query was
received with an IP layer TTL of less than 254 (i.e., nore than one
I P hop fromthe sender). The actual |P distance can be derived from
the IP-TTL information in the NLI object carried in the sane nessage.

A 4.4.12. MRl Validation Failure

d ass: Per manent - Fai | ure
Code: 12
Addi tional Info: oj ect Val ue Info

This error indicates that a nessage was received with an MR that
could not be accepted, e.g., because of too much wi |l dcarding or
failing some validation check (cf. Section 5.8.1.2). The Object

Val ue Info includes the MRI so the error originator can indicate the
part of the MR that caused the problem The error code is divided
into subcodes as foll ows:

0: MR Too WId: The MRI contained too nuch wildcarding (e.g., too
short a destination address prefix) to be forwarded correctly down
a single path.

1. IP Version Msmatch: The MR in a path-coupled Query nessage
refers to an IP version that is not inplenented on the interface
used, or is different fromthe IP version of the Query
encapsul ati on (see Section 7.4).

2: Ingress Filter Failure: The MR in a path-coupled Query nessage

describes a flow that would not pass ingress filtering on the
i nterface used.
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Appendi x B. APl between G ST and Signalling Applications

Thi s appendi x provi des an abstract APl between G ST and signalling

applications. 1t should not constrain inplementers, but rather help
clarify the interface between the different |ayers of the NSI' S
protocol suite. |In addition, although sone of the data types carry

the information from @ ST information el enents, this does not inply
that the format of that data as sent over the APl has to be the sane.

Conceptual ly, the APl has sinmlarities to the sockets API,
particularly that for unconnected UDP sockets. An extension for an
APl like that for UDP connected sockets could be considered. |In this
case, for exanple, the only infornmation needed in a SendMessage
primtive woul d be NSLP-Data, NSLP-Data-Size, and NSLP- Message- Handl e
(which can be null). Oher information that was persistent for a
group of nessages could be configured once for the socket. Such

ext ensions may make a concrete inplenmentation nore efficient but do
not change the APl semantics, and so are not considered further here.

B.1. SendMessage

This primtive is passed froma signalling application to G ST. It
i s used whenever the signalling application wants to initiate sending
a message.

SendMessage ( NSLP-Data, NSLP-Data-Size, NSLP-Message-Handl e,
NSLPI D, Session-1D, M, SIl-Handl e,
Transfer-Attributes, Timeout, |IP-TTL, G ST-Hop-Count )

The foll owi ng argunents are nmandatory:
NSLP- Dat a: The NSLP message itself.
NSLP- Dat a- Si ze: The | ength of NSLP- Dat a.

NSLP- Message-Handl e: A handle for this nessage that can be used by
G ST as a reference in subsequent MessageStatus notifications
(Appendix B.3). Notifications could be about error conditions or
about the security attributes that will be used for the nessage.
A NULL handle may be supplied if the NSLP is not interested in
such notifications.

NSLPID: An identifier indicating which NSLP this is.
Session-ID: The NSIS session identifier. Note that it is assumed

that the signalling application provides this to G ST rather than
G ST providing a value itself.
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MRI: Message routing information for use by G ST in determning the
correct next G ST hop for this nessage. The MR inplies the
nmessage routing nmethod to be used and the nmessage direction

The foll owi ng argunments are optional

Sl1-Handl e: A handle, previously supplied by G ST, to a data
structure that should be used to route the nessage explicitly to a
particul ar A ST next hop.

Transfer-Attributes: Attributes defining how the nmessage shoul d be
handl ed (see Section 4.1.2). The following attributes can be
consi dered:

Reliability: Values 'unreliable or 'reliable’

Security: This attribute allows the NSLP to specify what |evel of
security protection is requested for the nmessage (such as
"integrity' or 'confidentiality') and can also be used to
speci fy what authenticated signalling source and destination
identities should be used to send the nmessage. The
possibilities can be | earned by the signalling application from
prior MessageStatus or RecvMessage notifications. |If an NSLP-
Message-Handl e is provided, AST will informthe signalling
application of what values it has actually chosen for this
attribute via a MessageStatus cal l back. This night take place
ei ther synchronously (where G ST is selecting from avail abl e
nmessagi ng associ ati ons) or asynchronously (when a new messagi ng
associ ati on needs to be created).

Local Processing: This attribute contains hints fromthe
signal ling application about what |ocal policy should be
applied to the nessage -- in particular, its transm ssion
priority relative to other nmessages, or whether G ST should
attenpt to set up or maintain forward routing state

Timeout: Length of tine G ST should attenpt to send this nessage
before indicating an error

| P-TTL: The value of the IP layer TTL that shoul d be used when
sendi ng this nmessage (may be overridden by G ST for particul ar
nessages) .

G ST- Hop- Count: The val ue for the hop count when sending the
nmessage.
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B.2. RecvMessage

This primtive is passed fromG@ ST to a signalling application. It

i s used whenever G ST receives a nmessage fromthe network, including
the case of null messages (zero-length NSLP payl oad), typically
initial Query nessages. For Queries, the results of invoking this
primtive are used by G ST to check whet her nessage routing state
shoul d be created (see the discussion of the 'Routing-State-Check
argument bel ow) .

RecvMessage ( NSLP-Data, NSLP-Data-Size, NSLPID, Session-ID M
Rout i ng- St at e- Check, SlII-Handle, Transfer-Attributes,
| P-TTL, |P-Di stance, d ST-Hop- Count,
| nbound- I nterface )

NSLP-Data: The NSLP nessage itself (may be enpty).
NSLP- Dat a- Si ze: The length of NSLP-Data (may be zero).

NSLPID:  An identifier indicating which NSLP this nmessage is for.
Session-1D: The NSIS session identifier.

MRI: Message routing information that was used by G ST in forwarding
this nessage. Inplicitly defines the nessage routing nethod that
was used and the direction of the nessage relative to the MR

Rout i ng- St at e- Check: This boolean is True if QST is checking with
the signalling application to see if routing state should be
created with the peer or the nessage should be forwarded further
(see Section 4.3.2). |If True, the signalling application should
return the follow ng values via the RecvMessage cal |

A bool ean indicating whether to set up the state.

Optionally, an NSLP-Payload to carry in the generated Response
or forwarded Query respectively.

Thi s mechani sm coul d be extended to enable the signalling
application to indicate to G ST whether state installation should
be i medi ate or deferred (see Section 5.3.3 and Section 6.3 for
further discussion).

Sll1-Handle: A handle to a data structure, identifying a peer address

and interface. Can be used to identify route changes and for
explicit routing to a particular G ST next hop
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Transfer-Attributes: The reliability and security attributes that
were associated with the reception of this particul ar message. As
well as the attributes associated with SendMessage, Gd ST may
indicate the | evel of verification of the addresses in the MR
Three attributes can be indicated:

* \Wether the signalling source address is one of the flow
endpoints (i.e., whether this is the first or last G ST hop).

VWet her the signalling source address has been validated by a
return routability check

*  \Whether the nmessage was explicitly routed (and so has not been
val idated by G ST as delivered consistently with [ocal routing
state).

| P-TTL: The value of the IP layer TTL this nessage was received with
(if available).

| P-Di stance: The nunber of IP hops fromthe peer signalling node
that sent this message along the path, or O if this information is
not avail abl e.

G ST- Hop- Count: The val ue of the hop count the nessage was received
with, after being decrenmented in the G ST receive-si de processing.

I nbound-Interface: Attributes of the interface on which the nessage
was received, such as whether it lies on the internal or externa
side of a NAT. These attributes have only | ocal significance and
are defined by the inplenentation

B.3. MessageSt at us

This primtive is passed fromG@ ST to a signalling application. It
is used to notify the signalling application that a nessage that it
requested to be sent could not be dispatched, or to informthe
signalling application about the transfer attributes that have been
sel ected for the nessage (specifically, security attributes). The
signal ling application can respond to this message with a return code
to abort the sending of the nmessage if the attributes are not
accept abl e.

MessageSt at us ( NSLP- Message- Handl e, Transfer-Attributes, Error-Type )

NSLP- Message- Handl e: A handl e for the nessage provided by the
signalling application in SendMessage.
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Transfer-Attributes: The reliability and security attributes that
will be used to transmt this particular nessage.

Error-Type: Indicates the type of error that occurred, for exanple,
'no next node found’

B.4. NetworkNotification

This primtive is passed from G ST to a signalling application. It
i ndicates that a network event of possible interest to the signalling
application occurred.

Net wor kNoti fication ( NSLPID, MR, Network-Notification-Type )
NSLPID:  An identifier indicating which NSLP this is message is for.

MRI:  Provides the message routing information to which the network
notification applies.

Net wor k- Not i fi cation-Type: |Indicates the type of event that caused
the notification and associ ated additional data. Five events have
been identified:

Last Node: @G ST has detected that this is the | ast NSLP-aware
node in the path. See Section 4.3.4.

Routing Status Change: G ST has installed new routing state, has
detected that existing routing state may no | onger be valid, or
has re-established existing routing state. See Section 7.1.3.
The new status is reported; if the status is Good, the SII-
Handl e of the peer is also reported, as for RecvMessage.

Route Deletion: G ST has determined that an old route is now
definitely invalid, e.g., that flows are definitely not using
it (see Section 7.1.4). The Sll-Handle of the peer is also
reported.

Node Aut horisation Change: The authorisation status of a peer has
changed, neaning that routing state is no |onger valid or that
a signalling peer is no |longer reachable; see Section 4.4.2.

Conmuni cation Failure: Conmmunication with the peer has failed;
nessages may have been | ost.
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B.5. SetStateLifetinme

This primtive is passed froma signalling application to G ST. It
i ndi cates the duration for which the signalling application would
like G ST to retain its routing state. It can also give a hint that

the signalling application is no longer interested in the state.
SetStateLifetime ( NSLPID, MR, SID, State-Lifetine )

NSLPI D: Provides the NSLPID to which the routing state lifetine
applies.

MRI:  Provides the nessage routing information to which the routing
state lifetime applies; includes the direction (in the D-flag).

SID: The session ID that the signalling application will be using
with this routing state. Can be w | dcarded.

State-Lifetine: |Indicates the lifetinme for which the signalling
application wishes G ST to retain its routing state (may be zero,
i ndi cating that the signalling application has no further interest
inthe QST state).

B.6. InvalidateRoutingState

This primtive is passed froma signalling application to G ST. It

i ndi cates that the signalling application has know edge that the next
signalling hop knowmn to G ST may no | onger be valid, either because
of changes in the network routing or the processing capabilities of
signal ling application nodes. See Section 7.1.

I nval i dat eRouti ngState ( NSLPID, MR, Status, NSLP-Data,
NSLP- Dat a- Si ze, Urgent )

NSLPI D: The NSLP originating the nessage. My be null (in which
case, the invalidation applies to all signalling applications).

MRI: The flow for which routing state should be invalidated,;
i ncludes the direction of the change (in the D-flag).

Status: The new status that should be assuned for the routing state,
one of Bad or Tentative (see Section 7.1.3).

NSLP- Dat a, NSLP-Data-Size: (optional) A payload provided by the NSLP
to be used the next G ST handshake. This can be used as part of a
conditional peering process (see Section 4.3.2). The payload wll
be transmitted without security protection.
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Urgent: A hint as to whether rediscovery should take place
i Mmediately or only with the next signalling nessage.

Appendi x C. Deploynent Issues with Router Alert Options

The G ST peer discovery handshake (Section 4.4.1) depends on the

i nterception of Q nbde encapsul ated | P packets (Section 4.3.1 and
Section 5.3.2) by routers. There are two fundanmental requirenments on
the process:

1. Packets relevant to G ST nust be intercepted.
2. Packets not relevant to G ST nust be forwarded transparently.

This specification defines the G ST behaviour to ensure that both
requi rements are nmet for a G ST-capabl e node. However, G ST packets
wi Il al so encounter non-G ST nodes, for which requirenent (2) stil
applies. If non-d ST nodes bl ock Q nobde packets, G ST will not
function. 1t is always possible for m ddl eboxes to bl ock specific
traffic types; by using a nornmal UDP encapsul ation for Q node
traffic, G ST allows NATs at |east to pass these nmessages

(Section 7.2.1), and firewalls can be configured with standard
policies. However, where the Q nmode encapsul ati on uses a Router
Alert Option (RAO at the IP level this can |lead to additiona
problens. The situation is different for |IPv4 and | Pvé6.

The I Pv4 RAO is defined by [13], which defines the RAO format with a
2-byte value field; however, only one value (zero) is defined and
there is no I ANA registry for further allocations. It states that
unknown val ues shoul d be ignored (i.e., the packets forwarded as
normal IP traffic); however, it has also been reported that sone
existing inplenentations sinply ignore the RAO val ue conpletely (i.e.
process any packet with an RAO as though the option val ue was zero).
Therefore, the use of non-zero RAO val ues cannot be relied on to make
G ST traffic transparent to existing inplementations. (Note that it
may still be valuable to be able to allocate non-zero RAO val ues for

| Pv4: this nakes the interception process nore efficient for nodes
that do exani ne the value field, and nakes no difference to nodes
that *incorrectly* ignore it. Wether or not non-zero RAO val ues are
used does not change the G ST protocol operation, but needs to be
deci ded when new NSLPs are registered.)

The second stage of the analysis is therefore what happens when a
non- A ST node that inplenments RAO handling sees a Q nbde packet. The
RAO specification sinply states "Routers that recognize this option
shal | exam ne packets carrying it nore closely (check the IP Protoco
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field, for exanple) to determ ne whether or not further processing is
necessary". There are two possibl e basic behaviours for G ST
traffic:

1. The "closer exam nation" of the packet is sufficiently
intelligent to realise that the node does not need to process it
and should forward it. This could either be by virtue of the
fact that the node has not been configured to match |P-

Pr ot ocol =UDP for RAO packets at all or that even if UDP traffic
is intercepted the port nunbers do not match anything locally
confi gur ed.

2. The "closer exam nation" of the packet identifies it as UDP, and
delivers it to the UDP stack on the node. 1In this case, it can
no | onger be guaranteed to be processed appropriately. Most
likely, it will sinply be dropped or rejected with an ICVMP error
(because there is no G ST process on the destination port to
which to deliver it).

Anal ysi s of open-source operating system source code shows the first
type of behaviour, and this has al so been seen in direct G ST
experiments with commercial routers, including the case when they
process other uses of the RAO (i.e., RSVP). However, it has al so
been reported that other RAO inplenentations will exhibit the second
type of behaviour. The consequence of this would be that Q nobde
packets are blocked in the network and G ST could not be used. Note
that although this is caused by sone subtle details in the RAO
processing rules, the end result is the sanme as if the packet was
simply bl ocked for other reasons (for exanple, many IPv4 firewalls
drop packets with options by default).

The G ST specification allows two nmain options for circumventing
nodes that block Q node traffic in I Pv4d. Wether to use these
options is a matter of inplenentation and configuration choice.

0 A G ST node can be configured to send Q nbode packets wi thout the
RAO at all. This should avoid the above probl ens, but should only
be done if it is known that nodes on the path to the receiver are
able to intercept such packets. (See Section 5.3.2.1.)

o If a GST node can identify exactly where the packets are being
bl ocked (e.g., fromI|CWVMP nessages), or can discover sone point on
the path beyond the bl ockage (e.g., by use of traceroute or by
routing table analysis), it can send the Q nbde nessages to that
point using IP-in-1P tunelling without any RAO This bypasses the
i nput side processing on the bl ocking node, but picks up nornal
G ST behavi our beyond it.
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If in the light of depl oynent experience the problem of bl ocked

Q node traffic turns out to be w despread and t hese techni ques turn
out to be insufficient, a further possibility is to define an
alternative Q nmode encapsul ation that does not use UDP. This would
require a specification change. Such an option would be restricted
to network-internal use, since operation through NATs and firewalls
woul d be much harder with it.

The situation with IPv6 is rather different, since in that case the
use of non-zero RAO values is well established in the specification
([17]) and an I ANA registry exists. The main problemis that severa
i npl enentations are still immture: for exanple, sonme treat any RAO
mar ked packet as though it was for |ocal processing w thout further
analysis. Since this prevents any RAO usage at all (including the
exi sting standardi sed ones) in such a network, it seens reasonable to
assune that such inplenmentations will be fixed as part of the genera
depl oynment of | Pv6.

Appendi x D. Exanple Routing State Tabl e and Handshake

Fi gure 11 shows a signalling scenario for a single flow being managed
by two signalling applications using the path-coupled message routing
met hod. The fl ow sender and recei ver and one router support both;
two other routers support one each. The figure also shows the
routing state table at node B
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A B C D E
oo + R + R + R + S +
| Flow | +-+ +-+ | NSLP1| | NSLP1| | | | Flow
| Sender | ====| R ====| R| ====| NSLP2| ==== | ====| NSLP2| ====| Recei ver
| | +- + +- + | G ST | | G ST | | G ST | | |
S R, + +---- - + +---- - + +---- - + Fomm oo +

Flow Direction ------------------------------ >>

oo e oo S S N +
| Message Routing I nformation | Session | NSLPID | Routing

| | ID | | State

o e m e e e e e e e e e e e e e e e m o R Fomm oo SR +
| MRM = Pat h- Coupl ed; Flow ID = | OxABCD | NSLP1 | | P-A

| {IP-A, |P-E, proto/ports}; D=up | | | |
| | | | |
| MRM = Pat h- Coupl ed; Flow ID = | OxABCD | NSLP1 | (null)

| {I1P-A [IP-E proto/ports}; D=down | | | |
| | | | |
| MRM = Pat h- Coupl ed; Flow ID = | 0x1234 | NSLP2 | | P-A

| {IP-A, |P-E, proto/ports}; D=up | | | |
| | | | |
| MRM = Pat h- Coupl ed; Flow ID = | 0x1234 | NSLP2 | Points to

| {I1P-A [IP-E proto/ports}; D=down | | | B-D MA |
o e m e e e e e e e e e e e e e e e m o R Fomm oo SR +

Figure 11: A Signalling Scenario

The upstream state is just the same address for each application
For the downstream direction, NSLP1 only requires D nbde nessages and
so no explicit routing state towards Cis needed. NSLP2 requires a
nessagi ng association for its nmessages towards node D, and node C
does not process NSLP2 at all, so the peer state for NSLP2 is a
pointer to a nessagi ng association that runs directly fromB to D
Note that Eis not visible in the state table (except inplicitly in
the address in the nessage routing information); routing state is
stored only for adjacent peers. (In addition to the peer
identification, IP hop counts are stored for each peer where the
state itself if not null; this is not shown in the table.)

Figure 12 shows a G ST handshake setting up a messagi ng associ ation
for B-D signalling, with the exchange of Stack Proposals and MA-
protocol -options in each direction. The Querying node selects TLS/
TCP as the stack configuration and sets up the nessagi ng associ ation
over which it sends the Confirm
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—————————————————————————— QUery ---------------------------->
| P(Src=Il P#A; Dst=I P#E, RAO for NSLP2); UDP(Src=6789; Dst=d ST)
D node magi ¢ nunber (0x4e04 bdab)
G ST( Header ( Type=Query; NSLPI D=NSLP2; C=1; R=1; S=0)
MRl ( MRM=Pat h- Coupl ed; Fl ow=F; Directi on=down)
Sessi onl D(0x1234) NLI (Peer="stringl’ ; |A=IP#B)
Quer yCooki e(0x139471239471923526)
St ackProposal (#Proposal s=3; 1=TLS/ TCP; 2=TLS/ SCTP; 3=TCP)
St ackConfi gur ati onDat a( Hol dTi me=300; #MPO=2;
TCP(Applicable: all; Data: null)
SCTP( Applicable: all; Data: null)))

R Response ----------------------------
| P(Src=I P#D; Dst=IP#B); UDP(Src=G ST; Dst=6789)
D node magi ¢ nunber (0x4e04 bdab)
G ST( Header ( Type=Response; NSLPI D=NSLP2; C=0; R=1; S=1)
MRl ( MRM=Pat h- Coupl ed; Fl ow=F; Direction=up)
Sessi onl D(0x1234) NLI (Peer="stringr2', |A=lP#D)
Quer yCooki e(0x139471239471923526)
Responder Cooki e( Oxacdef edcdf aeeeded)
St ackProposal (#Proposal s=3; 1=TCP; 2=SCTP; 3=TLS/ TCP)
St ackConfi gur ati onDat a( Hol dTi me=200; #MPO=3;
TCP( Appl i cabl e: 3; Data: port=6123)
TCP( Applicable: 1; Data: port=5438)
SCTP( Applicable: all; Data: port=3333)))

------------------------- TCP SYNF - - - m e e e -2 >

R TCP SYN/ACK---------mmmmmme oo - - -
------------------------- TCP ACK--------mmmmmmmae e - -2 >

TCP connect (I P Src=IP#B; | P Dst=IP#D;, Src Port=9166; Dst Port=6123)
S LR T T TLS INIT-------cmmmmm e e oo - - >
------------------------ Confirme-----mmom i a a2 >

[ Sent within nessagi ng associ ati on]

G ST(Header (Type=Confirny NSLPI D=NSLP2; C=0; R=0; S=1)
MRl ( MRM=Pat h- Coupl ed; Fl ow=F; Directi on=down)
Sessi onl D(0x1234) NLI (Peer="stringl’ ; |A=IP#B)
Responder Cooki e( Oxacdef edcdf aeeeded)
St ackProposal (#Proposal s=3; 1=TCP; 2=SCTP; 3=TLS/ TCP)
St ackConfi gur ati onDat a( Hol dTi me=300) )

Figure 12: G ST Handshake Message Sequence
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