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1. Introduction

Darknets, also called "Network Tel escopes” anbng ot her things, have
been depl oyed by several organizations (including CAl DA Team Cynru
and the University of Mchigan) to look at traffic directed to
addresses in blocks that are not in actual use. Such traffic becones
visible by either direct capture (it is routed to a collector) or by
virtue of its backscatter (its resulting in ICVMP traffic or
transport-| ayer resets).

Darknets, of course, have two problens. As their address spaces
become known, attackers stop probing them so they are |ess
effective. Also, the administrators of those prefixes are pressured
by Regional Internet Registry (RIR) policy and business requirenents
to deploy themin active networks.

[Harrop] defines a 'Greynet’ by extension, in these words:

Darknets are often proposed to nonitor for anomal ous, externally
sourced traffic, and require large, contiguous bl ocks of unused IP
addresses - not always feasible for enterprise network operators.
We introduce and evaluate the Greynet - a region of |IP address
space that is sparsely populated with "darknet" addresses
interspersed with active (or "lit") IP addresses. Based on a
smal | sanmple of traffic collected within a university canpus
network we saw that relatively sparse greynets can achi eve usefu

| evel s of network scan detection.

In other words, instead of setting aside prefixes that an attacker
m ght attenpt to probe and in so doing court discovery, Harrop
proposed that individual (or small groups of adjacent) addresses in
subnets be set aside for the purpose, using different host
identifiers in each subnet to make it nore difficult for an address
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scan to detect them The concept has value in the sense that it is
harder to map the addresses or prefixes out of an attacker’s search
pattern, as their presence is nore obscure. Harrop’ s research was
carried out using |IPv4d [ RFCO791] and yielded interesting information

1.1. Hi story and Experience

The research supporting this proposal includes two prototypes, one
with | Pv4 [ RFCO791] and one with I Pv6 [ RFC2460]. Both have
limtations, being research experinents as opposed to depl oynent of a
fini shed product.

The original research was done by Warren Harrop and docunented in
[Harrop]. This was IPv4-only. H's prem se was that one would put a
virtual or physical machine on a LAN that one was not otherw se
using, and use it to identify scans of various kinds. As reported in
hi s paper, the concept worked effectively in a prototype depl oynent
at the Centre for Advanced Internet Architectures (CAIA), Sw nburne
Uni versity of Technol ogy. The basic reason was that there was a
reasonabl e expectation on the part of a potential attacker that a

gi ven address m ght be represented, and there was no pattern that
woul d enabl e the attacker to predict which addresses were bei ng used
in this way. CAIA devel oped and rel eased a prototype FreeBSD based
Greynet systemin 2008 built around this prem se [Armtage].

Baker’'s addition to his concept started fromthe router, the idea
that the router would be highly likely to encounter any such scan if
it cane fromoff-LAN, and the fact that the router would have to use
Addr ess Resol ution Protocol (ARP) or Nei ghbor Discovery (ND) to
identify -- or fail to identify -- the nachine in question. In
effect, any address that is not currently instantiated in the subnet
acts as a Greynet trigger address. This clearly also works for any
systemthat woul d inplement ARP or ND, but the router is an obvious
focal point in any subnet.

Ti m Chown, of the School of Electronics and Conputer Science,

Uni versity of Southanpton, offered privately to do sone research on
it, and had Omen Stephens do a Linux prototype in spring 2010. They
denonstrated that the technol ogy was straightforward to i nplenment and
in fact worked in a prototype |IPv6 inplementation

The question that remains with | Pv6 address scanning is the

i kelihood that the attack would occur at all. Chown originally
argued in [RFC5157] that address scans were inpossible due to the
sheer nunmber of possibilities. However, in Septenber 2010 a report
was made to NANOG of an | Pv6 address scan. Additionally, there are
ways to limt the field; for exanple, one can observe that a conpany
buys a certain kind of machine or network interface card (NIC), and
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therefore its probable EU -64 addresses are linmted to a much snaller
range than 2764 -- nore |ike 2"24 addresses on a given subnet -- or
one can observe DNS, SMIP envel opes, Extensible Messagi ng and
Presence Protocol (XMPP) nmessages, FTP, HITP, etc., that carry IP
addresses in other ways. Such attacks can be limted by the use of
Privacy Addresses [ RFC4941], which periodically change, rendering

hi storical information |ess useful, but the fact is that such

anal ytic nethods exist.

2. Deploying Greynets

Corporate I T departnments and other network operators frequently run
collectors or other kinds of sensors. A collector is a computer
systemon the Internet that is expressly set up to attract and "trap"
nefarious attenpts to penetrate conputer systems. Such systens nay
sinmply record the attenpt or the datagramthat initiated the attenpt
(darknets/ G eynets), or they may act as a decoy, luring in potentia
attacks in order to study their activities and study their nethods
(honeypots).

To acconplish this, we separate nefarious traffic fromthat which is
likely normal and inportant, studying one and facilitating the other

2.1. Deploynent Using Routing - Darknets

One obvious way to isolate and identify nefarious traffic is to
realize that it is sent to a prefix or address that is not
instantiated. |If a canpus uses an IPv4 /24 prefix or an | Pv6 /56
prefix but contains |ess than 100 actual subnets, for exanple, we

m ght use only odd nunbered subnets (128 of the 256 available in that
prefix), and not quite all of those. Knowi ng that the active
prefixes are nore specific and therefore attract appropriate traffic,
we night al so advertise the default prefix fromthe collector,
attracting traffic directed to the uninstantiated prefixes in that
routing donain.

A second question involves mmcking a host under attack; the
collector may sinply record this uninvited traffic, or may reply as a
honeypot system

2.2. Deploynent Using Sparse Address Space - Geynets
| Pv4 subnets usually have sonme unal |l ocated space in them if only
because C assless Inter-Dormain Routing (CIDR) allocates Q(2"n)

addresses to an | P subnet and there are not exactly that nmany systens
t here.

Baker, et al. I nf or mati onal [ Page 4]



RFC 6018 | Pv4 and | Pv6 G eynets Sept ember 2010

Simlarly, with active |IPv6 prefixes, even a very large switched LAN
is likely to use a small fraction of the avail abl e addresses. This
is by design, as discussed in Section 2.5.1 of [RFC4291]. |If the
addresses are distributed reasonably random y ampong the possible

val ues, the likelihood of an attacker guessing what addresses are in
actual use is limted. This gives us an opportunity with respect to
unused addresses within an I P prefix.

Rout ers use | Pv4 ARP [ RFC0826] and | Pv6 Nei ghbor Di scovery [ RFC4861]
to determ ne the MAC (Medi a Access Control) address of a neighbor to
whi ch a datagram needs to be sent. Both specifications intend that
when a datagram arrives at a router that serves the target prefix,
but that doesn’t know the MAC address of the intended destination, it
shoul d:

o Enqueue the datagram

o Emt a Neighbor Solicitation or ARP Request,

0 Await a Neighbor Advertisenment or ARP Response, and

0 On receipt, dequeue and forward the datagram

Once the host’s MAC address is in the router’s tables (and in so
doi ng the address proven valid), the matter is not an issue.

In [Harrop], the Greynet is described as being instantiated on an

end- host that replies to ARP Requests for all 'dark’ |P addresses.
However, a small nodification to router behavior can augnment this
nodel . As well as queuing or dropping a datagramthat has triggered

an ARP Request or Neighbor Solicitation, the router forwards a copy
of this datagram over an independent link to the Geynet’s analytic
equi prent. This independent link may be a different physica
interface, a circuit, VLAN, tunnel, UDP, or other encapsul ation, or
in fact any place such a datagram coul d be handl ed. Depending on the
requirenents of the receiving collector, one could al so i magi ne
sunmmari zing information in a formsinmlar to IP Fl ow I nformation
Export (1PFIX) [RFC5101] [ RFC5610].

The anal ytic equi pment will now receive two types of datagrams. O
nost interest will be those destined for 'dark’ |IP addresses. O
less interest will be the irregular case where a datagramarrives for

a legitimate | ocal nei ghbor who has, for sone tenmporary reason, no
MAC address in the router’s tables. Datagrans arriving for an IP
destination for which an ARP reply (or Neighbor Advertisenent) has
not yet received mght also be forwarded to the anal ytical equi prent
over the independent link -- or mght not, if they are considered to
be unlikely to provide new anal ytic information.
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Anal ytic equi prent, depending on the router to recognize 'dark’ IP
addresses in this manner, can easily track arrival patterns of

dat agrans destined to unused parts of the network. It may also
optionally choose to respond to such datagranms, acting as a honeypot
to elicit further datagrans fromthe renote source

If the collector replies directly, the attacker may be able to
identify the fact through information in or about the datagram -

dat agrans sent to the same | P subnet may cone back with different TTL
val ues, for exanple. Hence, it may be advisable for the collector to
send the reply back through the tunnel and therefore as if fromthe
sanme | P subnet. Naturally, the collector in this scenario should not
respond to datagrans destined for 'lit’ | P addresses -- the intended
destination will eventually respond to the router’s ARP or Nei ghbor
Solicitation anyway.

One implication of this nodel is that distributed denial-of-service
(DDoS) attacks term nate on router subnets within a network, as
opposed to stopping on inter-router |inks.

2.3. Oher Filters

An obvi ous extension of the concept would include traffic identified
by other filters as appropriate to send to the collector. For
exanpl e, one mght configure the systemto forward traffic that fai
a uni cast Reverse Path Forwarding (UuRPF) check [RFC2827] to the

coll ector via the sane tunnel

3. Implications for Router Design

The inplication for router design applies to the IPv4 ARP and | Pv6
Nei ghbor Discovery algorithms. It might be interesting to provide,
under configuration control, the ability to forward to an analytic
systemthe arriving datagrans that trigger an ARP Request or Nei ghbor
Solicit, and then fail to receive the intended response, to an
interface, circuit, VLAN, or tunnel

4. Security Considerations

This note describes a tool for managing | Pv4 and | Pv6 network
security. Like any tool, it has Iimtations and possible attacks.

If discarding traffic under overload is a good thing, then holding
and subsequently forwarding the traffic instead places a potentia

| oad on the network and the router in question, and as such
represents a possible attack. Such an attack has obvi ous
mtigations, however; one sinply selects (in a nmanner the operator
deens appropriate) a subset of the traffic to forward and di scards
the rest. In addition, this attack is not new, it is only changed in
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character. A streamthat would instantiate the attack today results
in a load of ARP or Neighbor Solicit nmessages that all |istening
hosts nmust intelligently discard. The new attack additionally
consumes bandwi dth that is presumably set aside specifically for that
pur pose.

The question of exactly what subset of traffic is interesting and
econonmical to forward is intentionally left open. Key questions in
al gorithm desi gn include what can be learned froma given sanple (Are
bursts happening? |If so, with what data?), what the inpact on the
router and ot her equipnment in question is, how that m ght be
mtigated, etc. Possible selection algorithns dependent only on
state and algorithns typically available in a router include:

o Select all datagrams that trigger an ARP Request or Nei ghbor
Solicit.

0 Select the subset of those that are not responded to within sone
stated interval and are therefore likely dark

0 Select the subset of those that are new, if the address is
currently being solicited, forwardi ng redundant data may not be
useful .

o Select all datagranms up to sone rate

o Select all datagrams matching (or not matching) a specified filter
rul e.

5. Acknow edgenents

Al gorithnms for |earning about Internet attack behavi or by observing
backscatter traffic have been used by CAIDA, University of M chigan
Team Cynru, and others. Harrop extended themin his research. This
formul ati on of the notion originated in a discussion anong the
authors in 2005. This note grew out of a conversation with Pau

Vi xi e and Rhette Marsh on Internet traffic sensors; they also made
useful coments on it. Albert Manfredi commented on the distinction
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Ti m Chown [ RFC5157] has observed that, at |east at the tinme of
witing that RFC, address scanning attacks in | Pv6 have not been
reported in the wild. However, as nentioned in Section 1.1 above, a
(partial) scanning attack was recently reported on the NANOG mail i ng
list. Rhette Marsh has suggested the structure of such an attack
however, and Fred Baker has suggested approaches based on addressing
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6.

6.

6.

i nformati on exchanged by applications. Hence, we believe that such
i ssues may be relevant to IPv6 in the future, when IPv6 is a nore
i nteresting target.

Ti m Chown and Omen Stephens tested the proposal, and nade usefu
comments that have been incorporated in this text. H's fundanenta
coment was, however, that "it works".
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