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Abst ract

Provi der Provisioned Layer 2 Virtual Private Networks (L2VPNs) may
have different "provisioning nodels", i.e., nodels for what

i nformati on needs to be configured in what entities. Once
configured, the provisioning information is distributed by a

"di scovery process". \When the discovery process is conplete, a
signaling protocol is automatically invoked to set up the nesh of
pseudowi res (PW) that formthe (virtual) backbone of the L2VPN
Thi s docunent specifies a nunber of L2VPN provisioning nodels, and
further specifies the senmantic structure of the endpoint identifiers

required by each nodel. It discusses the distribution of these
identifiers by the discovery process, especially when discovery is
based on the Border Gateway Protocol (BGP). It then specifies how

the endpoint identifiers are carried in the two signaling protocols
that are used to set up PWs, the Label Distribution Protocol (LDP),
and the Layer 2 Tunneling Protocol version 3 (L2TPv3).
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1

| ntroducti on

[ RFC4664] describes a nunber of different ways in which sets of
pseudow res may be conbi ned together into "Provider Provisioned Layer
2 VPNs" (L2 PPVPNs, or L2VPNs), resulting in a nunber of different

ki nds of L2VPN. Different kinds of L2VPN may have different
"provisioning nodels", i.e., different nodels for what information
needs to be configured in what entities. Once configured, the
provisioning information is distributed by a "discovery process", and
once the information is discovered, the signaling protocol is
automatically invoked to set up the required pseudowi res. The
semantics of the endpoint identifiers that the signaling protoco
uses for a particular type of L2VPN are determ ned by the

provi sioning nodel. That is, different kinds of L2VPN, with

di fferent provisioning nodels, require different kinds of endpoint
identifiers. This docunent specifies a nunber of L2VPN provi sioning
nodel s and specifies the semantic structure of the endpoint
identifiers required for each provisioning nodel.

Either LDP (as specified in [ RFC5036] and extended in [ RFC4447]) or
L2TP version 3 (as specified in [RFC3931] and extended in [ RFC4667])
can be used as signaling protocols to set up and maintain PW

[ RFC3985]. Any protocol that sets up connections must provide a way
for each endpoint of the connection to identify the other; each PW
signaling protocol thus provides a way to identify the PWendpoints.
Si nce each signaling protocol needs to support all the different

ki nds of L2VPN and provisioni ng nodel s, the signaling protocol nust
have a very general way of representing endpoint identifiers, and it
is necessary to specify rules for encoding each particul ar kind of
endpoint identifier into the relevant fields of each signaling
protocol. This docunent specifies how to encode the endpoint
identifiers of each provisioning nodel into the LDP and L2TPv3
signal i ng protocols.

We nake free use of term nology from[RFC3985], [RFC4026], [RFC4664],
and [ RFC5659] -- in particular, the terns "Attachment Circuit”
"pseudowi re", "PE" (provider edge), "CE" (custoner edge), and "multi-
segnent pseudowi re".

Section 2 provides an overview of the rel evant aspects of [RFC4447]
and [ RFC4667] .

Section 3 details various provisioning nodels and relates themto the
signaling process and to the discovery process. The way in which the
signal i ng nechani sns can be integrated wi th BGP-based auto-di scovery
is covered in sonme detail

Rosen, et al. St andards Track [ Page 4]



RFC 6074 L2VPN Si gnal i ng January 2011

2.

2.

Section 4 explains howthe procedures for discovery and signaling can
be applied in a multi-AS environnment and outlines several options for
the establishnent of nulti-AS L2VPNs.

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [ RFC2119]

Si gnal i ng Protocol Franework
1. Endpoint ldentification

Per [ RFC4664], a pseudowi re can be thought of as a relationship
between a pair of "Forwarders"”. |In sinple instances of Virtua
Private Wre Service (VPWS), a Forwarder binds a pseudowire to a
single Attachment Circuit, such that franes received on the one are
sent on the other, and vice versa. |In Virtual Private LAN Service
(VPLS), a Forwarder binds a set of pseudowires to a set of Attachnment
Circuits; when a frane is received fromany nenber of that set, a MAC
(Medi a Access Control) address table is consulted (and various 802. 1d
procedures executed) to determ ne the nmenber or menbers of that set
on which the frame is to be transnmitted. |In nore complex scenari os,
Forwarders may bind PW to PW, thereby "splicing” two PW together
this is needed, e.g., to support distributed VPLS and sone inter-AS
scenari os.

In sinple VPW5, where a Forwarder binds exactly one PWto exactly one
Attachment Circuit, a Forwarder can be identified by identifying its
Attachment Circuit. |In sinple VPLS, a Forwarder can be identified by
identifying its PE device and its VPN

To set up a PWbetween a pair of Forwarders, the signaling protoco
nmust allow the Forwarder at one endpoint to identify the Forwarder at
the other. |In [RFC4447], the term "Attachnent Identifier", or "Al",
is used to refer to a quantity whose purpose is to identify a
Forwarder. |In [RFC4667], the term"Forwarder Identifier" is used for
the sanme purpose. 1In the context of this docunent, "Attachnent
Identifier" and "Forwarder ldentifier" are used interchangeably.

[ RFC4447] specifies two Forwardi ng Equi val ence C ass (FEC) el enents
that can be used when setting up pseudow res, the PWd FEC el enent,
and the Generalized ID FEC el enent. The PWd FEC el enment carries
only one Forwarder identifier; it can be thus be used only when both
forwarders have the same identifier, and when that identifier can be
coded as a 32-bit quantity. The Generalized ID FEC el ement carries
two Forwarder identifiers, one for each of the two Forwarders being
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connected. Each identifier is known as an Attachment Identifier, and
a signaling message carries both a "Source Attachment Identifier"
(SAl) and a "Target Attachment ldentifier" (TAl).

The Generalized ID FEC el ement al so provi des sonme additiona
structuring of the identifiers. It is assuned that the SAl and TAl
will sonetines have a conmon part, called the "Attachnent G oup
Identifier" (AG), such that the SAl and TAl can each be thought of
as the concatenation of the AG with an "Attachnent |ndividua
Identifier" (All). So the pair of identifiers is encoded into three
fields: AG, Source Al (SAIl), and Target All (TAIl). The SAl is
the concatenation of the AG and the SAIl, while the TAl is the
concatenation of the AG and the TAIIl.

Similarly, [RFC4667] allows using one or two Forwarder ldentifiers to

set up pseudowires. |If only the target Forwarder Identifier is used
in L2TP signali ng nessages, both the source and target Forwarders are
assuned to have the sane value. |If both the source and target

Forwarder Identifiers are carried in L2TP signaling nessages, each
Forwarder uses a locally significant identifier val ue.

The Forwarder ldentifier in [RFC4667] is an equivalent termto
Attachment ldentifier in [RFC4447]. A Forwarder ldentifier also
consists of an Attachnment Group ldentifier and an Attachnent

I ndi vidual ldentifier. Unlike the Generalized ID FEC el enent, the
AG and All are carried in distinct L2TP Attribute-Value Pairs
(AVPs). The AG is encoded in the AG AVP, and the SAIl and TAIl are
encoded in the Local End ID AVP and the Rempte End | D AVP,
respectively. The source Forwarder Identifier is the concatenation
of the A and SAIl, while the target Forwarder ldentifier is the
concatenation of the AG and TAIIl.

In applications that group sets of PW into "Layer 2 Virtual Private
Net wor ks", the AG can be thought of as a "VPN ldentifier".

It should be noted that while different forwarders support different
applications, the type of application (e.g., VPLS vs. VPW5) cannot
necessarily be inferred fromthe forwarders’ identifiers. A router
receiving a signaling message with a particular TAl will have to be
able to determne which of its local forwarders is identified by that
TAl, and to deternmine the application provided by that forwarder

But ot her nodes may not be able to infer the application sinply by

i nspection of the signaling nessages.

In this docunent, sone further structure of the A and All is
proposed for certain L2VPN applications. W note that [RFC4447]
defines a TLV structure for A and All fields. Thus, an operator
who chooses to use the Al structure defined here could al so make use
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of different A or All types if he also wanted to use a different
structure for these identifiers for some other application. For
exanpl e, the long prefix type of [ RFC5003] could be used to enable
the conmuni cati on of adm nistrative information, perhaps comnbi ned
with information | earned during auto-di scovery.

2.2. Creating a Single Bidirectional Pseudow re

In any form of LDP-based signaling, each PWendpoint nust initiate
the creation of a unidirectional LSP. A PWis a pair of such LSPs.
In nost of the L2VPN provisioning nodels, the two endpoints of a
given PWcan sinultaneously initiate the signaling for it. They nust
therefore have sonme way of deternining when a given pair of LSPs are
i ntended to be associ ated together as a single PW

The way in which this association is done is different for the
various different L2VPN services and provisioning nodels. The
details appear in later sections.

L2TP signaling inherently establishes a bidirectional session that
carries a PWbhetween two PWendpoints. The two endpoints can al so
simul taneously initiate the signaling for a given PW It is possible
that two PW can be established for a pair of Forwarders.

In order to avoid setting up duplicated pseudow res between two
Forwar ders, each PE nust be able to independently detect such a
pseudowire tie. The procedures of detecting a pseudowire tie are
descri bed in [ RFC4667] .

2.3. Attachment ldentifiers and Forwarders

Every Forwarder in a PE nust be associated with an Attachment
Identifier (Al), either through configuration or through some
algorithm The Attachnent Identifier nust be unique in the context
of the PE router in which the Forwarder resides. The conbination
<PE router, Al> nmust be globally unique.

As specified in [ RFC4447], the Attachnent Identifier may consist of
an Attachnent Goup ldentifier (AG) plus an Attachnent I|ndividua
Identifier (All). 1In the context of this document, an AG may be
thought of as a VPN-I1D, or sone attribute that is shared by all the
Attachment Circuits that are allowed to be connected.

It is sonetinmes hel pful to consider a set of attachnment circuits at a

single PE to belong to a conmon "pool". For exanple, a set of
attachment circuits that connect a single CE to a given PE may be
consi dered a pool. The use of pools is described in detail in
Section 3.3.
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The details for howto construct the AG and All fields identifying
the pseudowi re endpoints in particular provisioning nodels are
di scussed later in this docunent.

We can now consider an LSP for one direction of a pseudowire to be
identified by:

o <PE1l, <AQd, All> PE2, <Ad, All2>>

and the LSP in the opposite direction of the pseudowire will be
identified by:

o <PE2, <AG, All2> PEl, <Ad, Al1>>

A pseudowire is a pair of such LSPs. |In the case of using L2TP
signaling, these refer to the two directions of an L2TP session.

When a signaling nessage is sent fromPElL to PE2, and PEl needs to
refer to an Attachnent Identifier that has been configured on one of
its own Attachnment Circuits (or pools), the Attachnent Ildentifier is
called a "Source Attachnent ldentifier". |If PEl needs to refer to an
Attachnment ldentifier that has been configured on one of PE2's
Attachment Circuits (or pools), the Attachnent Identifier is called a
"Target Attachnment Identifier". (So an SAl at one endpoint is a TAl
at the renote endpoint, and vice versa.)

In the signaling protocol, we define encodings for the follow ng
three fields:

o Attachnent Goup Identifier (AQ)
0 Source Attachment |ndividual ldentifier (SAI)
o Target Attachment Individual ldentifier (TAII)

If the AQ is non-null, then the SAl consists of the AG together
with the SAIl, and the TAl consists of the TAIl together with the
AG. If the AD is null, then the SAIl and TAIl are the SAl and TAIl
respectively.

The intention is that the PE that receives an LDP Label Mapping
nmessage or an L2TP Incom ng Call Request (I CRQ nessage containing a
TAl will be able to map that TAl uniquely to one of its Attachnment
Crcuits (or pools). The way in which a PE maps a TAl to an
Attachnment Circuit (or pool) should be a local matter (including the
choi ce of whether to use sone or all of the bytes in the TAl for the
mappi ng). So as far as the signaling procedures are concerned, the
TAl is really just an arbitrary string of bytes, a "cookie".
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3.

3.

3.

Appli cations

In this section, we specify the way in which the pseudow re signaling
using the notion of source and target Forwarder is applied for a
nunber of different applications. For sone of the applications, we
specify the way in which different provisioning nodels can be used.
However, this is not meant to be an exhaustive list of the
applications, or an exhaustive list of the provisioning nodels that
can be applied to each application.
1. Individual Point-to-Point Pseudow res

The signaling specified in this docunent can be used to set up

i ndi vi dual I'y provisioned point-to-point pseudowires. |In this
application, each Forwarder binds a single PWto a single Attachnent
Crcuit. Each PE must be provisioned with the necessary set of
Attachment Circuits, and then certain paraneters nust be provisioned
for each Attachment Circuit.
1.1. Provisioning Mdels

3.1.1.1. Doubl e-Si ded Provisioning

In this nodel, the Attachnment Circuit nust be provisioned with a

| ocal nanme, a renpte PE address, and a renote name. During
signaling, the local name is sent as the SAIl, the renpte nane as the
TAIl, and the AG is null. [If tw Attachment Circuits are to be
connected by a PW the | ocal name of each nmust be the renote nanme of
the other.

Note that if the local nane and the renote nane are the sane, the
PWd FEC el enent can be used instead of the CGeneralized |D FEC
el enent in the LDP-based signaling.

Wth L2TP signaling, the local name is sent in Local End ID AVP, and
the renote nane in Renote End ID AVP. The A AVP is optional. |If
present, it contains a zero-length AQ value. |If the local nane and
the renote nane are the sane, Local End ID AVP can be onmtted from
L2TP signal i ng nessages.

3.1.1.2. Single-Sided Provisioning with D scovery

In this nodel, each Attachnent Circuit nust be provisioned with a
| ocal nane. The local name consists of a VPN-ID (signaled as the
AG) and an Attachment |ndividual ldentifier that is unique relative
tothe AG. If two Attachnent Circuits are to be connected by a PW
only one of them needs to be provisioned with a renote name (which of
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course is the local nane of the other Attachnent Circuit). Neither
needs to be provisioned with the address of the rempte PE, but both
nmust have the same VPN-ID

As part of an auto-discovery procedure, each PE advertises its
<VPN-id, local All> pairs. Each PE conpares its local <VPN-id,
renote All> pairs with the <VPN-id, local All> pairs advertised by
the other PEs. |If PEl has a local <VPN-id, remote All> pair with
val ue <V, fred>, and PE2 has a local <VPN-id, local All> pair with

value <V, fred> PE1 will thus be able to discover that it needs to
connect to PE2. When signaling, it will use "fred" as the TAIl, and
will use Vas the AGQ. PE1's |ocal nanme for the Attachnment Circuit

is sent as the SAll

The primary benefit of this provisioning nodel when conpared to
Doubl e- Si ded Provisioning is that it enables one to nove an
Attachment Circuit fromone PE to another w thout having to
reconfigure the renpte endpoint. However, conpared to the approach
described in Section 3.3 below, it inposes a greater burden on the
di scovery nmechani sm because each Attachnent Circuit’s name nust be
advertised individually (i.e., there is no aggregation of Attachment
Crcuit names in this sinple schene).

3.1.2. Signaling

The LDP-based signaling follows the procedures specified in

[ RFC4447]. That is, one PE (PEl) sends a Label Mapping nessage to
another PE (PE2) to establish an LSP in one direction. [If that
message i s processed successfully, and there is not yet an LSP for
the pseudowire in the opposite (PEl->PE2) direction, then PE2 sends a
Label Mapping nessage to PEIL.

In addition to the procedures of [RFC4447], when a PE receives a
Label Mapping nmessage, and the TAl identifies a particular Attachnent
Crcuit that is configured to be bound to a point-to-point PW then
the follow ng checks nust be nade.

If the Attachnent Circuit is already bound to a pseudow re (including
the case where only one of the two LSPs currently exists), and the
renote endpoint is not PEl, then PE2 sends a Label Rel ease message to
PE1, with a Status Code meaning "Attachnment Circuit bound to
different PE', and the processing of the Mappi ng nessage is conplete.

If the Attachnent Circuit is already bound to a pseudow re (including
the case where only one of the two LSPs currently exists), but the Al
at PEl is different than that specified in the AQ/SAIl fields of the
Mappi ng nmessage then PE2 sends a Label Rel ease nessage to PEl, with a
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Status Code neaning "Attachment Circuit bound to different renote
Attachment Circuit", and the processing of the Mapping nessage is
conpl et e.

Simlarly, with the L2TP-based signaling, when a PE receives an | CRQ
nessage, and the TAl identifies a particular Attachment Crcuit that
is configured to be bound to a point-to-point PW it perfornms the
foll owi ng checks.

If the Attachnent Circuit is already bound to a pseudowire, and the
renote endpoint is not PEl, then PE2 sends a Call Disconnect Notify
(CDN) nmessage to PE1l, with a Status Code neaning "Attachnent G rcuit
bound to different PE', and the processing of the |ICRQ nessage is
conpl et e.

If the Attachnent Circuit is already bound to a pseudow re, but the
pseudowire is bound to a Forwarder on PE1 with the Al different than
that specified in the SAl fields of the |ICRQ nessage, then PE2 sends
a CDN nessage to PE1l, with a Status Code neaning "Attachnent Circuit
bound to different remote Attachnent Circuit", and the processing of
the 1 CRQ nmessage i s conpl ete.

These errors could occur as the result of msconfigurations.
3.2. Virtual Private LAN Service

In the VPLS application [RFC4762], the Attachnent Circuits can be
thought of as LAN interfaces that attach to "virtual LAN sw tches",
or, in the termnol ogy of [RFC4664], "Virtual Sw tching Instances"”
(VSls). Each Forwarder is a VSI that attaches to a nunber of PW and
a nunber of Attachment Circuits. The VPLS service requires that a
singl e pseudowi re be created between each pair of VSIs that are in
the same VPLS. Each PE device may have nmultiple VSIs, where each VSI
bel ongs to a different VPLS.

3.2.1. Provisioning

Each VPLS nust have a globally unique identifier, which in [ RFC4762]
is referred to as the VPLS identifier (or VPLS-id). Every VSI nust
be configured with the VPLS-id of the VPLS to which it bel ongs.

Each VSI nmust al so have a unique identifier, which we call a VSI-ID
This can be fornmed automatically by concatenating its VPLS-id with an
| P address of its PE router. (Note that the PE address here is used
only as a formof unique identifier; a service provider could choose
to use some other nunbering schene if that was desired, as |ong as
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each VSI is assigned an identifier that is unique within the VPLS
i nstance. See Section 4.4 for a discussion of the assignnent of
identifiers in the case of nmultiple providers.)

3.2.2. Auto-Discovery
3.2.2.1. BGP-Based Auto-Discovery

This section specifies how BGP can be used to di scover the
i nformati on necessary to build VPLS instances.

When BGP-based aut o-di scovery is used for VPLS, the AFI/SAFI (Address
Fam |y ldentifier / Subsequent Address Famly ldentifier) [RFC4760]
will be:

0 An AFl (25) for L2VPN. (This is the same for all L2VPN schenes.)

o A SAFI (65) specifically for an L2VPN servi ce whose pseudowi res
are set up using the procedures described in the current docunent.

See Section 6 for further discussion of AFI/SAFI assignnent.

In order to use BGP-based auto-discovery, there nmust be at |east one
globally unique identifier associated with a VPLS, and each such
identifier must be encodable as an 8-byte Route Distinguisher (RD
Any met hod of assigning one or nore unique identifiers to a VPLS and
encodi ng each of themas an RD (using the encodi ng techni ques of

[ RFC4364]) will do.

Each VSI needs to have a unique identifier that is encodable as a BGP
Net wor k Layer Reachability Information (NLRI). This is forned by
prependi ng the RD (fromthe previous paragraph) to an | P address of
the PE containing the VSI. Note that the role of this address is
simply as a readily avail able unique identifier for the VSIs within a
VPN; it does not need to be globally routable, but it nmust be unique
within the VPLS instance. An alternate schenme to assign uni que
identifiers to each VSI within a VPLS instance (e.g., numbering the
VSlIs of a single VPN from1l to n) could be used if desired.

When using the procedures described in this document, it is necessary
to assign a single, globally unique VPLS-id to each VPLS instance

[ RFC4762]. This VPLS-id nmust be encodabl e as a BGP Ext ended
Conmunity [ RFC4360]. As described in Section 6, two Extended
Conmuni ty subtypes are defined by this docunent for this purpose.

The Extended Community MJST be transitive.
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The first Extended Comunity subtype is a Two-octet AS Specific

Ext ended Community. The second Extended Comunity subtype is an |Pv4
Address Specific Extended Community. The encodi ng of such
Conmunities is defined in [RFC4360]. These encodi ngs ensure that a
service provider can allocate a VPLS-id without risk of collision

wi th anot her provider. However, note that coordi nation of VPLS-ids
anmong providers is necessary for inter-provider L2VPNs, as descri bed
in Section 4.4.

Each VSI al so needs to be associated with one or nore Route Target
(RT) Extended Communities. These control the distribution of the
NLRI, and hence will control the formation of the overlay topol ogy of
pseudowi res that constitutes a particular VPLS.

Aut o- di scovery proceeds by having each PE distribute, via BGP, the
NLRI for each of its VSIs, with itself as the BG® next hop, and with
the appropriate RT for each such NLRI. Typically, each PE would be a
client of a small set of BGP route reflectors, which would

redi stribute this information to the other clients.

If a PE receives a BGP update from which any of the elenents
speci fi ed above is absent, the update shoul d be ignored.

If a PE has a VSI with a particular RT, it can then inport all the
NLRI' s that have that sane RT, and fromthe BGP next hop attribute of
these NLRI it will learn the | P addresses of the other PE routers
whi ch have VSIs with the same RT. The considerations in Section
4.3.3 of [RFC4364] on the use of route reflectors apply.

If a particular VPLS is neant to be a single fully connected LAN, al
its VSIs will have the same RT, in which case the RT could be (though
it need not be) an encoding of the VPN-id. A VSI can be placed in
mul tiple VPLSes by assigning it nultiple RTs.

Not e that hierarchical VPLS can be set up by assigning nultiple RTs
to sone of the VSIs; the RT mechanismall ows one to have conpl ete
control over the pseudowire overlay that constitutes the VPLS

t opol ogy.

If Distributed VPLS (described in Section 3.5) is deployed, only the
Net wor k- faci ng PEs (N-PEs) participate in BGP-based auto-di scovery.
This means that an N-PE would need to advertise reachability to each
of the VSIs that it supports, including those |ocated in User-facing
PEs (U PEs) to which it is connected. To create a unique identifier
for each such VSI, an | P address of each U PE conbined with the RD
for the VPLS instance coul d be used.
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In summary, the BGP advertisenent for a particular VSI at a given PE
will contain:

o an NLRI of AFlI = L2VPN, SAFlI = VPLS, encoded as RD: PE addr
0 a BGP next hop equal to the | oopback address of the PE
0o an Extended Community Attribute containing the VPLS-id
0 an Extended Community Attribute containing one or nore RTS.

See Section 6 for discussion of the AFl and SAFI val ues. The fornat
for the NLRI encoding is:

oo e oo +
| Length (2 octets) |
o e m e e e e e e e e e e e e e e e +
| Route Distinguisher (8 octets) |
oo oo +
| PE addr (4 octets) |
oo e +

Note that this advertisement is quite simlar to the NLRI format
defined in [RFC4761], the nmamin difference being that [ RFC4761] al so
i ncludes a | abel block in the NLRI. Interoperability between the
VPLS schene defined here and that defined in [ RFC4761] is beyond the
scope of this docunent.

3.2.3. Signaling

It is necessary to create Attachnent ldentifiers that identify the
VSIs. |In the preceding section, a VSI-ID was encoded as RD: PE_addr
and the VPLS-id was carried in a BG Extended Comunity. For
signaling purposes, this information is encoded as follows. W
encode the VPLS-id in the A field, and place the PE addr (or, nore
precisely, the VSI-I1D that was contained in the NLRI in BGP, minus
the RD) in the TAIl field. The conbination of AG and TAIIl is
sufficient to fully specify the VSI to which this pseudowire is to be
connected, in both single AS and inter-AS environnents. The SAl

MJST be set to the PE_addr of the sending PE (or, nore precisely, the
VSI-1D, without the RD, of the VSI associated with this VPLS in the
sending PE) to enable signaling of the reverse half of the PWif
needed.

The structure of the A and All fields for the Generalized ID FEC in

LDP is defined in [ RFC4447]. The AG field in this case consists of
a Type of 1, a length field of value 8, and the 8 bytes of the
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VPLS-id. The Alls consist of a Type of 1, a length field of value 4,
followed by the 4-byte PE address (or other 4-byte identifier). See
Section 6 for discussion of the A and All Type assignnent.

The encoding of the AG and All in L2TP is specified in [ RFC4667].

Note that it is not possible using this technique to set up nore than
one PWper pair of VSIs.

3.2.4. Pseudowi res as VPLS Attachnment Circuits

It is also possible using this technique to set up a PWthat attaches
at one endpoint to a VSI, but at the other endpoint only to an
Attachment Circuit. There may be nmore than one PWterminating on a
given VSI, which nust somehow be distingui shed, so each PWnust have
an SAIl that is unique relative to the VSI-ID.

3.3. Colored Pools: Full Mesh of Point-to-Point Pseudow res

The " Col ored Pool s" nodel of operation provides an automated way to
deliver VPWs. In this nodel, each PE may contain several pools of
Attachnment Circuits, each pool associated with a particular VPN. A
PE may contain nultiple pools per VPN, as each pool may correspond to
a particular CE device. It may be desired to create one pseudowi re
bet ween each pair of pools that are in the same VPN, the result would
be to create a full nesh of CE-CE Virtual Crcuits for each VPN.

3.3.1. Provisioning
Each pool is configured, and associated wth:
o a set of Attachnent Circuits;
o a "color", which can be thought of as a VPN-id of some sort;
o arelative pool identifier, which is unique relative to the color
[ Not e: depending on the technol ogy used for Attachment Circuits
(ACs), it may or may not be necessary to provision these circuits as
well. For exanple, if the ACs are frame relay circuits, there may be
some separate provisioning systemto set up such circuits.
Al ternatively, "provisioning" an AC may be as sinple as allocating an
unused VLAN ID on an interface and conmunicating the choice to the

customer. These issues are independent of the procedures described
in this docunent.]
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The pool identifier and color, taken together, constitute a globally
uni que identifier for the pool. Thus, if there are n pools of a
given color, their pool identifiers can be (though they do not need
to be) the nunbers 1-n.

The semantics are that a pseudowire will be created between every
pair of pools that have the same col or, where each such pseudowi re
will be bound to one Attachment Circuit fromeach of the two pools.

I f each pool is a set of Attachment Circuits leading to a single CE
device, then the Layer 2 connectivity among the CEs is controlled by
the way the colors are assigned to the pools. To create a full nesh,
the "color" would just be a VPN-id.

Optionally, a particular Attachment Circuit may be configured with
the relative pool identifier of a rempte pool. Then, that Attachnent
Crcuit would be bound to a particular pseudowire only if that
pseudowire’s renote endpoint is the pool with that relative poo
identifier. Wth this option, the same pairs of Attachnent Circuits
will always be bound via pseudow res.

3.3.2. Auto-Di scovery
3.3.2.1. BGP-Based Auto-Discovery

This section specifies how BGP can be used to di scover the
i nformati on necessary to build VPW5 instances.

VWhen BGP-based aut o-di scovery is used for VPW5, the AFI/SAFI will be:

0 An AFl specified by I1ANA for L2VPN. (This is the sanme for al
L2VPN schenes.)

0 A SAFI specified by 1 ANA specifically for an L2VPN servi ce whose
pseudowi res are set up using the procedures described in the
current docunent.

See Section 6 for further discussion of AFI/SAFI assignnent.

In order to use BGP-based auto-discovery, there must be one or nore
uni que identifiers associated with a particular VPW5 i nstance. Each
identifier nmust be encodable as an RD (Route Distinguisher). The
globally unique identifier of a pool must be encodable as NLRI; the
pool identifier, which we define to be a 4-byte quantity, is appended
to the RDto create the NLRI.

VWhen using the procedures described in this docunment, it is necessary
to assign a single, globally unique identifier to each VPW5 i nstance.
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This identifier nust be encodable as a BGP Extended Conmunity

[ RFC4360]. As described in Section 6, tw Extended Comunity
subtypes are defined by this docunment for this purpose. The Extended
Conmunity MJST be transitive.

The first Extended Comunity subtype is a Two-octet AS Specific

Ext ended Community. The second Extended Comunity subtype is an |Pv4
Address Specific Extended Community. The encoding of such
Conmunities is defined in [RFC4360]. These encodi ngs ensure that a
service provider can allocate a VPW5 identifier without risk of
collision with another provider. However, note that co-ordination of
VPW5 identifiers anmong providers is necessary for inter-provider
L2VPNs, as described in Section 4. 4.

Each pool nust al so be associated with an RT (route target), which
may al so be an encoding of the color. |If the desired topology is a
full mesh of pseudowires, all pools may have the same RT. See
Section 3.4 for a discussion of other topol ogies.

Aut o- di scovery proceeds by having each PE distribute, via BGP, the
NLRI for each of its pools, with itself as the BG next hop, and with
the RT that encodes the pool’s color. |If a given PE has a pool with
a particular color (RT), it nust receive, via BG, all NLRI wth that
sanme color (RT). Typically, each PE would be a client of a snmall set
of BGP route reflectors, which would redistribute this information to
the other clients.

If a PE receives a BGP update from which any of the elenents
speci fi ed above is absent, the update shoul d be ignored.

If a PE has a pool with a particular color, it can then receive al
the NLRI that have that sane color, and fromthe BGP next hop
attribute of these NLRI will learn the |IP addresses of the other PE
routers that have pools switches with the sane color. It also |earns
the unique identifier of each such renpote pool, as this is encoded in
the NLRI. The renpte pool’s relative identifier can be extracted
fromthe NLRI and used in the signaling, as specified bel ow

In summary, the BGP advertisenent for a particular pool of attachnent
circuits at a given PE will contain:

o an NLRI of AFlI = L2VPN, SAFlI = VPLS, encoded as RD: pool num
0 a BGP next hop equal to the | oopback address of the PE
o an Extended Conmmunity Attribute containing the VPWS identifier

0 an Extended Community Attribute containing one or nore RTs.
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See Section 6 for discussion of the AFl and SAFI val ues.
3.3.3. Signaling

The LDP-based signaling follows the procedures specified in

[ RFC4447]. That is, one PE (PELl) sends a Label Mapping nessage to
another PE (PE2) to establish an LSP in one direction. The address
of PE2 is the next-hop address |earned via BGP as described above.

If the message is processed successfully, and there is not yet an LSP
for the pseudowire in the opposite (PE1l->PE2) direction, then PE2
sends a Label Mapping nessage to PEl. Simlarly, the L2TPv3-based
signaling follows the procedures of [RFC4667]. Additional details on
the use of these signaling protocols foll ow.

When a PE sends a Label Mapping nessage or an | CRQ nmessage to set up
a PWbetween two pools, it encodes the VPWS identifier (as
distributed in the Extended Conmmunity Attribute by BGP) as the AG,
the local pool’s relative identifier as the SAIl, and the renote
pool’s relative identifier as the TAII.

The structure of the AG and Al fields for the Generalized ID FEC in
LDP is defined in [ RFC4447]. The AG field in this case consists of
a Type of 1, a length field of value 8, and the 8 bytes of the VPWs
identifier. The TAIl consists of a Type of 1, a length field of
value 4, followed by the 4-byte renote pool nunber. The SAl

consists of a Type of 1, a length field of value 4, followed by the
4-byte | ocal pool number. See Section 6 for discussion of the AG
and All Type assignment. Note that the VPLS and VPWS procedures
defined in this docunent can make use of the same AG Type (1) and
the sane All Type (1).

The encoding of the AG and Al in L2TP is specified in [ RFC4667].

When PE2 receives a Label Mpping nessage or an | CRQ nessage from
PE1, and the TAl identifies a pool, and there is already a pseudow re
connecting an Attachnent Circuit in that pool to an Attachnent
Crcuit at PEL, and the Al at PE1l of that pseudowire is the sane as
the SAl of the Label Mapping or | CRQ nessage, then PE2 sends a Labe
Rel ease or CDN nessage to PEl, with a Status Code neaning "Attachment
Crcuit already bound to remote Attachnent Circuit". This prevents
the creation of nultiple pseudow res between a given pair of pools.

Note that the signaling itself only identifies the renpte pool to
whi ch the pseudowire is to lead, not the renote Attachment Circuit
that is to be bound to the pseudowire. However, the renote PE nay
examne the SAIl field to determ ne which Attachnent Circuit shoul d
be bound to the pseudow re.
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3.4. Colored Pools: Partial Mesh

The procedures for creating a partial nmesh of pseudow res anmpbng a set
of colored pools are substantially the sane as those for creating a
full mesh, with the follow ng exceptions:

o Each pool is optionally configured with a set of "inport RTs" and
"export RTs";

o During BGP-based auto-di scovery, the pool color is still encoded
inthe RD, but if the pool is configured with a set of "export
RTs", these are encoded in the RTs of the BGP Update nessages
| NSTEAD of the col or;

o If a pool has a particular "inmport RT" value X, it will create a
PWto every other pool that has X as one of its "export RTs". The
signal i ng messages and procedures thenselves are as in
Section 3.3.3.

As a sinple exanple, consider the task of building a hub-and-spoke
topol ogy with a single hub. One pool, the "hub" pool, is configured
with an export RT of RT_hub and an inmport RT of RT_spoke. All other
pool s (the spokes) are configured with an export RT of RT_spoke and
an inport RT of RT_hub. Thus, the hub pool wll connect to the
spokes, and vice-versa, but the spoke pools will not connect to each
ot her.

3.5. Distributed VPLS

In Distributed VPLS ([ RFC4664]), the VPLS functionality of a PE
router is divided anong two systems: a U-PE and an N-PE. The U PE
sits between the user and the NPE. VS| functionality (e.g., MAC
address learning and bridging) is performed on the U-PE. A nunber of
U PEs attach to an NNPE. For each VPLS supported by a U PE, the U PE
mai ntai ns a pseudowire to each of the other U-PEs in the sanme VPLS.
However, the U-PEs do not naintain signaling control connections with
each other. Rather, each U-PE has only a single signaling
connection, to its NNPE. In essence, each U PE-to-U PE pseudowire is
conposed of three pseudow res spliced together: one from U PE to
N-PE, one fromNPE to NNPE, and one fromN-PE to UPE. In the

term nol ogy of [RFC5659], the N-PEs performthe pseudowi re switching
function to establish nmulti-segnent PW from U-PE to U PE.
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Consi der, for exanple, the follow ng topol ogy:

U PE A----- | |----UPE C
| |
NPE E-------- N-PE F
| |
U PE B----- | [ ----- U-PE D
where the four UPEs are in a commpn VPLS. W now illustrate how PW

get spliced together in the above topology in order to establish the
necessary PW from U-PE A to the other U PEs.

There are three PW fromA to E. Call these A-E/1, A-E/ 2, and A-E 3.
In order to connect A properly to the other U PEs, there must be two
PW fromE to F (call these E-F/1 and E-F/2), one PWfromE to B
(E-B/1), one fromF to C(F-C1), and one fromF to D (F-D1).

The N-PEs nust then splice these pseudowi res together to get the

equi val ent of what the non-distributed VPLS signaling nechani smwoul d
provi de:

o PWfromAto B AAE/1 gets spliced to E-B/1.

o PWfromAto C AE2 gets spliced to E-F/1 gets spliced to F-C/ 1.
o PWfromAto D AE 3 gets spliced to E-F/2 gets spliced to F-D/ 1.

It doesn’t natter which PW get spliced together, as |long as the
result is one fromA to each of B, C, and D

Sinmlarly, there are additional PW that nust get spliced together to
properly interconnect UPE B with U-PEs C and D, and to interconnect
U PE Cwith UPE D

The following figure illustrates the P fromAto C and fromB to D.
For clarity of the figure, the other four PW are not shown.
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splicing points

Y% Y%
A-C PW <----- S e e e e - P >
U-PE A----- | |----UPE C
| |
N-PE E-------- N-PE F
| |
U-PE B----- | |----- U PE D
B-D PW <----- S e e e e - P >
N N

splicing points

One can see that distributed VPLS does not reduce the number of
pseudowi res per U-PE, but it does reduce the nunber of contro
connections per U-PE. Wether this is worthwhil e depends, of course,
on what the bottleneck is.

.5.1. Signaling

The signaling to support Distributed VPLS can be done with the
mechani sns described in this docunent. However, the procedures for
VPLS (Section 3.2.3) need sone additional nmachinery to ensure that
the appropriate nunber of PW are established between the various
N PEs and U PEs, and anong the N PEs.

At a given NNPE, the directly attached U-PEs in a given VPLS can be
nunbered from1 to n. This nunber identifies the U-PE relative to a
particular VPN-id and a particular NNPE. (That is, to uniquely
identify the UPE, the NNPE, the VPN-id, and the U PE nunmber nust be
known. )

As a result of configuration/discovery, each U PE nust be given a
list of <j, IP address> pairs. Each elenment in this list tells the
U PE to set upj PW to the specified I P address. Wen the U PE
signals to the NNPE, it sets the A to the proper-VPN-id, and sets
the SAIl to the PWnunber, and sets the TAIl to null
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In the above exanple, U-PE A would be told <3, E> telling it to set
up 3 PW to E.  Wen signaling, A wuld set the A to the proper
VPN-id, and would set the SAIl to 1, 2, or 3, depending on which of
the three PW it is signaling.

As a result of configuration/discovery, each N-PE nust be given the
following information for each VPLS:

o A "Local" list: {<j, |IP address>}, where each element tells it to
set up j PW to the locally attached U-PE at the specified
address. The nunber of elenments in this list will be n, the
nunber of locally attached U-PEs in this VPLS. |n the above
exanpl e, E would be given the local list: {<3, A> <3, B>},

telling it to set up 3 PW to A and 3 to B.

o A local numbering, relative to the particular VPLS and the
particular N-PE, of its U PEs. In the above exanple, E could be
told that UPE Ais 1, and UPE B is 2.

o A "Renpte" list: {<IP address, k>}, telling it to set up k PW,
for each U-PE, to the specified IP address. Each of these IP
addresses identifies an N-PE, and k specifies the number of U PEs
at the NNPE that are in the VPLS. In the above exanple, E would
be given the renote list: {<2, F>}. Since N-PE E has 2 U PEs,
this tells it to set up 4 PW to NNPE F, 2 for each of its E's
U- PEs.

The signaling of a PWfromN-PE to U-PE is based on the local Iist
and the | ocal nunbering of U PEs. When signaling a particular PW
froman NNPE to a UPE, the AQ is set to the proper VPN-id, and SAll
is set to null, and the TAIl is set to the PWnunber (relative to
that particular VPLS and U-PE). In the above exanple, when E signals
to A it would set the TAIl to be 1, 2, or 3, respectively, for the 3
PW it nust set up to A It would simlarly signal 3 PN to B.

The LSP signaled fromU PE to NNPE is associated with an LSP from
N-PE to UPE in the usual manner. A PWbetween a U-PE and an N-PE i s
known as a "U PW.

The signaling of the appropriate set of P fromN-PE to NNPE is
based on the rennte list. The PW between the N-PEs can all be

consi dered equivalent. As long as the correct total nunber of PW
are established, the NNPEs can splice these PW to appropriate U PW.
The signaling of the correct nunmber of PW from NPE to NNPE is based
on the renote list. The renote list specifies the nunber of PW to
set up, per local U-PE to a particular renmote N PE.
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3.

3.

5.

5.

When signaling a particular PWfroman NNPE to an NNPE, the AG is
set to the appropriate VPN-id. The TAIl identifies the rempte N-PE,

as in the non-distributed case, i.e., it contains an | P address of
the rembte NNPE. If there are n such PWs, they are distinguished by
the setting of the SAIl. In order to allow multiple different SAII

values in a single VPLS, the sending N-PE needs to have as nmany VSI -
IDs as it has U-PEs. As noted above in Section 3.2.2, this may be

achi eved by using an | P address of each attached U PE, for exanple.

A PWbetween two N-PEs is known as an "N PW.

Each U-PWnust be "spliced" to an NNPW This is based on the renote
list. If the renpte Iist contains an element <i, F> then i U PW
fromeach local U PE nust be spliced to i NPW fromthe renote N PE
F. It does not matter which U-PW are spliced to which N-PW, as
long as this constraint is met.

I[f an N-PE has nore than one |ocal U PE for a given VPLS, it nust
al so ensure that a U-PWfrom each such U-PE is spliced to a U-PWfrom
each of the other U PEs.

2. Provisioning and Di scovery

Every N PE must be provisioned with the set of VPLS instances it
supports, a VPN-id for each one, and a list of local U PEs for each
such VPLS. As part of the discovery procedure, the N-PE adverti ses
the nunber of U PEs for each VPLS. See Section 3.2.2 for details.

Aut o- di scovery (e.g., BGP-based) can be used to discover all the
other NNPEs in the VPLS, and for each, the number of U PEs local to
that NNPE. Fromthis, one can conpute the total nunber of U PEs in
the VPLS. This information is sufficient to enable one to conpute
the local list and the renpte list for each N PE.

3. Non-Distributed VPLS as a Sub- Case

A PE that is providing "non-distributed VPLS" (i.e., a PE that
perfornms both the U-PE and N-PE functions) can interoperate with
N-PE/ U-PE pairs that are providing distributed VPLS. The "non-

di stributed PE'" sinply advertises, in the discovery procedure, that
it has one |l ocal U PE per VPLS. And of course, the non-distributed
PE does no PW switching.

If every PE in a VPLS is providing non-distributed VPLS, and thus
every PE is advertising itself as an NNPE with one local U PE, the
resultant signaling is exactly the same as that specified in
Section 3.2.3 above.
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3.5.4. Splicing and the Data Pl ane

Splicing two PW together is quite straightforward in the MPLS data
pl ane, as noving a packet fromone PWdirectly to another is just a
"l abel replace’ operation on the PWIlabel. Wen a PWconsists of two
or nore PW spliced together, it is assuned that the data will go to
the node where the splicing is being done, i.e., that the data path
wi || pass through the nodes that participate in PWsignaling.

Further details on splicing are discussed in [RFC6073].
4. Inter-AS Qperation

The provisioning, auto-discovery, and signaling nechani sns descri bed
above can all be applied in an inter-AS environment. As in
[ RFC4364], there are a nunmber of options for inter-AS operation.

4.1. Miltihop EBGP Redistribution of L2VPN NLRIs

This option is nost like option (c) in [RFC4364]. That is, we use
mul ti hop External BGP (EBGP) redistribution of L2VPN NLRI s between
source and destination ASes, with EBGP redistribution of |abeled |Pv4
or IPv6 routes from AS to nei ghboring AS.

An Aut ononpbus System Border Router (ASBR) nust nmintain | abeled | Pv4
/32 (or IPv6 /128) routes to the PE routers withinits AS. It uses
EBGP to distribute these routes to other ASes, and sets itself as the
BGP next hop for these routes. ASBRs in any transit ASes will also
have to use EBGP to pass along the |abeled /32 (or /128) routes.

This results in the creation of a set of |abel switched paths from
all ingress PE routers to all egress PE routers. Now, PE routers in
di fferent ASes can establish multi-hop EBGP connections to each other
and can exchange L2VPN NLRI s over those connections. Follow ng such
exchanges, a pair of PEs in different ASes could establish an LDP
session to signal PW between each other

For VPLS, the BGP advertisenent and PWsignaling are exactly as
described in Section 3.2. As a result of the multi hop EBGP session
that exists between source and destination AS, the PEs in one AS that
have VSIs of a certain VPLS will discover the PEs in another AS that
have VSIs of the same VPLS. These PEs will then be able to establish
the appropriate PWsignaling protocol session and establish the ful
nmesh of VSI-VSlI pseudowires to build the VPLS as described in

Section 3.2.3.

For VPW5, the BGP advertisement and PWsignaling are exactly as

described in Section 3.3. As a result of the nulti hop EBGP session
that exi sts between source and destination AS, the PEs in one AS that
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have pools of a certain color (VPN) will discover PEs in another AS
that have pools of the sane color. These PEs will then be able to
establish the appropriate PWsignaling protocol session and establish
the full mesh of pseudow res as described in Section 3.2.3. A
partial mesh can simlarly be established using the procedures of
Section 3.4.

As in Layer 3 VPNs, building an L2VPN that spans the networks of nore
than one provider requires sone co-ordination in the use of RTs and
RDs. This subject is discussed in nore detail in Section 4.4.

4.2. EBGP Redistribution of L2VPN NLRIs with Ml ti-Segment Pseudowi res

A possi bl e drawback of the approach of the previous section is that
it creates PWsignaling sessions anong all the PEs of a given L2VPN
(VPLS or VPW5). This neans a potentially |arge nunber of LDP or
L2TPv3 sessions will cross the AS boundary and that these sessions
connect to many devices within an AS. |In the case where the ASes
belong to different providers, one might inagine that providers would
like to have fewer signaling sessions crossing the AS boundary and
that the entities that termnate the sessions could be restricted to
a smaller set of devices. Furthernore, by forcing the LDP or L2TPv3
signaling sessions to termnate on a small set of ASBRs, a provider
coul d use standard authentication procedures on a snmall set of inter-
provi der sessions. These concerns notivate the approach descri bed
her e.

[ RFC6073] describes an approach to "swi tching" packets from one
pseudowire to another at a particular node. This approach allows an
end-to-end, nulti-segnment pseudowire to be constructed out of severa
pseudow re segnents, w thout maintaining an end-to-end contro
connection. W can use this approach to produce an inter-AS solution
that nore closely resenmbles option (b) in [RFC4A364].

In this nmodel, we use EBGP redistribution of L2VPN NLRI from AS to
nei ghboring AS. First, the PE routers use Internal BGP (IBGP) to
redistribute L2VPN NLRI either to an ASBR, or to a route reflector of
which an ASBR is a client. The ASBR then uses EBGP to redistribute
those L2VPN NLRI to an ASBR in another AS, which in turn distributes
themto the PE routers in that AS, or perhaps to another ASBR which
in turn distributes them and so on

In this case, a PE can learn the address of an ASBR through which it
could reach another PE to which it wi shes to establish a PW That
is, alocal PEwll receive a BG advertisenent containing L2VPN NLRI
corresponding to an L2VPN i nstance in which the |local PE has some
attached nenbers. The BGP next-hop for that L2VPN NLRI wi |l be an
ASBR of the local AS. Then, rather than building a contro
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connection all the way to the renote PE, it builds one only to the
ASBR. A pseudow re segnment can now be established fromthe PE to the
ASBR. The ASBR in turn can establish a PWto the ASBR of the next

AS, and splice that PWto the PWfromthe PE as described in

Section 3.5.4 and [RFC6073]. Repeating the process at each ASBR

| eads to a sequence of PWsegnents that, when spliced together,
connect the two PEs.

Note that in the approach just described, the local PE nmay never
learn the | P address of the renote PE. It learns the L2VPN NLRI
advertised by the renote PE, which need not contain the renote PE
address, and it learns the |IP address of the ASBR that is the BGP
next hop for that NLRI

When this approach is used for VPLS, or for full-mesh VPW5, it |eads
to a full mesh of pseudowi res anong the PEs, just as in the previous
section, but it does not require a full nesh of control connections
(LDP or L2TPv3 sessions). Instead, the control connections within a
single AS run anong all the PEs of that AS and the ASBRs of the AS.

A single control connection between the ASBRs of adjacent ASes can be
used to support however many AS-to-AS pseudowi re segnents are needed.

Note that the procedures described here will result in the splicing
points (PWSwitching PEs (S-PEs) in the term nol ogy of [RFC5659])
being co-located with the ASBRs. It is of course possible to have
mul ti pl e ASBR- ASBR connections between a given pair of ASes. |In this
case, a given PE could choose anpong the avail abl e ASBRs based on a
range of criteria, such as G netric, |ocal configuration, etc.,

anal ogous to choosing an exit point in normal IP routing. The use of
nmultiple ASBRs would | ead to greater resiliency (at the tinescal e of
BGP routing convergence) since a PE could select a new ASBR in the
event of the failure of the one currently in use.

As in layer 3 VPNs, building an L2VPN that spans the networks of nore
than one provider requires sone co-ordination in the use of RTs and
RDs. This subject is discussed in nore detail in Section 4.4.

4.3. Inter-Provider Application of Distributed VPLS Signaling

An alternative approach to inter-provider VPLS can be derived from
the Distributed VPLS approach descri bed above. Consider the
fol |l owi ng topol ogy:

PE A --- Network 1 ----- Border ----- Border ----- Network 2 --- PE B
Router 12 Router 21 |

|
PE C
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where A, B, and C are PEs in a conmon VPLS, but Networks 1 and 2 are
networks of different service providers. Border Router 12 is Network
1's border router to network 2, and Border Router 21 is Network 2's
border router to Network 1. W suppose further that the PEs are not
"distributed", i.e, that each provides both the U PE and N PE
functions.

In this topol ogy, one needs two inter-provider pseudow res: A-B and
A-C

Suppose a service provider decides, for whatever reason, that it does
not want each of its PEs to have a control connection to any PEs in
the other network. Rather, it wants the inter-provider contro
connections to run only between the two border routers.

Thi s can be achi eved using the techni ques of Section 3.5, where the
PEs behave |ike U PEs, and the BRs behave Iike N-PEs. 1In the exanple
topol ogy, PE A would behave like a U-PE that is locally attached to
BR12; PEs B and C would be have like U PEs that are locally attached
to BR21; and the two BRs woul d behave |ike N PEs.

As a result, the PWfrom A to B woul d consist of three segnents:
A-BR12, BR12-BR21, and BR21-B. The border routers would have to
splice the correspondi ng segnments together

This requires the PEs within a VPLS to be nunbered from1-n (relative
to that VPLS) within a given network.

4.4. RT and RD Assi gnnent Considerations

We note that, in order for any of the inter-AS procedures described
above to work correctly, the two ASes nust use RTs and RDs
consistently, just as in Layer 3 VPNs [ RFC4364]. The structure of
RTs and RDs is such that there is not a great risk of accidenta
collisions. The main challenge is that it is necessary for the
operator of one AS to know what RT or RTs have been chosen in another
AS for any VPN that has sites in both ASes. As in Layer 3 VPNs,
there are many ways to make this work, but all require sone co-
operation anmong the providers. For exanmple, provider A may tag al
the NLRI for a given VPN with a single RT, say RT_A, and provider B
can then configure the PEs that connect to sites of that VPN to
import NLRI that contains that RT. Provider B can choose a different
RT, RT_B, tag all NLRI for this VPN with that RT, and then provider A
can inmport NLRI with that RT at the appropriate PEs. However, this
does require both providers to conmunicate their choice of RTs for
each VPN. Alternatively, both providers could agree to use a conmpn
RT for a given VPN. In any case, conmunication of RTs between the
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providers is essential. As in Layer 3 VPNs, providers may configure
RT filtering to ensure that only coordi nated RT val ues are all owed
across the AS boundary.

Note that a single VPN identifier (carried in a BGP Extended
Conmunity) is required for each VPLS or VPWS instance. The encoding
rules for these identifiers [ RFC4360] ensure that collisions do not
occur with other providers. However, for a single VPLS or VPW5

i nstance that spans the networks of two or nore providers, one
provider will need to allocate the identifier and conmunicate this
choice to the other provider(s), who nust use the same val ue for
sites in the same VPLS or VPWS instance.

5. Security Considerations

Thi s docunent describes a nunber of different L2VPN provi si oning
nodel s, and specifies the endpoint identifiers that are required to
support each of the provisioning nodels. It also specifies how those
endpoint identifiers are napped into fields of auto-discovery
protocol s and signaling protocol s.

The security considerations related to the signaling protocols are
di scussed in the rel evant protocol specifications ([ RFC5036],
[ RFC4447], [RFC3931], and [ RFC4667]).

The security considerations related to BGP-based auto-di scovery,
including inter-AS issues, are discussed in [ RFC4364]. L2VPNs that
use BGP-based auto-di scovery may automate setup of security
mechani sns as well. Specification of automated security nechani sns
are outside the scope of this docunent, but are recommended as a
future work item

The security considerations related to the particular kind of L2VPN
service being supported are discussed in [ RFC4664], [RFC4665], and
[ RFC4762] .

The way in which endpoint identifiers are mapped into protocol fields
does not create any additional security issues.

6. | ANA Consi der ati ons

| ANA has assigned an AFl and a SAFI for L2VPN NLRI. Both the AFl and
SAFlI are the sane as the val ues assigned for [RFC4761]. That is, the
AFl is 25 (L2VPN) and the SAFI is 65 (already allocated for VPLS)

The sane AFl and SAFI are used for both VPLS and VPWS aut o-di scovery

as described in this docunent.
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[ RFC4446] defines registries for "Attachnment Group ldentifier (AQ)
Type" and "Attachnment Individual Identifier (Al) Type". Type 1 in
each registry has been assigned to the AG and All formats defined in
this document.

| ANA has assigned two new LDP status codes. |ANA already naintains a
regi stry of nanme "STATUS CODE NAME SPACE" defined by [RFC5036]. The
foll owi ng val ues have been assi gned:

0x00000030 Attachnment Circuit bound to different PE

0x0000002D Attachnent Circuit bound to different renote Attachnent
Circuit

Two new L2TP Result Codes have been registered for the CDN nessage.

| ANA al ready maintains a registry of L2TP Result Code Val ues for the
CDN nessage, defined by [RFC3438]. The follow ng val ues have been
assi gned:

27: Attachnment Circuit bound to different PE
28: Attachnment Circuit bound to different renote Attachment Circuit

[ RFC4360] defines a registry entitled "Two-octet AS Specific Extended
Conmunity". | ANA has assigned a value in this registry fromthe
“"transitive" range (0x0000-0x00FF). The value is as foll ows:

0 Ox000A Two-octet AS specific Layer 2 VPN Identifier

[ RFC4360] defines a registry entitled "I Pv4 Address Specific Extended
Conmunity". | ANA has assigned a value in this registry fromthe
“"transitive" range (0x0100-0x01FF). The value is as foll ows:

0 Ox010A Layer 2 VPN ldentifier

7. BGP-AD and VPLS-BGP Interoperability
Bot h BGP- AD and VPLS-BGP [ RFCA761] use the same AFI/SAFI. |In order
for both BGP-AD and VPLS-BGP to co-exist, the NLRI |ength nust be
used as a demul ti pl exer
The BGP-AD NLRI has an NLRI |ength of 12 bytes, containing only an
8-byte RD and a 4-byte VSI-ID. VPLS-BGP [ RFC4761] uses a 17-byte

NLRI 1 ength. Therefore, inplenmentations of BGP-AD nust ignore NLR
that are greater than 12 bytes.
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