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Abst ract

Thi s docunent investigates potential application scenarios and use
cases for | ow power wireless personal area networks (LoWPANs). This
docunent provi des di nensions of design space for LOWPAN appli cati ons.
A list of use cases and narket donmins that may benefit and notivate
the work currently done in the 6LOWPAN Wrking Group is provided with
the characteristics of each dimension. A conplete list of practica
use cases is not the goal of this docunent.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6568
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1. Introduction

Low power and | ossy networks (LLNs) is the termcomonly used to
refer to networks nade of highly constrai ned nodes (limted CPU
nmenory, power) interconnected by a variety of "lossy" links

(I owpower radio |inks or Power-Line Communication (PLC)). They are
characterized by | ow speed, |ow perfornance, |ow cost, and unstable
connectivity. A LOoWPAN is a particular instance of an LLN, fornmed by
devices conplying with the | EEE 802.15.4 standard [5]. Their typica
characteristics can be sunmarized as foll ows:

o Limted Processing Capability: The smallest conmon LoWPAN nodes
have 8-bit processors with clock rates around 10 M. O her
nodel s exist with 16-bit and 32-bit cores (typically ARM),
runni ng at frequencies on the order of tens of M.
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o Snall Menory Capacity: The snmall est conmmon LoWPAN nodes have a few
kil obytes of RAMwith a few dozen kil obytes of ROMfl ash nenory.
Wil e nenory sizes of nodes continue to grow (e.g., |Mte has 64
KB SRAM 512 KB Fl ash nmenory), the nature of small menory capacity
for LoWPAN nodes remains a chall enge.

o Low Power: Wreless radios for LoOWPANs are nornal |y
battery-operated. Their radio frequency (RF) transceivers often
have a current draw of about 10 to 30 mA, dependi ng on the used
transm ssi on power level. 1In order to reach common indoor ranges
of up to 30 neters and outdoor ranges of 100 nmeters, the used
transm ssion power is set around O to 3 dBm Depending on the
processor type, there is an additional battery current consunption
of the CPU itself, comonly on the order of tens of millianperes.
However, the CPU power consunption can often be reduced by a
t housandf ol d when switching to sl eep node.

o Short Range: The Personal Operating Space (PCS) defined by
| EEE 802.15.4 inplies a range of 10 neters. For rea
i mpl enent ati ons, the range of LoWPAN radios is typically neasured
in tens of meters, but can reach over 100 neters in |ine-of-sight
situations.

o Low Bit Rate: The | EEE 802. 15.4 standard defines a maxi num
over-the-air rate of 250 kbit/s, which is nbst conmonly used in
current deploynments. Alternatively, three | ower data rates of 20,
40, and 100 kbit/s are defined.

As with any other LLN, a LoWPAN is not necessarily conprised of
sensor nodes only, but may al so consist of actuators. For instance,
in an agricultural environnent, sensor nodes m ght be used to detect
low soil humidity and then send conmands to activate the sprinkler
system

After defining common termnology in Section 1.1 and describing the
characteristics of LoOWPANs in Section 2, this docunment provides a
list of use cases and market donmins that may benefit and notivate
the work currently done in the 6LOWPAN Worki ng G oup
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1.1. Term nol ogy

Readers are expected to be famliar with all ternms and concepts

di scussed in "I Pv6 over Low Power Wreless Personal Area Networks
(6LOWPANSs) : Overvi ew, Assumptions, Problem Statenent, and CGoal s" [2],
and "Transm ssion of |Pv6 Packets over |EEE 802.15.4 Networks" [3].

Readers woul d benefit from readi ng 6LOWPAN Nei ghbor Di scovery (ND)
[6], 6LOWPAN header conpression [7], and 6LOWPAN routing requirenents
[8] for details of 6LoWPAN wor k.

Thi s docunent defines the follow ng termns:
LC (Local Controller)

A logical functional entity that performs the special role of
coordi nating and controlling its child nodes for |ocal data
aggregation, status nanagenent of |ocal nodes, etc. There may be
nmul tiple instances of local controller nodes in a LoWPAN.

LBR (LoWPAN Bor der Router)

A border router |located at the junction of separate LoWPANs or

bet ween a LoWPAN and another |IP network. There may be one or nore
LBRs at the LoWPAN boundary. An LBR is the responsible authority
for IPv6 Prefix propagation for the LoWPAN it serves. An isolated
LOWPAN al so contains an LBR in the network; the LBR provides the
prefix(es) for the isolated network.

1.2. Premse of Network Configuration

The | EEE 802. 15. 4 standard di stingui shes between two types of nodes
-- reduced-function devices (RFDs) and full-function devices (FFDs).
As this distinction is based on sone Medi um Access Control (MAQ)
features that are not always in use, we are not using this
distinction in this docunent.

6LoWPANs can be depl oyed using either route-over or mesh-under
architectures. As the choice of route-over or nesh-under does not
affect the applicability of 6LOWPAN technol ogies to the use cases
described in the docunent, we will use the term "6LoWPAN' to nean
either a route-over or nesh-under networKk.

Conmruni cation to correspondi ng nodes outside of the LOWPAN i s
becom ng increasingly inportant for convenient data collection and
renot e-control purposes. The intermedi ate LOWPAN nodes act as packet
forwarders on the link layer or as LoWPAN routers, and connect the
entire LOWPAN in a multi-hop fashion. LBRs are used to interconnect
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a LOWPAN to other networks, or to forman extended LoWPAN by
connecting multiple LOWPANs. Before LoWPAN nodes obtain their |Pv6
addresses and the network is configured, each LoWPAN executes a

i nk-1ayer configuration either by the nechani sns specified in [6] or
by using a coordinator that is responsible for |ink-layer short
address allocation. However, the link-1ayer coordi nator
functionality is out of the scope of this docunment. Details of
address allocation in 6LOWPAN ND are in [6].

A LoWPAN can be configured as mesh-under or route-over (see
Terminology in [6]). 1In a route-over configuration, nulti-hop
transm ssion is carried out by LoWPAN routers using IP routing. In a
nmesh-under configuration, the link-local scope reaches to the
boundari es of the LoWPAN, and multi-hop transm ssion is achi eved by
forwarding data at the link layer or in a 6LOWPAN adaptation |ayer.
More information about nesh-under and route-over is in [6] and [8].

2. Design Space

Inspired by [9], this section lists the dinmensions used to describe
the design space of wireless sensor networks in the context of the
6LoWPAN Wor ki ng Group. The design space is already limted by the

uni que characteristics of a LoWPAN (e.g., | ow power, short range, |ow
bit rate), as described in [2]. The possible dinensions for scenario
categorization used in this docurment are described as foll ows:

o Depl oynent: LoOWPAN nodes can be scattered randomy, or they may be
depl oyed in an organi zed manner in a LoOWPAN. The depl oyment can
occur at once, or as an iterative process. The selected type of
depl oyment has an inmpact on node density and location. This
feature affects how to organize (nmanually or automatically) the
LoWPAN and how to al |l ocate addresses in the network.

0 Network Size: The network size takes into account nodes that
provide the intended network capability. The nunmber of nodes
i nvolved in a LOWPAN could be snall (ten), noderate (severa
hundred), or large (over a thousand).

o Power Source: The power source of nodes, whether the nodes are
battery-powered or mmins-powered, influences the network design
The power may al so be harvested from solar cells or other sources
of energy. Hybrid solutions are possible where only part of the
network i s mmi ns-power ed.

0 Connectivity: Nodes within a LoWPAN are consi dered "al ways
connected"” when there is a network connection between any two
gi ven nodes. However, due to external factors (e.g., extrene
environnent, nobility) or programed di sconnections (e.g.
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sl eepi ng node), network connectivity can be from"intermttent"
(i.e., regular disconnections) to "sporadic" (i.e., alnobst always
di sconnected). Differences in L2 duty-cycling settings nay
additionally inmpact connectivity due to highly varying bit rates.

o Milti-Hop Conmunication: The multi-hop comrunication factor
hi ghl i ghts the nunmber of hops that have to be traversed to reach
the edge of the network or a destination node withinit. A single
hop may be sufficient for sinple star topologies, but a multi-hop
conmuni cati on scheme is required for nore el aborate topol ogies,
such as meshes or trees. |In previous work on LoWPANs by academni a
and industry, various routing nechanisns were introduced, such as
data-centric, event-driven, address-centric, |ocalization-based,
geographi cal routing, etc. This docunent does not nake use of
such a fine granularity but rather uses topol ogies and single/
mul ti-hop comuni cation

o Traffic Pattern: Several traffic patterns may be used in LoWPANs
-- Point-to-Miltipoint (P2MP), Multipoint-to-Point (MP2P), and
Poi nt-to-Point (P2P), to nanme a few.

0 Security Level: LOWPANs may carry sensitive information and
require high-level security support where the availability,
integrity, and confidentiality of the information are cruci al

o Mobility: Inherent to the wireless characteristics of LoWPANs,
nodes coul d nove or be noved around. Mbbility can be an induced
factor (e.g., sensors in an autonpbile) -- and hence not
predictable -- or a controlled characteristic (e.g., pre-planned
novernent in a supply chain).

o Quality of Service (QS): QS issues in LOWPANs nay be very
different fromthe traditional end-to-end QS, as in LoWPAN
applications one end is not a single sensor node but often a group
of sensor nodes. Paraneters for QS should consider collective
data for |atency, packet |oss, data throughput, etc. In addition
QS requirements can be different based on the data delivery
nodel , such as event-driven, query-driven, continuous real-tine,
or continuous non-real-tine; these delivery nodels usually coexi st
in LOWPAN applications. QoS issues in LOWPANs are nore likely
rel ated to correspondi ng application-specific data delivery
requirenments within resource-constrai ned LoWPANSs.
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3. Application Scenarios

This section lists a fundanmental set of LOWPAN application scenarios
interms of systemdesign. A conplete Iist of practical use cases is
not the objective of this docunent.

3.1. Industrial Mnitoring

LoWPAN applications for industrial nonitoring can be associated with
a broad range of nethods to increase productivity, energy efficiency,
and safety of industrial operations in engineering facilities and
manuf acturing plants. Many conpanies currently use tine-consum ng
and expensive manual nonitoring to predict failures and to schedul e
mai nt enance or replacenents in order to avoid costly manufacturing
downtime. LOWPANs can be inexpensively installed to provide nore
frequent and nore reliable data. The depl oynent of LoWPANs can
reduce equi prrent downtine and elimnate manual equi pnent nonitoring
that is costly to perform Additionally, data analysis functionality
can be placed into the network, elimnating the need for nanual data
transfer and anal ysis.

I ndustrial nonitoring can be largely split into the foll ow ng
application fields:

o Process Mnitoring and Control: This application field conbines
advanced energy netering and sub-netering technol ogies with
Wi rel ess sensor networking in order to optimize factory
operations, reduce peak demand, ultimately | ower costs for energy,
avoi d machi ne downti nes, and increase operation safety.

A plant’s nmonitoring boundary often does not cover the entire
facility but only those areas considered critical to the process.
Wreless connectivity that is easy to install extends this line to
i ncl ude peripheral areas and process measurenents that were
previously infeasible or inpractical to reach with wred

connecti ons.

o Machine Surveillance: This application field ensures product
quality and efficient and safe equi pnent operation. Critica
equi prent paranmeters such as vibration, tenperature, and
el ectrical signature are analyzed for abnormalities that are
suggestive of inpendi ng equi pnent failure.
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3.

1

0 Supply Chain Managenent and Asset Tracking: Wth the retai
i ndustry being legally responsible for the quality of sold goods,
early detection of inadequate storage conditions with respect to

tenmperature will reduce the risk and cost of renoving products
fromthe sales channel. Exanples include container shipping,
product identification, cargo nonitoring, distribution, and

| ogi sti cs.

0o Storage Mmnitoring: This application field includes sensor systens
designed to prevent rel eases of regul ated substances into ground
wat er, surface water, and soil. This application field may al so
i nclude theft/tanpering prevention systens for storage facilities
or other infrastructure, such as pipelines.

1. A Use Case and Its Requirenments
Exampl e: Hospital Storage Roons

In a hospital, maintenance of the right tenperature in storage roons
is very critical. Red blood cells need to be stored at 2 to 6
degrees Celsius, blood platelets at 20 to 24 degrees C, and bl ood

pl asma bel ow -18 degrees C. For anti-cancer nedicine, maintaining a
hum dity of 45%to 55%is required. Storage roons have tenperature
sensors and hum dity sensors every 25 to 100 m based on the fl oor
pl an and the | ocation of shelves, as indoor obstacles distort the
radi o signals. At each blood pack, a sensor tag can be installed to
track the tenperature during delivery. A LOWPAN node is installed in
each container of a set of blood packs. 1In this case, highly dense
net wor ks rmust be managed.

Al nodes are statically deployed and nmanual |y configured with either
a single- or nulti-hop connection. Different types of LoWPAN nodes

are configured based on the service and network requirenents. In
particular, LCs play a role in aggregation of the sensed data from
bl ood packs. |In the extended networks, nmore than one LoWPAN LC can

be installed in a storage room In the case that the sensed data
froman individual node is urgent event-driven data such as outrange
of tenmperature or humdity, it will not be accumul ated (and further
del ayed) by the LCs but inmediately rel ayed.

Al'l LoWPAN nodes do not nove unl ess the bl ood packs or a container of
bl ood packs is noved. Mbving nodes get connected by | ogica
attachment to a new LOWPAN. Wien contai ners of bl ood packs are
transferred to another place in the hospital or by anbul ance, the
LoWPAN nodes on the containers associate to a new LoWPAN.
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This type of application works based on both periodic and
event-driven notifications. Periodic data is used for nonitoring
tenmperature and humidity in the storage roons. The data over or
under a predefined threshold is meaningful to report. Blood cannot
be used if it is exposed to the wong environment for about 30

m nutes. Thus, event-driven data sensed on abnormal occurrences is
time-critical and requires secure and reliable transm ssion

LoWPANs nust be provided with low installation and managenment costs,
and for the transportation of blood containers, precise |ocation
tracking of containers is inportant. The hospital network manager or
staff can be provided with an early warning of possible chain
ruptures, for exanple, by conveniently accessing conprehensive online
reports and data managenent systens.

Dom nant paraneters in industrial nonitoring scenarios:

o Deploynent: Pre-planned, nanually attached.

0 Network Size: Mediumto large size, high node density.

o Power Source: Battery-operated nmost of the tinme.

o Connectivity: Always on for crucial processes.

o Milti-Hop Conmunication: Milti-hop networking.

o Traffic Pattern: P2P (actuator control), MP2P (data collection).

0 Security Level: Business-critical. Secure transm ssion nust be
guar ant eed.

o Mbility: None (except for asset tracking).
o0 QS: Inportant for time-critical event-driven data.

o Oher Issues: Sensor network managenent, |ocation tracking,
real -time early warning.

3.1.2. 6LOWPAN Applicability

The network configuration of the above use case can differ
substantially by systemdesign. As illustrated in Figure 1, the
sinplest way is to build a star topol ogy inside of each storage room
Based on the layout and size of the storage room the LoWPAN can be
configured in a different way -- nesh topology -- as shown in

Fi gure 2.
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Each LoWPAN node may reach the LBR by a predefined routing/forwarding
nmechani sm Each LoWPAN node configures its |ink-local address and
obtains a prefix fromits LBR by a 6LoOWPAN ND procedure [6]. LOWPAN
nodes need to build a multi-hop connection to reach the LCs and LBR

Secure data transm ssion and authentication are crucial in a hospita
scenario, to prevent personal infornmation frombeing retrieved by an
adversary. Confidential data nust be encrypted not only in
transm ssi on, but al so when stored on nodes, because nodes can
potentially be stolen.

The data volunme is usually not so large in this case, but is
sensitive to delay. Data aggregators can be installed for each
storage room or just one data aggregator can collect all data. To
make a light transmission, UDP is likely to be chosen, but a secure
transm ssi on and security mechani sm nmust be added. To increase
security, link-1ayer mechani sms and/or additional security mechani sns
shoul d be used.

Because a failure of a LoWPAN node can critically affect the storage
of the bl ood packs, network nmanagement is inportant in this use case.
A lightwei ght managenment mechani sm nust be provided for this
managenent .

The service quality of this case is highly related to effective
handl i ng of event-driven data that is delay intolerant and m ssion
critical. Wong humidity and wong tenperature are events that need
to be detected as quickly and reliably as possible. It is inportant
to provide efficient resource usage for such data with consideration
of mninal usage of energy. Energy-aware QS support in wreless
sensor networks is a challenging issue [12]. It can be considered to
provi de appropriate data aggregation for mnimzing delay and
maxi m zi ng accuracy of delivery by using power-affluent nodes, or can
be aided by m ddl eware or other types of network el enents.

When a container is noved out of the storage room and connected to
anot her hospital system (if the hospital buildings are fully or
partly covered with LoWPANs), a nmechanismto rebind to a new parent

node and a new LoWPAN nust be supported. 1In the case that it is
noved by an anbul ance, it will be connected to an LBR in the vehicle.
This type of nmobility is supported by the 6LoOWPAN ND and routing
mechani sm

LoWPANs nust be provided with low installation and managenment costs,
provi di ng benefits such as reduced inventory, and precise |ocation
tracki ng of containers and nobil e equipnment (e.g., beds nmoved in the
hospi tal, ambul ances).
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Figure 1. Storage Roons with a Sinple Star Topol ogy
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Figure 2: Storage Roons with a Mesh Topol ogy
3.2. Structural Monitoring

Intelligent nmonitoring in facility managenment can nake safety checks
and periodic nmonitoring of the architecture status highly efficient.
Mai ns- power ed nodes can be included in the design phase of
construction, or battery-equi pped nodes can be added afterwards. Al
nodes are static and nmanual ly depl oyed. Sonme data is not critica
for security protection (such as periodic or query-driven
notification of normal roomtenperature), but event-driven energency
data (such as a fire alarn) nust be handled in a very critica
manner .

3.2.1. A Use Case and Its Requirements
Exampl e: Bridge Safety Mnitoring

A 1000-m | ong concrete bridge with 10 pillars is described. Each
pillar and the bridge body contain 5 sensors to neasure the water
level, and 5 vibration sensors are used to nmonitor its structura
health. The LoOWPAN nodes are depl oyed to have 100-m |i ne-of - si ght
di stance fromeach other. Al nodes are placed statically and
manual Iy configured with a single-hop connection to the |oca
coordinator. All LoWPAN nodes are immobile while the service is
provi ded. Except for the pillars, there are no special obstacles
causi ng attenuation of node signals, but careful configuration is
needed to prevent signal interference between LoWPAN nodes.
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The physical network topology is changed in case of node failure. On
the top part of each pillar, a sink node is placed to collect the
sensed data. The sink nodes of each pillar beconme data-gathering

poi nts of the LoWPAN hosts at the pillar and act as loca
coor di nat or s.

This use case can be extended to nmediumor |arge sensor networks to
nonitor a building or, for instance, the safety status of highways

and tunnels. Larger networks of the same kind still have sinilar
characteristics, such as static node placenment and nanual depl oynent;
dependi ng on the blueprint of the structure, mesh topologies will be

built with mains-powered relay points. Periodic, query-driven, and
event-driven real-tine data gathering is perfornmed, and the energency
event-driven data must be delivered w thout delay.

Dom nant paraneters in structural nonitoring applications:

o

o

Depl oynent: Static, organized, pre-planned.
Network Size: Small (dozens of nodes) to |arge.

Power Source: Mins-powered nodes are mxed with battery-powered
nodes. (Mains-powered nodes will be used for |ocal coordination
or relays.)

Connectivity: Al ways connected, or intermittent via sleeping node
schedul i ng.

Mul ti-Hop Comuni cation: It is recommended that multi-hop nmesh
net wor ki ng be supported.

Traffic Pattern: MP2P (data collection), P2P (localized querying).

Security Level: Safety-critical. Secure transmi ssion nust be
guaranteed. Only authenticated users nust be able to access and
handl e the data

Mobi lity: None.

QS: Emergency notification (fire, over-threshold vibrations,
water level, etc.) is required to have priority of delivery and
nmust be transnmitted in a highly reliable manner.

O her |ssues: Accurate sensing and reliable transm ssion are
inmportant. In addition, sensor status reports should be
mai ntained in a reliable monitoring system
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3.2.2. 6LOWPAN Applicability

The network configuration of this use case can be done via sinple
topol ogi es; however, there are many extended use cases for nore
conpl ex structures. The exanple bridge nonitoring case may be the
sinpl est case. (An exanple topology is illustrated in Figure 3.)

The LOoWPAN nodes are installed in place after manual optim zation of
their location. As the communication of the | eaf LoWPAN nodes nay be
l[imted to the data-gathering points, both 16-bit and 64-bit
addresses can be used for 1Pv6 |ink-Iocal addresses [3].

Each pillar m ght have one LC for data collection. Comrunication
schedul es shoul d be set up between | eaf nodes and their LCto

efficiently gather the different types of sensed data. Each data
packet may include meta-informati on about its data, or the type of
sensors could be encoded in its address during address all ocation

This type of application works based on periodic, query-driven, and
event-driven notifications. The data over or under a predefined
threshold is neaningful to report. Event-driven data sensed on
abnormal occurrences is time-critical and requires secure and
reliable transm ssion. Alternatively, for energy conservation, al
nodes nmay have periodic and | ong sl eep nbdes but wake up on certain
events. To ensure the reliability of such energency event-driven
data, such data is inmmediately relayed to a power-affluent or

mai ns- power ed node that usually takes a LoWPAN router role and does
not go into a long sleep status. The data-gathering entity can be
programmed to trigger actuators installed in the infrastructure when
a certain threshol d val ue has been reached.

Due to the safety-critical data of the structure, authentication and
security are inportant issues here. Only authenticated users nust be
allowed to access the data. Additional security should be provided
at the LBR for restricting access fromoutside of the LOWPAN. The
LBR may take charge of authentication of LoWPAN nodes. Reliable and
secure data transni ssion nmust be guaranteed.

LBR - LC ----- LC ------ LC LBR:. LoWPAN Bor der Router
LC. Local Controller node
n: LoWPAN node

|
n
|
n

Figure 3: A Bridge Mnitoring Scenario
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3.3. Connected Home

The "Connected" Hone or "Smart" hone is without doubt an area where
LOWPANs can be used to support an increasing nunber of services:

0 Home safety/security

0 Home automation and contro

0 Healthcare (see Section 3.4)

o Snart appliances and home entertai nnent systens

In honme environments, LOWPANs typically conprise a few dozen and,
probably in the near future, a few hundred nodes of various types:
sensors, actuators, and connected objects.

3.3.1. A Use Case and Its Requirenents
Exanpl e: Home Aut onati on

The hone automati on and control system LoWPAN of fers a wi de range of
services: local or renote access fromthe Internet (via a secured
edge router) to nonitor the hone (tenperature, humdity, activation
of rempte video surveillance, status of the doors (|l ocked or open),
etc.), as well as home control (activate air conditioning/heating,
door | ocks, sprinkler systems, etc.). Fairly sophisticated systens
can also optimze the |evel of energy consunption, thanks to a wi de
range of input fromvarious sensors connected to the LoWPAN -- [ight
sensors, presence detection, tenperature, etc. -- in order to contro
el ectric wi ndow shades, chillers, air flow control, air conditioning,
and heati ng.

Wth the emergence of "Smart Gid" applications, the LoOWPAN may al so
have direct interactions with the Gid itself via the Internet to
report the amount of kilowatts that could be | oad-shed (home to Gid)
and to receive dynam c | oad-shedding i nformation if/when required
(Gid to hone): This application is also referred to as a

Demand- Response application. Another service, known as Denmand- Si de
Management (DSM), could be provided by utilities to nonitor and
report to the user his energy consunption, with a fine granularity
(on a per-device basis). A user can also receive other inputs from
the utility, such as dynamic pricing; according to | ocal policy, the
utility may then turn sone appliances on or off in order to reduce
its energy bill.
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In terns of home safety and security, the LOWPAN i s nade up of notion
sensors and audi o sensors, sensors at doors and w ndows, and video
caneras; additional sensors can be added for safety (gas, water, CO
Radon, snoke detection). The LoWPAN is typically conprised of a few
dozen nodes form ng an ad hoc network with nulti-hop routing, since

the nodes may not be in direct range. It is worth nmentioning that
the nunber of devices tends to grow, considering the nunber of new
applications for the hone. 1In its sinplest form all nodes are

static and comunicate with a central control nodule, but nore

sophi sticated scenari os may al so invol ve inter-device conmmuni cation.
For exanple, a notion/presence sensor may send a nulticast message to
a group of lights to be switched on, or a video camera may be
activated to send a video streamto a cell phone via a gateway.

Er gononi cs in connected hones is key, and the LoOWPAN nust be

sel f-managed and easy to install. Traffic patterns may vary greatly,
dependi ng on applicability; so does the level of reliability and QS
expected fromthe LOWPAN. Hum dity sensing is typically not critica
and requires no i medi ate action, whereas tel e-assistance or gas-| eak
detection is critical and requires a high degree of reliability.
Furthernore, although some actions may not involve critical data, the
response time and network del ays must still be on the order of a few
hundred mi|liseconds for optimal user experience (e.g., use a renote
control to switch a light on). A mnority of nodes are nobile (with
slow notion). Wth the enmergence of energy-rel ated applications, it
becones crucial to preserve data confidentiality. Connected hone
LoOWPANs usually do not require nulti-topology or QoS routing. Fairly
si mpl e QoS nechani sns are enough for handling emergency data; they
can be programred to alarmvia actuators or to operate sprinklers.

Dom nant paraneters for hone automation applications:

o Deploynent: Milti-hop topol ogies.

o Network Size: Medium nunber of nodes, potentially high density.
o Power Source: Mx of battery-powered and nai ns-powered devices.
o Connectivity: Intermttent (usage-dependent sleep nodes).

o Milti-Hop Conmunication: No requirenent for multi-topology or QS
routing.

o Traffic Pattern: P2P (inter-device), P2MP, and MP2P (polling).

0 Security Level: Authentication and encryption required.
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o Mbility: Sone degree of nobility.
0 QS: Support of limted QoS for energency data (alarm.
3.3.2. 6LOWPAN Applicability

In the home autonation use case, the network topology is nmade of a

m x of battery-operated and mai ns- powered nodes that conmunicate with
each other. An LBR provides connectivity to the outside world for
control managenment (Figure 4).

In the home network, installation and nmanagenment must be extrenely
sinple for the user. Link-local |IPv6 addresses can be used by nodes
with no external conmunication, and the LBR all ocates routable
addresses to conmuni cate with ot her LoWPAN nodes not reachabl e over a
single radi o transm ssion.

n---n
| | LBR: LOWPAN Bor der Router
Internet/ ----- LBRFILC-- n --- n---- LC LC Local Controller node
Uility network | | [\ n: LoWPAN node
n----n nnn
(outsi de) (hone aut omati on system

Fi gure 4: Hone Automation Scenario

In some scenarios, traffic will be sent to a LC for processing; the
LC may in turn decide on local actions (switch a light on, ...). In
ot her scenarios, all devices will send their data to the LCs, which
inturn may also act as the LBR for data processing and potentia

relay of data outside of the LoWPAN. It does not nean that al
devi ces comuni cate with each other via the LC and LBR  For the sake
of illustration, some of the data may be processed to trigger |oca

action (e.g., switch off an appliance), sinply store and send data
once enough data has been accunulated (e.g., energy consunption for
the past 6 hours for a set of appliances), or trigger an alarmthat
is imediately sent to a datacenter (e.g., gas-leak detection).

Al though in the nmajority of cases nodes within the LoOWPAN will be in
direct range, some nodes will reach the LBRILC with a path of 2-3
hops (with the emergence of several |ow power nedia, such as

| ow power PLC) in which case LoOWPAN routers will be deployed in the
home to interconnect the various |Pv6 |inks.
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The hone LOWPAN nust be able to provide extrenely reliable

conmuni cation in support of sone specific applications (e.g., fire,
gas-| eak detection, health nonitoring), whereas other applications
may not be critical (e.g., humdity nonitoring). Such emergency data
has the same QS issues as does event-driven data in other
applications and can be delivered by pre-defined paths through

mai ns- power ed nodes wi thout being stored in internediate nodes such
as LCs. Simlarly, sone information may require the use of security
mechani sns for authentication and confidentiality.

3.4. Healthcare

LoWPANs are envisioned to be heavily used in healthcare environnents.
They have a high potential for easing the deploynment of new services
by getting rid of cunbersone wires and sinplifying patient care in
hospital s and at home (home care). In healthcare environnents,

del ayed or lost information may be a matter of |ife or death.

Various systens, ranging fromsinple wearable renpte controls for

tel e-assi stance or internediate systens with wearabl e sensor nodes
nmoni toring various nmetrics to nore conplex systens for studying life
dynam cs, can be supported by LoWPANs. In the latter category, a

| arge ampbunt of data from vari ous LOWPAN nodes can be coll ected:
noverment pattern observation, checks that nedi canents have been
taken, object tracking, and nore. An exanple of such a deploynment is
described in [10] using the concept of "personal networks".

3.4.1. A Use Case and Its Requirements
Exanpl e: Heal t hcare at Hone by Tel e- Assi st ance

A senior citizen who |ives alone wears one to several wearabl e LoWPAN
nodes to nmeasure heartbeat, pulse rate, etc. Dozens of LoOWPAN nodes
are densely installed at home for novenent detection. An LBR at hone
will send the sensed information to a connected heal thcare center.
Portabl e base stations with LCDs may be used to check the data at
hone, as well. The different roles of devices have different duty
cycles, which affect node nanagenent.

Multipath interference may often occur due to the mobility of

pati ents at home, where there are many walls and obstacles. Even
during sl eep, the change of body position may affect radio
propagati on.

Data is gathered in both periodic and event-driven fashion. 1In this

application, event-driven data can be very time-critical. Thus,
real -tinme and reliable transm ssion nust be guarant eed.
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Privacy al so becones a serious issue in this case, as the sensed data
is very personal. A small set of secret keys can be shared within
the sensor nodes during bootstrapping procedures in order to build a
secure link wthout using much nmenmory and energy. |In addition,
different data will be provided to the hospital systemfromthat
given to a patient’s fam |y nenbers. Rol e-based access control is
needed to support such services; thus, support of authorization and
aut hentication is inportant.

Dom nant paraneters in healthcare applications:

o Depl oynent: Pre-pl anned.

0 Network Size: Small, high node density.

o Power Source: Hybrid.

o Connectivity: Al ways on

o Milti-Hop Conmunication: Milti-hop for home-care devices;
patient’s body network is star topology. Miltipath interference

due to wal |l s and obstacl es at hone nust be consi dered.

o Traffic Pattern: MP2P/ P2MP (data collection), P2P (Iloca
di agnhosti c).

0 Security Level: Data privacy and security must be provided.
Encryption is required. It is required that rol e-based access
control be supported by a |Iightweight authentication mechani sm

o Mobility: Mderate (patient’s nobility).

0 QS: High level of reliability support (life-or-death
i mplication), role-based.

o0 Oher Issues: Plug-and-play configuration is required for mainly
non-techni cal end-users. Real-tinme data acquisition and anal ysis
are inmportant. Efficient data nanagenent is needed for various
devi ces that have different duty cycles, and for rol e-based data
control. Reliability and robustness of the network are al so
essenti al .

3.4.2. 6LOWPAN Applicability
In this use case, the local network size is rather small (say, 10
nodes or less). The hone care systemis statically configured with

mul ti-hop paths, and the patient’s body network can be built as a
star topology. The LBR at hone is the sink node in the routing path
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fromsources on the patient’s body. A plug-and-play configuration is
required. As the communication of the systemis |imted to a hone
environnent, both 16-bit and 64-bit addresses can be used for |Pv6
link-1ocal addresses [3]. An exanple topology is provided in

Fi gure 5.

The patient’s body network can be sinply configured as a star
topology with a LC dealing with data aggregati on and dynam c network
attachment when the patient nmoves around at honme. As nultipath
interference may often occur due to the patient’s mobility at horme,
the depl oyment of LoWPAN nodes and transm ssion paths should be well
consi dered. At hone, some nodes can be installed with
power - af fl uence status, and those LoWPAN nodes can be used for

rel ayi ng points or data aggregati on points.

The sensed information nmust be maintained with the identification of
the patient, no matter whether the patient visits the connected
hospital or stays at hone. |If the patient’s LoWPAN uses a globally
uni que | Pv6 address, the address can be used for patient
identification. However, this incurs a cost in ternms of privacy and
security. The hospital LoWPAN to which the patient’s information is
transferred needs to operate an additional identification system
together with a strong authority and authenticati on mechanism The
connection between the LBR at honme and the LBR at the hospital nust
be reliable and secure, as the data is privacy-critical. To achieve
this, an additional policy for security between the two LOWPANs is
reconmended.

n-n | : Internet
| | LBR: Edge Router
LBR --- 1 -- LBR- n- n - LC LC. Local Controller node
[\ | | [\ n: LoWPAN node
. n--n nnn
(hospital) (home system) (patient)

Figure 5: A Mobile Healthcare Scenario
3.5. Vehicle Telematics

LOWPANs play an inmportant role in intelligent transportation systens.
I ncorporated into roads, vehicles, and traffic signals, they
contribute to the inmprovenent of safety in transportation systens.
Through traffic or air-quality nonitoring, they increase the
possibility of traffic flow optim zation, and they hel p reduce road
congesti on.
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3.5.1. A Use Case and Its Requirenents
Exanpl e: Tel ematics

As shown in Figure 6, LoWPAN nodes for notion nonitoring are

i ncorporated into roads during road construction. Wen a car passes
over these nodes, it is then possible to track, for safety purposes,
the trajectory (path) and velocity of the car

The lifetime of LoWPAN nodes incorporated into roads is expected to
be as long as the lifetime of the roads (about 10 years). Milti-hop
conmuni cation i s possible between LoWPAN nodes, and the network
shoul d be able to cope with the deterioration over tine of node
density due to power failures. Sink nodes placed at the side of the
road are nost |ikely mains-powered; LoWPAN nodes in the roads run on
batteries. Power-saving schenmes mght intermttently disconnect the
nodes. A rough estimte of 4 nodes per square neter is needed.

Q her applications may involve car-to-car comruni cation for increased
road safety.

Dom nant paraneters in vehicle telematics applications:
o Deploynent: Pre-planned (road, vehicle).
o Network Size: Large (road infrastructure), small (vehicle).
o Power Source: Hybrid.
o Connectivity: Intermttent.
o Milti-Hop Conmunication: Milti-hop, especially ad hoc.
o Traffic Pattern: Mstly MP2P, P2MP.
0o Security Level: Handling physical damage and |ink failure.
o Mobility: None (road infrastructure), high (vehicle).
3.5.2. 6LOWPAN Applicability
For this use case, the network topol ogy includes fixed LBRs that are
mai ns- power ed and have a connection to hi gh-speed networks (e.g., the
Internet) in order to reach the transportati on control center
(Figure 6). These LBRs may be logically conbined with a LC as a data
sink to gather sensed data from a nunmber of LoWPAN nodes inserted in
the road pavenent. |In the road infrastructure, a LOWPAN with one LBR

forns a fixed network, and the LoWPAN nodes are installed by manua
optim zation of their |ocation.
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+o-m o - +
T = LBR
+o-- - + (at the roadside)
....... I------------------------------
n--n---n---n  +---|---+ LBR LoWPAN Bor der Router
/\ | | n-n-n | n: LoWPAN node
n n n - -+
(cars)

Figure 6: Telematics Scenario

G ven the fact that nodes are incorporated into the road, tampering
with sensors is difficult for an adversary. However, the application
nmust be robust against possible attacks and node failures. Sensed
data should thus be used primarily for nonitoring purposes, not to
instruct (and potentially nmislead) traffic participants.

3.6. Agricultural Mnitoring

Accurate tenporal and spatial monitoring can significantly increase
agricultural productivity. Due to natural limtations, such as a
farner’s inability to check crops at all tinmes of the day, or

i nadequat e nmeasurenent tools, luck often plays too large a role in
the success of harvests. Using a network of strategically placed
sensors, indicators such as tenperature, hunmidity, and soil condition
can be automatically nmonitored w thout |abor-intensive field
nmeasurenents. For exanple, sensor networks coul d provide precise

i nformati on about crops in real tinme, enabling businesses to reduce
wat er, energy, and pesticide usage and enhanci ng environnenta
protection. The sensing data can be used to find optina
environnents for the plants. In addition, the data on planting
conditions can be saved by sensor tags, which can be used in

suppl y-chai n managenent .

3.6.1. A Use Case and Its Requirenents
Exanpl e: Automated Vi neyard

In a vineyard of mediumto |arge geographical size, between 50 and
100 LC nodes are manual |y deployed in order to provide full signa
coverage over the study area. An additional 100 to 1000 | eaf nodes
with (possibly heterogeneous) specialized sensors (i.e., humidity,
tenmperature, soil condition, sunlight) are attached to the LCs in
| ocal wireless star topol ogies, periodically reporting neasurenents
to the associated LCs. For exanple, in a 20-acre vineyard with 8
parcels of |and, 10 LoWPAN nodes are placed within each parcel to
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provi de readi ngs on tenperature and soil noisture. The LoWPAN nodes
are able to support a nulti-hop forwardi ng/routing scheme to enable
data transmi ssion to a sink node at the edge of the vineyard. Each
of the 8 parcels contains one data aggregator to collect the sensed
dat a.

Localization is inmportant for this type of LoWPAN when installed in a
geographically large area, in order to pin down where an event
occurred, and to conmbi ne gathered data with the actual positions of
the devices. Using manual depl oynment, device addresses can be used
for identifying their position and |ocalization. For randomy

depl oyed nodes, a localization algorithmneeds to be appli ed.

There m ght be various types of sensor devices deployed in a single
LoWPAN, each providing raw data with different semantics. Thus, an
additional method is required to correctly interpret sensor readings.
Each data packet may include nmeta-information about its data, or the
type of sensor could be encoded in its address during address

al | ocati on.

Dom nant paraneters in agricultural nonitoring

o Depl oynent: Pre-planned.
The nodes are installed outdoors or in a greenhouse, wi th high
exposure to water, soil, and dust, in dynamic environnments of
novi ng peopl e and nachinery, and with growi ng crops and foliage.
LoWPAN nodes can be deployed in a predefined manner, with
consi deration given to harsh environnents.

o Network Size: Mediumto large, |ow to nediumdensity.

o Power Source: Al nodes are battery-powered except the sink, or
ener gy harvesting.

o Connectivity: Intermittent (many sl eeping nodes).

o Milti-Hop Conmunication: Mesh topology with | ocal star
connecti ons.

o Traffic Pattern: Mainly MP2P/ P2MP. P2P actuator triggering.
0o Security Level: Depends on purpose of the business. Lightweight

security or sinple shared-key nanagenent can be used, dependi ng on
the purpose of the business.
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3.

6.

o Mbility: Al static.

o0 Oher Issues: Time synchronization anong sensors is required, but
the traffic interval nmay not be frequent (e.g., once every 30 to
60 m nutes).

2. 6LOWPAN Applicability

The network configuration in this use case mght, in the sinplest
case, look like the configuration illustrated in Figure 7. This
static scenario consists of one or nore fixed LBRs that are

mai ns- power ed and have a hi gh-bandw dth connection to a backbone
link, which mght be placed in a control center or connected to the
Internet. The LBRs are strategically |ocated at the border of

vi neyard parcels, acting as data sinks. A nunber of LCs are placed
along a row of plants with individual LoWPAN nodes spread around
them

Wiile the LBRs inplenent the | Pv6 Nei ghbor Discovery protoco

(RFC 4861 [1]) to connect to the outside of the LoWPAN, the LoWPAN
nodes operate a nore energy-conserving ND described in [6], which

i ncl udes basi c bootstrappi ng and address assignnent. Each LBR can
have predefined forward managenent information to a central data
aggregation point, if necessary.

LoWPAN nodes may send event-driven notifications when readi ngs exceed
certain thresholds, such as |Iow soil humidity, which may
automatically trigger a water sprinkler in the | ocal environment.

For increased energy efficiency, all LoWPAN nodes are in periodic

sl eep state. However, the LCs need to be aware of sudden events from
the | eaf nodes. Their sleep periods should therefore be set to
shorter intervals. Conmunication schedul es nmust be set up between
master and | eaf nodes, and tine synchronization is needed to account
for clock drift.

Al so, the result of data collection may activate actuators. Context
awar eness, node identification, and data collection at the
application | evel are necessary.
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nnn nnn nnn | : Internet
|/ \ |/ \ |/ LBR: LoWPAN Bor der Router
\ [\ [\ n: LoWPAN node

|
|
|
| \
LBR----LC----- LC----- LC LC. Local Controller node
| /
|
|

Figure 7: Automated Vineyard Scenario
4. Security Considerations

Rel evant security considerations are |listed by application scenario
in Section 3. The security considerations in RFC 4919 [2] and
RFC 4944 [3] apply as well.

The physical exposure of LoWPAN nodes (especially in outdoor
networks) allows an adversary to capture, clone, tanper with, or even
destroy these devices. Gven the safety issues involved in sone use
cases, these threats place high demands for resiliency and
survivability upon the LoWPAN. The generally wirel ess channel s of
LoOWPANs are susceptible to several security threats. Wthout proper
security neasures, confidential information mght be snooped by a
"man in the mddle". An attacker might also nodify or introduce data
packets into the network -- for exanple, to nmanipul ate sensor

readi ngs or to take control of sensors and actuators. This
specification expects that the link layer is sufficiently protected,
ei ther by nmeans of physical or IP security for the backbone Iink or
with MAC subl ayer cryptography. However, |ink-layer encryption and
aut hentication may not be sufficient to provide confidentiality,

aut hentication, integrity, and freshness to both data and signaling
packets.

Due to their | ow power nature, LOWPANs are especially vulnerable to
deni al -of -service (DoS) attacks. Exanple DoS attacks include
attenpts to drain a node’s battery by excessive querying or to

i ntroduce a hi gh-power jamm ng signal that makes LoWPAN nodes
dysfunctional. Security solutions nust therefore be |ightwei ght and
support node authentication, so that nmessage integrity can be
guar ant eed and ni sbehavi ng nodes can be denied participation in the
network. A node must authenticate itself to trusted nodes before
taking part in the LoWPAN.
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6.

6.

1

Consi dering the power constraints and |limted processing capabilities
of | EEE 802. 15. 4 devices, |Psec is conmputationally expensive;

I nternet key exchange (I KEv2) messaging as described in [4] is not
suited for LoWPANs, as the amount of signaling in these networks
shoul d be m nim zed. Thus, LoWPANs may need to define their own

key- managenent nethod that requires m nimumoverhead in terns of
packet size and nmessage exchange [11]. |Psec provides authentication
and confidentiality between end nodes and across nultiple LoWPAN
links, and may be useful only when two nodes want to apply security
to all exchanged messages. However, in many cases, the security my
be requested at the application |ayer as needed, while other nmessages
can flowin the network without security overhead. Recent work [13]
shows sonme promi se for mninmal | KEv2 inpl ementations.

Security requirements may differ by use case. For exanpl e,

i ndustrial and structural nonitoring applications are safety-critica
and secure transm ssion nust be guaranteed, so that only

aut henticated users are able to access and handle the data. In

heal thcare systens, data privacy is an inportant issue. Encryption
is required, and rol e-based access control is needed for proper

aut hentication. |In honme automation scenarios, critical applications
such as door | ocks require high security and robustness agai nst
intrusion. On the other hand, a renote-controlled |light switch has
no critical security threats.
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