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Abst r act

Thi s docunent describes considerations for the transition of end-user
content on the Internet to IPv6. Wiile this is tailored to address
end-user content, which is typically web-based, many aspects of this
docunent may be nore broadly applicable to the transition to | Pv6 of
ot her applications and services. This docunment explores the
chal |l enges involved in the transition to I Pv6, potential mgration
tactics, possible migration phases, and other considerations. The
audi ence for this docunment is the Internet community generally,
particularly |IPv6 inplenenters.

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for infornmational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6589.
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1

| ntroducti on

Thi s docunment describes considerations for the transition of end-user
content on the Internet to IPv6. Wile this is tailored to address
end-user content, which is typically web-based, many aspects of this
docunent may be nore broadly applicable to the transition to | Pv6 of
ot her applications and services. The issues explored herein will be
of particular interest to nmgjor web content sites (sonetines
described hereinafter as "high-service-level domains"), which have
speci fic and uni que concerns related to maintaining a high-quality
user experience for all of their users during their transition to

| Pv6. This docunent explores the challenges involved in the
transition to I Pv6, potential migration tactics, possible mgration
phases, and ot her considerations. Sonme sections of this docunent

al so include information about the potential inplications of various
m gration tactics or phased approaches to the transition to | Pv6.

Chal | enges When Transitioning Content to | Pv6

The goal in transitioning content to IPv6 is to make that content

nati vely dual - stack enabl ed, which provides native access to all end
users via both IPv4 and |1 Pv6. However, there are technical and
operational challenges in being able to transition smoothly for al
end users, which has led to the devel opnment of a variety of mgration
tactics. A first step in understanding various mgration tactics is
to first outline the challenges involved in noving content to | Pv6.

| mpl ementers of these various migration tactics are attenpting to
protect users of their services fromhaving a negative experience
(poor performance) when they receive DNS responses contai ni ng AAAA
resource records or when attenpting to use | Pv6 transport. There are
two mai n concerns that pertain to this practice: one is |IPv6-rel ated
i mpairment, and the other is the maturity or stability of |1Pv6
transport (and associ ated network operations) for high-service-I|eve
domai ns. Both can negatively affect the experience of end users.

Not all domains may face the sane challenges in transitioning content
to I Pv6, since the user base of each domain, traffic sources, traffic
vol umes, and other factors obviously will vary between domains. As a
result, while some domains have used an | Pv6 migration tactic, others
have run brief IPv6 experinents and then decided to sinply turn on

| Pv6 for the domain without further delay and w thout using any
specialized IPv6 nmigration tactics [Heise]. Each domain should
therefore consider its specific situation when formulating a plan to
nove to I Pv6; there is not one approach that will work for every
domai n.
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2.1. |Pv6-Rel ated | npairnent

Sone i nmpl enenters have observed that when they added AAAA resource
records to their authoritative DNS servers in order to support |Pv6
access to their content, a small fraction of end users had sl ow or
ot herwi se inmpaired access to a given website with both AAAA and A
resource records. The fraction of users with such inpaired access
has been estinated to be as high as 0.078% of total Internet users
[ ETF-77-DNSOP] [NW Article-DNSOP] [IPv6-G owth] [|Pv6-Brokenness].

VWiile it is outside the scope of this docunent to explore the various
reasons why a particular user’s system (host) may have inpaired | Pv6
access, and the potential solutions [ RFC6555] [ RFC6343], for the
users who experience this inpairnent, it has a very real perfornance
impact. It would inmpact access to all or npst dual -stack services to
whi ch the user attenpts to connect. This negative end-user

experi ence can range from access that is sonewhat slower than usua
(as conpared to native |Pv4-based access), to extrenely slow access,
to no access to the domain's resources whatsoever. In essence,

whet her the end user even has an | Pv6 address or not, nerely by

recei ving a AAAA record response, the user either cannot access a
Fully Qualified Domain Name (FQDN, representing a service or resource
sought) or it is so slow that the user gives up and assunes the
destination is unreachabl e.

2.2. Operational Mturity Concerns

Sone i nmpl enenters have di scovered that network operations, operations
support and busi ness support systens, and ot her operational processes
and procedures are less mature for IPv6 as conpared to | Pv4, since

| Pv6 has not heretofore been pervasively deployed. This operationa
imuaturity may be observed not just within the network of a given
domain but also in any directly or indirectly interconnected
networks. As a result, many donmains consider it prudent to undertake
any network changes that will cause traffic to shift to | Pv6
gradually, in order to provide tine and experience for |Pv6
operations and network practices to nature.

2.3. Vol une-Based Concerns

VWile Section 2.2 pertains to risks due to immturity in operations,
a related concern is that sone technical issues may not becone
apparent until sone nobderate to high volune of traffic is sent via
IPv6 to and froma donmain. As above, this may be the case not just
within the network of that donmain but also for any directly or
indirectly interconnected networks. Furthernore, conpared to domains
with small to noderate traffic volunmes, whether by the count of end
users or count of bytes transferred, high-traffic domains receive
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such a level of usage that it is prudent to undertake any network
changes gradually and in a manner that minimzes the risk of

di sruption. One can imgine that for one of the top ten sites

gl obally, for exanple, the idea of suddenly turning on a significant
amount of IPv6 traffic is quite daunting and would carry a relatively
hi gh ri sk of network and/or other disruptions.

3. | Pv6 Adoption Inplications

It is inmportant that the challenges in transitioning content to |IPv6
as noted in Section 2 are addressed, especially for high-service-

| evel domains. Sone high-service-level domains may find the prospect
of transitioning to I Pv6 extrenely daunting w thout having sone
ability to address these challenges and to increnentally contro
their transition to | Pv6. Lacking such controls, sone domai ns nay
choose to substantially delay their transition to IPv6. A
substantial delay in nmoving content to | Pv6 could certainly nmean
there are sonewhat fewer notivating factors for network operators to
depl oy I Pv6 to end-user hosts (though they have many significant
notivating factors that are largely independent of content). At the
same time, unless network operators transition to | Pv6, there are of
course fewer motivations for domain owners to transition content to
| Pv6. Wthout progress in each part of the Internet ecosystem

net wor ks and/ or content sites may del ay, postpone, or cease adoption
of IPv6, or to actively seek alternatives to it. Such alternatives
may include the use of nmulti-layer or |arge-scale network address
translation (NAT), which is not preferred relative to native dua

st ack.

Qoviously, transitioning content to IPv6 is inportant to | Pv6
adoption overall. While challenges do exist, such a transition is
not an inpossible task for a donmin to undertake. A range of
potential mgration tactics, as noted below in Section 4, can help
neet these chall enges and enable a domain to successfully transition
content and other services to |Pv6.

4. Potential Mgration Tactics

Donmai ns have a wi de range of potential tactics at their disposal that
may be used to facilitate the mgration to IPv6. This section

i ncl udes many of the key tactics that could be used by a domain but
by no neans provi des an exhaustive or exclusive list. Only a

speci fic domain can judge whether or not a given (or any) mgration
tactic applies to it and neets its needs. A donain may al so deci de

to pursue several of these tactics in parallel. Thus, the useful ness
of each tactic and the associated pros and cons will vary from domain
to domain.
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4.1. Solving Current End-User |Pv6 | npairnents

Domai ns can endeavor to fix the underlying technical problens
experienced by their end users during the transition to I Pv6, as
noted in Section 2.1. One challenge with this option is that a
domain nay have little or no control over the network connectivity,
operating system client software (such as a web browser), and/or

ot her capabilities of the end users of that domain. |In nost cases, a
domain is only in a position to influence and guide its end users.
VWhile this is not the sane sort of direct control that may exist, for
exanple, in an enterprise network, major domains are likely to be
trusted by their end users and may therefore be able to influence and
gui de these users in solving any | Pv6-rel ated inpairnents.

Anot her challenge is that end-user inpairnments are sonething that one
domain on its own cannot solve. This neans that domains may find it
nore effective to coordinate with many others in the Internet
conmunity to solve what is really a collective problemthat affects
the entire Internet. O course, it can sometimes be difficult to
notivate menbers of the Internet comunity to work collectively
towards such a goal, sharing the labor, tine, and costs related to
such an effort. However, Wrld I Pv6 Day [ WD] shows that such
conmunity efforts are possible, and despite any potential chall enges,
the Internet comunity continues to work together in order to solve
end-user | Pv6 inpairnents.

One potential tactic may be to identify which users have such

i mpairments and then to conmunicate this information to affected
users. Such end-user communication is likely to be nost hel pful if
the end users are not only alerted to a potential problembut are

gi ven careful and detailed advice on howto resolve this on their
own, or are guided to where they can seek help in doing so. Another
potential tactic is for a domain to collect, track over time, and
periodically share with the Internet conmunity the rate of inpairnent
observed for that domain. |In any such end-user |Pv6-rel ated anal ysis
and comuni cation, Section 6.2 is worth taking into account.

However, while these tactics can help reduce | Pv6-rel ated inpairnents
(Section 2.1), they do not address either operational nmaturity
concerns (noted in Section 2.2) or vol ume-based concerns (noted in
Section 2.3), which should be considered and addressed separately.
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4.2. Using |IPv6-Specific Names

Anot her potential migration tactic is for a domain to gain experience
using a special FQDN. This has becone typical for dommins begi nning
the transition to | Pv6, whereby an address-fam |y-specific nane such
as i pv6. exanpl e.com or www. i pv6. exanpl e.comis used. An end user
woul d have to know to use this special |Pv6-specific nane; it is not
the same nanme used for regular traffic.

Thi s special |Pv6-specific nane directs traffic to a host or hosts
that have been enabled for native | Pv6 access. |In some cases, this
nane nay point to hosts that are separate fromthose used for |Pv4
traffic (via ww. exanple.con), while in other cases it nmay point to
the same hosts used for IPv4 traffic. A subsequent phase, if
separate hosts are used to support special |Pv6-specific names, is to
nove to the same hosts used for regular traffic in order to utilize
and exerci se production infrastructure nmore fully. Regardless of
whet her or not dedi cated hosts are used, the use of the special nane
is awy to incrementally control traffic as a tool for a domain to
gain | Pv6 experience and increase |Pv6 use on a relatively controlled
basis. Any lessons |earned can then informplans for a ful
transition to IPv6. This also provides an opportunity for a donain
to devel op any necessary training for staff, to develop |IPv6-rel ated
testing procedures for its production network and | ab, to deploy |Pv6
functionality into its production network, and to devel op and depl oy
| Pv6-rel ated network and service nonitors. It is also an opportunity
to add a relatively snmall amount of IPv6 traffic to ensure that
networ k gear, network interconnects, and IPv6 routing in general are
wor ki ng as expect ed.

Wil e using a special |IPv6-specific nane is a good initial step to
functionally test and prepare a donmain for IPv6 -- including

devel opi ng and maturing | Pv6 operations, as noted in Section 2.2 --
the utility of the tactic is limted, since users nust know the |IPv6-
specific nane, the traffic volume will be low, and the traffic is
unlikely to be representative of the general popul ation of end users
(they are likely to be self-selecting early adopters and nore
technically advanced than average), anbng other reasons. As a
result, any concerns and risks related to traffic volume, as noted in
Section 2.3, should still be considered and addressed separately.

4.3. Inplenenting DNS Resol ver Witelisting

Anot her potential tactic -- especially when a high-service-I|eve
domain is ready to nove beyond an | Pv6-specific name, as described in
Section 4.2 -- is to selectively return AAAA resource records (RRs),

whi ch contain I Pv6 addresses. This selective response of DNS records
is performed by an authoritative DNS server for a donain in response
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to DNS queries sent by DNS recursive resolvers [RFCL035]. This is
comonly referred to in the Internet conmunity as "DNS Resol ver
Wiitelisting", and will be referred to as such hereafter, though in
essence it is sinply a tactic enabling the selective return of DNS
records based upon various technical factors. An end user is seeking
a resource by nane, and this selective response nechani sm enabl es
what is perceived to be the nost reliable and best performng IP
address fam|ly to be used (IPv4 or IPv6). It shares similarities
with Content Delivery Networks (CDNs), d obal Server Load Bal anci ng
(GSLB), DNS Load Bal ancing, and Split DNS, as described below in
Sections 4.3.2, 4.3.3, and 4.3.4. A few high-service-level domains
have either inplemented DNS Resol ver Wiitelisting (one of many
mgration tactics they have used or are using) or are considering
doing so [NWArticle-DNS-W] [W-Ops].

This is a mgration tactic used by domains as a nethod for
increnentally transitioning inbound traffic to a domain to IPv6. If
an increnental tactic like this is not used, a domain mght return
AAAA resource records to any relevant DNS query, mneaning the donmain
could go quickly fromno IPv6 traffic to a potentially significant
amount as soon as the AAAA resource records are published. Wen DNS
Resol ver Whitelisting is inplemented, a domain’s authoritative DNS
will selectively return a AAAA resource record to DNS recursive
resolvers on a whitelist maintained by the domain, while returning no
AAAA resource records to DNS recursive resolvers that are not on that
whitelist. This tactic will not have a direct inpact on reducing

| Pv6-rel ated inpairnents (Section 2.1), though it can help a donain
address operational maturity concerns (Section 2.2) as well as
concerns and risks related to traffic volume (Section 2.3). Wile
DNS Resol ver Witelisting does not solve IPv6-related inpairnents, it
can help a domamin to avoid users that have them As a result, the
tactic renmpoves their inpact in all but the few networks that are
whitelisted. DNS Resolver Witelisting also allows website operators
to protect non-1Pv6 networks (i.e., networks that do not support |Pv6
and/ or do not have plans to do so in the future) froml|Pv6-rel ated
inmpairnments in their networks. Finally, domains using this tactic
shoul d understand that the onus is on themto ensure that the servers
being whitelisted represent a network that has proven to their
satisfaction that they are | Pv6-ready and that this will not create a
poor end-user experience for users of the whitelisted server.

There are of course chall enges and concerns related to DNS Resol ver
Whitelisting. Sonme of the concerns with a whitelist of DNS recursive
resol vers may be held by parties other than the inplenmenting domain
such as network operators or end users that may not have had their
DNS recursive resolvers added to a whitelist. Additionally, the IP
address of a DNS recursive resolver is not a precise indicator of the
| Pv6 preparedness, or |lack of |IPv6-related inpairment, of end-user
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hosts that query (use) a particular DNS recursive resolver. Wile
the I P addresses of DNS recursive resolvers on networks known to have
depl oyed | Pv6 may be an inperfect proxy for judging |Pv6

prepar edness, or lack of IPv6-related inpairnent, this nethod is one
of the better available nmethods at the current tine. For exanple,

i npl enenters have found that it is possible to neasure the |evel of

| Pv6 preparedness of the end users behind any given DNS recursive
resol ver by conducting ongoi ng neasurenent of the |IPv6 preparedness
of end users querying for one-time-use hostnames and then correlating
the domain’s authoritative DNS server logs with their web server

logs. This can help inplenenters forma good picture of which DNS
recursive resolvers have working | Pv6 users behind them and which do
not, what the latency inpact of turning on | Pv6 for any given DNS
recursive resolver is, etc. 1In addition, given the current state of
gl obal 1 Pv6 deploynment, this nmigration tactic allows content
providers to selectively expose the availability of their 1Pv6
services. \Wile opinions in the Internet comunity concerni ng DNS
Resol ver Whitelisting are understandably quite varied, there is clear
consensus that DNS Resolver Wiitelisting can be a useful tactic for
use during the transition of a domain to IPv6. |n particular, sone
hi gh-servi ce-1evel domains view DNS Resol ver Witelisting as one of
the few practical and | owrisk approaches enabling themto transition
to I Pv6, without which their transition may not take place for sone
time. However, there is also consensus that this practice is

wor kabl e on a manual basis (see below) only in the short term and
that it will not scale over the long term Thus, sone domai ns nay
find DNS Resol ver Whitelisting a beneficial tenmporary tactic in their
transition to |Pv6.

At the current tinme, generally speaking, a donain that inplenents DNS
Resol ver Whitelisting does so manually. This neans that a domain
manual |y maintains a |list of networks that are pernitted to receive

| Pv6 records (via their DNS resol ver | P addresses) and that these
networks typically submt applications, or follow sone other process
established by the domain, in order to be added to the DNS Witelist.
However, inplenenters foresee that a subsequent phase of DNS Resol ver
Wiitelisting is likely to emerge in the future, possibly in the near

future. In this new phase, a domain would return |IPv6 and/or |Pv4
records dynamically based on automatically detected technica
capabilities, location, or other factors. It would then function

much |i ke (or indeed as part of) GSLB, a common practice already in
use today, as described in Section 4.3.2. Furthernore, in this
future phase, networks would be added to and renoved from a DNS
Wiitelist automatically, and possibly on a near-real-tine basis.

This means, crucially, that networks would no | onger need to apply to
be added to a whitelist, which nmay alleviate many of the key concerns
that network operators may have with this tactic when it is

i npl enented on a manual basis.
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4.3.1. How DNS Resol ver Witelisting Wrks

Using a "whitelist" in a generic sense neans that no traffic (or
traffic of a certain type) is permtted to the destination host
unl ess the originating host’s IP address is contained in the

whitelist. |In contrast, using a "blacklist" means that all traffic
is permtted to the destination host unless the originating host’s IP
address is contained in the blacklist. |In the case of DNS Resol ver

Whitelisting, the resource that an end user seeks is a name, not an

| P address or | P address fanmly. Thus, an end user is seeking a name
such as www. exanpl e.com w thout regard to the underlying |IP address
famly (I1Pv4 or I Pv6) that may be used to access that resource

DNS Resol ver Whitelisting is inplemented in authoritative DNS
servers, not in DNS recursive resolvers. These authoritative DNS
servers selectively return AAAA resource records using the I P address
of the DNS recursive resolver that has sent thema query. Thus, for
a given operator of a website, such as www. exanpl e.com the domain
operator inplenents whitelisting on the authoritative DNS servers for
the domai n exanple.com The whitelist is populated with the |IPv4
and/ or |1 Pv6 addresses or prefix ranges of DNS recursive resolvers on
the Internet, which have been authorized to recei ve AAAA resource
record responses. These DNS recursive resolvers are operated by
third parties, such as Internet Service Providers (ISPs),

uni versities, governnents, businesses, and individual end users. |If
a DNS recursive resolver is not matched in the whitelist, then AAAA
resource records WLL NOT be sent in response to a query for a

host name in the exanple.comdomain (and an A record woul d be sent).
However, if a DNS recursive resolver is matched in the whiteli st,
then AAAA resource records WLL be sent. As a result, wile

Section 2.2 of [RFC4213] notes that a stub resolver can nake a choice
bet ween whether to use a AAAA record or A record response, with DNS
Resol ver Whitelisting the authoritative DNS server can al so decide
whet her to return a AAAA record, an A record, or both record types.

When i npl emrented on a manual basis, DNS Resolver Wiitelisting
generally nmeans that a very snmall fraction of the DNS recursive

resolvers on the Internet (those in the whitelist) will receive AAAA
responses. The large majority of DNS recursive resolvers on the
Internet will therefore receive only A resource records contai ning

| Pv4 addresses. Domains may find the practice inposes sone

i ncrenental operational burdens insofar as it can consunme staff tine
to maintain a whitelist (such as additions and deletions to the
list), respond to and review applications to be added to a whitelist,
mai ntai n good perfornmance |l evels on authoritative DNS servers as the
whitelist grows, create new network nmonitors to check the health of a
whitelist function, performnew types of troubleshooting related to
whitelisting, etc. |In addition, manually based whitelisting inposes
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sonme increnental burdens on operators of DNS recursive resolvers
(such as network operators), since they will need to apply to be
whitelisted with any inplenenting domains, and will subsequently need
processes and systems to track the status of whitelisting
applications, respond to requests for additional information
pertaining to these applications, and track any de-whitelisting
actions.

When i mpl emented on an automated basis in the future, DNS recursive
resolvers listed in the whitelist could expand and contract
dynam cal ly, and possibly in near-real tine, based on a w de range of
factors. As aresult, it is likely that the nunber of DNS recursive
resolvers on the whitelist will be substantially |arger than when
such a list is maintained nanually, and it is also likely that the
whitelist will grow at a rapid rate. This automation can elimnate
nost of the significant incremental operational burdens on

i mpl enenting domains as well as operators of DNS recursive resolvers,
which is clearly a factor that is notivating inplenenters to work to
automate this function.

Section 4.3.1.1 and Figure 1 provide nore details on DNS Resol ver

VWhitelisting in general. In addition, the potential depl oynent
nodel s of DNS Resol ver Witelisting (manual and aut onated) are
described in Section 5. It is also inmportant to note that DNS

Resol ver Whitelisting al so works independently of whether an
authoritative DNS server, DNS recursive resolver, or end-user host
uses | Pv4 transport, |IPv6, or both. So, for exanple, whitelisting
may not result in the return of AAAA responses even in those cases
where the DNS recursive resolver has queried the authoritative server
over an |IPv6 transport. This may al so be the case in sone situations
when the end-user host’s original query to its DNS recursive resol ver
was over |Pv6 transport, if that DNS recursive resolver is not on a
given whitelist. One inportant reason for this is that even though
the DNS recursive resolver may have no | Pv6-related inpairnents, this
is not a reliable predictor of whether the same is true of the end-
user host. This also nmeans that a DNS Wiitelist can contain both

| Pv4 and | Pv6 addresses.
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4.3.1.1. Description of the Operation of DNS Resol ver Witelisting

Specific inplenmentations will vary fromdomain to domain, based on a
range of factors such as the technical capabilities of a given
domain. As such, any exanples listed herein should be considered
general exanples and are not intended to be exhaustive.

The system | ogic of DNS Resolver Witelisting is as follows:

1. The authoritative DNS server for exanple.comreceives DNS queries
for the A (1Pv4) and/or AAAA (1 Pv6) address resource records for
the FQDN www. exanpl e. com for which AAAA (I Pv6) resource records
exi st.

2. The authoritative DNS server checks the I P address (IPv4, |Pv6,
or both) of the DNS recursive resol ver sending the AAAA (I Pv6)
guery against the whitelist (i.e., the DNS Wiitelist).

3. If the DNS recursive resolver’s | P address IS matched in the
whitelist, then the response to that specific DNS recursive
resol ver can contain AAAA (I Pv6) address resource records.

4. If the DNS recursive resolver’s I P address IS NOT matched in the
whitelist, then the response to that specific DNS recursive
resol ver cannot contain AAAA (I Pv6) address resource records. In
this case, the server will likely return a response with the
response code (RCODE) being set to O (No Error) with an enpty
answer section for the AAAA record query.
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Figure 1: DNS Resolver Witelisting D agram
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4.3.2. Simlarities to Content Delivery Networks and G obal Server Load
Bal anci ng

DNS Resolver Wiitelisting is functionally sinmlar to CDNs and GSLB
VWhen using a CDN or GSLB, a geographically aware authoritative DNS
server function is usually part of that overall system As a result,
the use of a CDN or GSLB with an authoritative DNS server function
enabl es the | P address resource records returned to a resolver in
response to a query to vary, based on the estimated geographic

| ocation of the resolver [WId-Resolvers] or a range of other
technical factors. This CDN or GSLB DNS function is performed in
order to attenpt to direct hosts to a) connect either to the nearest
host (as nmeasured in round-trip tine) or to the host that has the
best connectivity to an end user, b) route around failures, c) avoid
sites where mai ntenance work has taken down hosts, and/or d) connect
to the host that will otherw se provide the best service experience
for an end user at a given point intime. As aresult, one can see a
direct simlarity to DNS Resolver Witelisting insofar as different

| P address resource records are selectively returned to resol vers
based on the I P address of each resolver and/or other inputed factors
related to that | P address.

4.3.3. Simlarities to DNS Load Bal anci ng

DNS Resol ver Wiitelisting has sone simlarities to DNS Load

Bal anci ng. There are of course many ways that DNS Load Bal anci ng can
be performed. In one exanple, nultiple | P address resource records
(A and/ or AAAA) can be added to the DNS for a given FQDN. This
approach is referred to as DNS round robin [RFCL794]. DNS round
robin may al so be enpl oyed where SRV resource records are used

[ RFC2782]. In another exanple, one or nore of the |IP address
resource records in the DNSwill direct traffic to a | oad bal ancer.
That | oad bal ancer, in turn, may be application-aware, and pass the
traffic on to one or nore hosts that are connected to the | oad

bal ancer and that have different |IP addresses. |n cases where
private | Pv4 addresses are used [RFC1918], as well as when public IP
addresses are used, those end hosts nmay not necessarily be directly
reachabl e wi t hout passing through the |oad bal ancer first. So,
simlar to DNS Resol ver Wiitelisting, a | oad balancer will contro
what server host an end-user’s host comunicates with when using

an FQDN

4.3.4. Simlarities to Split DNS
DNS Resol ver Wiitelisting has sone simlarities to so-called Split
DNS, briefly described in Section 3.8 of [RFC2775]. When Split DNS

is used, the authoritative DNS server selectively returns different
responses, dependi ng upon what host has sent the query. Wile
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[ RFC2775] notes that the typical use of Split DNS is to provide one
answer to hosts on an Intranet (internal network) and a different
answer to hosts on the Internet (external or public network), the
basic idea is that different answers are provided to hosts on
different networks. This is simlar to the way that DNS Resol ver

Wi telisting works, whereby hosts on different networks that use
different DNS recursive resolvers receive different answers if one
DNS recursive resolver is on the whitelist and the other is not.
However, Internet transparency and Internet fragnentati on concerns
regarding Split DNS are detailed in Section 2.1 of [RFC2956].

Section 2.7 of [RFC2956] notes concerns regarding Split DNS

i ncluding the concern that the deploynment of Split DNS "makes the use
of Fully Qualified Domain Nanes (FQDNs) as endpoint identifiers nore
conpl ex". Section 3.5 of [RFC2956] further recomrends that

mai nt ai ni ng a stabl e approach to DNS operations is key during
transitions, such as the one to IPv6 that is underway now, and states
that "Operational stability of DNS is paranount, especially during a
transition of the network | ayer, and both I Pv6 and sonme network
address transl ati on techni ques place a heavi er burden on DNS"

4.3.5. Related Considerations

VWi | e techni ques such as GSLB and DNS Load Bal anci ng -- which share
much in common with DNS Resol ver Whitelisting -- are w despread, sone
in the comunity have rai sed a range of concerns about all of these
practices. Some concerns are specific to DNS Resol ver Witelisting
[ W.- Concerns]. Qher concerns are not as specific and pertain to the
general practice of inplenenting content |ocation or other network
policy controls in the "mddle" of the network, in a so-called

"m ddl ebox" function. Wether such DNS-related functions are really
part of a m ddl ebox is debatable. Nevertheless, inplenenters should
at least be aware of sone of the risks of m ddl eboxes, as noted in

[ RFC3724]. A related docunent, [RFC1958], explains that configured
state, policies, and other functions needed in the nmiddle of the
networ k should be mnimzed as a design goal. In addition

Section 2.16 of [RFC3234] nmkes specific statenents concerning
nodi fi ed DNS servers. Section 1.2 of [RFC3234] also outlines nore
general concerns about the introduction of new failure nodes when
configuration is no longer linted to two ends of a session, so that
di agnosis of failures and m sconfigurations could becone nore

conpl ex. Two additional sources worth considering are [Tussle] and
[ Rethinking], in which the authors note concerns regarding the

i ntroduction of new control points (e.g., in mddleboxes or in

t he DNS).
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However, state, policies, and other functions have al ways been
necessary to enable effective, reliable, and high-quality end-to-end
comuni cations on the Internet. |In addition, the use of GSLB, CDNs,
DNS Load Bal ancing, and Split DNS are not only w dely depl oyed but
are alnost uniformy viewed as essential to the functioning of the
Internet and highly beneficial to the quality of the end-user
experience on the Internet. These techni ques have had, and continue
to have, a beneficial effect on the experience of a wi de range of

I nternet applications and protocols. So, while there are valid
concerns about inplenenting policy controls in the "middle" of the
networ k, or anywhere away from edge hosts, the definition of what
constitutes the mddle and edge of the network is debatable in this
case. This is particularly so given that GSLBs and CDNs facilitate
connections fromend hosts and the optimal content hosts, and coul d
therefore be considered a nodest and, in many cases, essentia
network policy extension of a network’s edge, especially in the case
of hi gh-service-1evel domains.

There may be additional inplications for end users that have
configured their hosts to use a third party as their DNS recursive
resol ver, rather than the one(s) provided by their network operator.
In such cases, it will be nore challenging for a domain using
whitelisting to determ ne the | evel of IPv6-rel ated inpairnent when
such third-party DNS recursive resolvers are used, given the w de
variety of end-user access networks that nmay be used and given that
this mx may change in unpredictable ways over tine.

4.4. I nplenenting DNS Bl acklisting

Wth DNS Resol ver Whitelisting, DNS recursive resolvers can receive
AAAA resource records only if they are on the whitelist. DNS

Bl acklisting is by contrast the opposite of that, whereby all DNS
recursive resolvers can receive AAAA resource records unless they are
on the blacklist. Some inplementers of DNS Resol ver Whitelisting may
choose to subsequently transition to DNS Blacklisting. It is not
clear when and if it nmay be appropriate for a domain to change from
whitelisting to blacklisting, nor is it clear how inplenenters wll
judge that network conditions have changed sufficiently to justify

di sabl i ng such controls.

VWhen a dommin uses blacklisting, it is enabling all DNS recursive
resolvers to receive AAAA record responses, except for what is
presuned to be a relatively small nunber that are on the bl ackli st.
Over tine, it is likely that the blacklist will beconme snaller as the
net wor ks associated with the blacklisted DNS recursive resolvers are
able to meaningfully reduce | Pv6-related imnmpairnments to some
acceptable level, though it is possible that some networks may never
achieve that. DNS Blacklisting is also likely |less |abor intensive

Li vi ngood I nf or mati onal [ Page 17]



RFC 6589 Transitioning Content to | Pv6 April 2012

for a domain than perform ng DNS Resol ver Witelisting on a manua
basis. This is sinply because the domain woul d presumably be focused
on a smaller nunber of DNS recursive resolvers with well-known

| Pv6-rel ated probl ens.

It is also worth noting that the email industry has a | ong experience
with blacklists and, very generally speaking, blacklists tend to be
effective and well received when it is easy to discover if an IP
address is on a blacklist, if there is a transparent and easily
under st ood process for requesting renoval froma blacklist, and if
the decision-nmaking criteria for placing a server on a blacklist are
transparently disclosed and perceived as fair. However, in contrast
to an email blacklist where a blacklisted host cannot send email to a
domain at all, with DNS Resol ver Wiitelisting, comunications will
still occur over |Pv4 transport.

4.5. Transitioning Directly to Native Dual Stack

As an alternative to adopting any of the aforenentioned mgration
tactics, dommins can choose to transition to native dual stack
directly by adding native |IPv6 capabilities to their network and
hosts and by publishing AAAA resource records in the DNS for their
naned resources. O course, a domain can still control this
transition gradually, on a nane-by-nane basis, by adding native |Pv6
to one nanme at a tinme, such as mail.exanple.comfirst and

www. exanpl e.comlater. So, even a "direct" transition can be
performed gradually.

It is then up to end users with IPv6-related inpairments to di scover
and fix any applicable inmpairnents. However, the concerns and risks
related to traffic volune (Section 2.3) should still be considered
and nanaged, since those are not directly related to such
impairments. Not all content providers (or other donmains) may face
the chal l enges detailed herein or face themto the sane degree, since
the user base of each domain, traffic sources, traffic volumes, and
ot her factors obviously vary between domains.

For exanple, while sone content providers have inpl enented DNS

Resol ver Whitelisting (one migration tactic), others have run |Pv6
experi ments whereby they added AAAA resource records and observed and
nmeasured errors, and then decided not to inplenment DNS Resol ver
Whitelisting [Heise]. A nore w despread exanple of such an
experiment was World | Pv6 Day [ WD], sponsored by the Internet
Society, on June 8, 2011. This was a unique opportunity for hundreds
of dommins to add AAAA resource records to the DNS without using DNS
Resol ver Whitelisting, all at the sane tinme. Some of the

partici pati ng domai ns chose to | eave AAAA resource records in place
foll owi ng the experinment based on their experiences.
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Content providers can run their own independent experinents in the
future, addi ng AAAA resource records for a brief period of tine
(mnutes, hours, or days), and then analyzing any inpacts or effects
on traffic and the experience of end users. They can also sinply
turn on IPv6 for their domain, which may be easier when the
transition does not involve a high-service-level domain

5. Potential |nplenmentation Phases

The useful ness of each tactic in Section 4, and the associated pros
and cons associated with each tactic, are relative to each potentia
i mpl enenter and will therefore vary fromone inplenenter to another
As a result, it is not possible to say that the potential phases
bel ow make sense for every inplementer. This also neans that the
duration of each phase will vary between inplenenters, and even that
different inplenenters may skip some of these phases entirely.
Finally, the tactics listed in Section 4 are by no means excl usi ve.

5.1. No Access to |IPv6 Content

In this phase, a site is accessible only via IPv4 transport. At the
time of this witing, the majority of content on the Internet is in
this state and is not accessible natively over |Pv6.

5.2. Using | Pv6-Specific Nanmes

One possible first step for a domain is to gain experience using a
speci al i zed new FQDN, such as ipv6. exanpl e. com or
www. i pv6. exanpl e.com as explained in Section 4. 2.

5.3. Deploying DNS Resol ver Wiitelisting Using Manual Processes

As noted in Section 4.3, a domain could begin using DNS Resol ver
VWhitelisting as a way to incrementally enable | Pv6 access to content.
This tactic may be especially interesting to high-service-|evel

domai ns.

5.4. Deploying DNS Resol ver Wiitelisting Using Automated Processes

For a domain that decides to undertake DNS Resolver Witelisting on a
manual basis, the domain may subsequently nove to perform DNS

Resol ver Whitelisting on an autonated basis. This is explained in
Section 4.3, and can significantly ease any operational burdens
related to a nanual ly naintai ned whitelist.
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5.5. Turning Of DNS Resolver Witelisting

Domai ns that choose to inplenent DNS Resol ver Wiitelisting generally
consider it to be a tenporary neasure. Many inplenmenters have
announced that they plan to permanently turn off DNS Resol ver

Wi telisting beginning on the date of the Wrld |IPv6 Launch, on
June 6, 2012 [World-1Pv6-Launch]. For any inplenenters that do not
turn off DNS Resolver Wiitelisting at that tinme, it may be unclear
how each and every one will judge the point in tine that network
condi tions have changed sufficiently to justify turning off DNS
Resol ver Whitelisting. That being said, it is clear that the extent
of 1 Pv6 deploynment to end users in networks, the state of |Pv6-
related inmpairnment, and the maturity of |Pv6 operations are al

i mportant factors. Any such inplenenters may wish to take into

consideration that, as a practical matter, it will be inpossible to
get to a point where there are no | onger any |Pv6-rel ated
i mpai rments; sone reasonably small nunber of hosts will inevitably be

| eft behind as end users elect not to upgrade them or because sone
hosts are incapable of being upgraded.

5.6. Deploying DNS Bl acklisting

Regardl ess of whether a domain has first inplemented DNS Resol ver
Whitelisting or has never done so, DNS Bl acklisting, as described in
Section 4.4, may be of interest. This nmay be at the point in tine
when domai ns wi sh to nake their content w dely avail able over |Pv6
but still wish to protect end users of a few networks with well-known
IPv6 limtations fromhaving a bad end-user experience.

5.7. Fully Dual -Stack Content

A domain can arrive at this phase by either follow ng the use of a
previous | Pv6 migration tactic or going directly to this point, as
noted in Section 4.5. In this phase, the site’s content has been
made natively accessible via both IPv4 and I Pv6 for all end users on
the Internet, or at least without the use of any other IPv6 mgration
tactic.

6. O her Considerations
6.1. Security Considerations

If DNS Resolver Wiitelisting is adopted, as noted in Section 4.3,
then organi zati ons that apply DNS Resolver Wiitelisting policies in
their authoritative servers should have procedures and systens that
do not allow unauthorized parties to nodify the whitelist (or

bl acklist), just as all configuration settings for name servers
shoul d be protected by appropriate procedures and systenms. Such
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unaut hori zed additions or renovals fromthe whitelist (or blacklist)
can be damagi ng, causing content providers and/or network operators
to incur support costs resulting from end-user and/or custormer
contacts, as well as causing potential dramatic and di sruptive sw ngs
intraffic fromlIPv6 to | Pv4d or vice versa

DNS Security Extensions (DNSSEC) as defined in [ RFC4033], [RFC4034],
and [ RFC4035] use cryptographic digital signatures to provide origin
aut hentication and integrity assurance for DNS data. This is done by
creating signatures for DNS data on a Security-Aware Authoritative
Nane Server that can be used by Security-Aware Resolvers to verify
the answers. Since DNS Resolver Witelisting is inplenented on an
aut horitative DNS server, which provides different answers, dependi ng
upon whi ch DNS resol ver has sent a query, the DNSSEC chain of trust
is not altered. So, even though an authoritative DNS server wll

sel ectively return AAAA resource records or a non-exi stence response,
both types of responses will be signed and will validate. In
practical terns, this neans that two separate views or zones are
used, each of which is signed, so that whether or not particular
resource records exist, the existence or non-exi stence of the record
can still be validated using DNSSEC. As a result, there should not
be any negative inmpact on DNSSEC for those domai ns that have

i mpl enent ed DNSSEC on their Security-Aware Authoritative Nane Servers
and al so i npl emented DNS Resol ver Whitelisting. As for any party

i mpl enenting DNSSEC, such domai ns should of course ensure that
resource records are being appropriately and reliably signed and are
consistent with the response being returned.

However, network operators that run DNS recursive resol vers should be
careful not to nodify the responses received fromauthoritative DNS
servers. It is possible that sone networks may attenpt to do so in
order to prevent AAAA record responses fromgoing to end-user hosts,
due to sone | Pv6-related inpairnment or other |ack of |Pv6 readiness
within that network. But when a network operates a Security-Aware
Resol ver, nodifying or suppressing AAAA resource records for a
DNSSEC- si gned domai n coul d break the chain of trust established with
DNSSEC.

6.2. Privacy Considerations

As noted in Section 4.1, there is a benefit in sharing | Pv6-rel ated
i mpai rment statistics within the Internet comunity over tinme. Any
statistics that are shared or disclosed publicly should be aggregate
statistics, such as "the donai n exanpl e. com has observed an average
daily inpairnent rate of 0.05%in Septenber 2011, down fromO0.15%in
January 2011". They should not include information that can directly
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or indirectly identify individuals, such as nanes or enmil addresses.
Sharing only aggregate data can hel p protect end-user privacy and any
i nformation that may be proprietary to a domain

In addition, there are often nethods to detect |Pv6-related

i mpairnments for a specific end user, such as running an | Pv6 test
when an end user visits the website of a particular domain. Should a
donai n then choose to automatically comruni cate the facts of an
impairment to an affected user, there are likely no direct privacy
consi derations. However, if the domain then decides to share

i nformati on concerning that particular end user with that user’s
network operator or another third party, then the donain nmay wish to
consi der advising the end user of this and seeking to obtain the end-
user’s consent to share such infornmation

Appropriate guidelines for any information-sharing |likely varies by
country and/or legal jurisdiction. Domains should consider any
potential privacy issues when considering what information can be
shared. |If a domain does publish or share detail ed inpairnent
statistics, it would be well advised to avoid identifying individua
hosts or users.

Finally, if a domain chooses to contact end users directly concerning
their 1 Pv6 inpairnments, that domain should ensure that such

conmuni cation is perm ssible under any applicable privacy policies of
the domain or its websites.

6.3. Considerations with Poor |IPv4 and Good | Pv6 Transport

There are situations where the differing quality of the IPv4 and | Pv6
connectivity of an end user coul d cause conplications in accessing
content when a donmain is using an IPv6 migration tactic. While today
nost end users’ |Pv4 connectivity is typically superior to | Pv6
connectivity (if such connectivity exists at all), there could be

i mplications when the reverse is true and an end user has markedly
superior 1Pv6 connectivity as conpared to IPv4. This is not a
theoretical situation; it has been observed by at |east one nmjor
content provider.

For exanple, in one possible scenario, a user is issued |Pv6
addresses by their ISP and has a home network and devices or
operating systens that fully support native IPv6. As a result, this
theoretical user has very good |Pv6 connectivity. However, this end-
user’s | SP has exhausted their avail able pool of unique |IPv4
addresses, and uses NAT in order to share | Pv4 addresses anong end
users. So, for IPv4 content, the end user nmust send their |Pv4
traffic through sone additional network element (e.g., |arge-scale
NAT, proxy server, tunnel server). Use of this additional network
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el ement mi ght cause an end user to experience sub-optinmal |Pv4
connectivity when certain protocols or applications are used. This
user then has good | Pv6 connectivity but inpaired |IPv4 connectivity.
As a result, the user’s poor |Pv4 connectivity situation could
potentially be exacerbated when accessing a domain that is using a
mgration tactic that causes this user to only be able to access
content over |Pv4 transport for whatever reason

Shoul d this sort of situation become wi despread in the future, a
domain may wish to take it into account when deci di ng how and when to
transition content to |Pv6.
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