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Abstract

| Pv6 over Low Power Wrel ess Personal Area Networks (6LoWPANs) are
fornmed by devices that are conpatible with the | EEE 802.15.4
standard. However, neither the | EEE 802.15.4 standard nor the
6LoWPAN f ormat specification defines how nesh topol ogi es coul d be
obt ai ned and mmi ntai ned. Thus, it should be considered how 6LoWPAN
formation and multi-hop routing could be supported.

Thi s docunent provides the problem statenent and design space for
6LOWPAN routing. It defines the routing requirenents for 6LOWPANSs,
consi dering the | ow power and other particular characteristics of the
devices and |inks. The purpose of this document is not to recomend
specific solutions but to provide general, |ayer-agnostic guidelines
about the design of 6LOWPAN routing that can lead to further analysis
and protocol design. This docunment is intended as input to groups
wor ki ng on routing protocols relevant to 6LoOWPANs, such as the | ETF
ROLL WG

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6606.
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Pr obl em St at enent

6LoWPANs are formed by devices that are conpatible with the

| EEE 802.15.4 standard [| EEE802.15.4]. Mbst of the LoWPAN devi ces
are distinguished by their | ow bandw dth, short range, scarce nenory
capacity, limted processing capability, and other attributes of

i nexpensive hardware. The characteristics of nodes participating in
LoWPANs are assuned to be those described in the 6LOWPAN probl em
statenment [RFC4919], and in the | Pv6 over | EEE 802.15.4 docunent

[ RFC4944], which has specified howto carry | Pv6 packets over

| EEE 802.15.4 and simlar networks. \Wereas |EEE 802.15.4

di stingui shes two types of devices called full-function devices
(FFDs) and reduced-function devices (RFDs), this distinction is based
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on sonme features of the Medi um Access Control (MAC) | ayer that are
not always in use. Hence, the distinction is not made in this
docunent. Neverthel ess, sonme 6LOWPAN nodes may limt thenselves to
the role of hosts only, whereas other 6LoWPAN nodes may take part in
routing. This host/ router distinction can correlate with the
processi ng and storage capabilities of the device and power avail able
inasimlar way to the idea of RFDs and FFDs.

| EEE 802. 15. 4 networ ks support star and nesh topol ogi es. However,
neither the | EEE 802. 15.4 standard nor the 6LOWPAN f or nat
specification ([ RFC4944]) define how nmesh topol ogi es coul d be
obt ai ned and mmi ntai ned. Thus, 6LOWPAN formation and nulti-hop
routing can be supported either below the I P |ayer (the adaptation

| ayer or Logical Link Control (LLC)) or the IP layer. (Note that in
the 1ETF, the term"routing" usually, but not always [ RFC5556],
refers exclusively to the formati on of paths and the forwarding at

the 1P layer. In this docunent, we distinguish the |ayer at which
these services are perforned by the terns "route-over" and
"mesh-under". See Sections 2 and 3.) A nunber of IP routing

protocol s have been developed in various | ETF worki ng groups.
However, these existing routing protocols may not satisfy the
requi renments of multi-hop routing in 6LOWPANs, for the follow ng
reasons:

0 6LoWPAN nodes have special types and roles, such as nodes draw ng
their power fromprimary batteries, power-affluent nodes,
mai ns- power ed and hi gh- perfornmance gat eways, data aggregators,
etc. 6LOWPAN routing protocols should support multiple device
types and rol es.

o More stringent requirenents apply to LoWPANs, as opposed to
hi gher - performance or non-battery-operated networks. 6L0OWPAN
nodes are characterized by small menory sizes and | ow processing
power, and they run on very limted power supplied by primary
non-rechargeabl e batteries (a few KB of RAM a few dozen KB of
ROM flash nmenory, and a few Mz of CPU is typical). A node's
lifetime is usually defined by the lifetine of its battery.

o Handling sl eeping nodes is very critical in LoOWPANs, nore so than
intraditional ad hoc networks. LoWPAN nodes mght stay in sleep
node nost of the time. Taking advantage of appropriate tinmes for
transmssions is inportant for efficient packet forwarding.

0 Routing in 6LOWPANs mi ght possibly translate to a sinpler problem
than routing in higher-performance networks. LoWPANs mni ght be
either transit networks or stub networks. Under the assunption
that LoWPANs are never transit networks (as inplied by [ RFC4944]),
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routing protocols nmay be drastically sinplified. This docunent
will focus on the requirenents for stub networks. Additiona
requi rements nmay apply to transit networks.

o Routing in LoOWPANs mi ght possibly translate to a harder probl em
than routing in higher-perfornmance networks. Routing in LoWPANs
requi res power optimnzation, stable operation in |ossy
environnents, etc. These requirenents are not easily satisfiable
all at once [ROLL- PROTOCOLS] .

These properties create new chall enges for the design of routing
wi t hi n LoWPANSs.

The 6LOWPAN probl em statenent [ RFC4919] briefly nentions four
requi rements for routing protocols:

(a) | ow overhead on data packets

(b) low routing overhead

(c) mnimal nenory and conputation requirements

(d) support for sleeping nodes (consideration of battery savings)

These four high-1evel requirenents describe the basic requirenents
for 6LOWPAN routing. Based on the fundamental features of 6LOWPANS,
nore detailed routing requirements, which can lead to further

anal ysis and protocol design, are presented in this docunent.

Consi dering the probl ens above, detail ed 6LOWPAN routing requirenents
nust be defined. Application-specific features affect the design of
6LOWPAN routing requirenents and correspondi ng solutions. However,
various applications can be profiled by simlar technica
characteristics, although the related detail ed requirenents m ght
differ (e.g., a few dozen nodes in a home |lighting system need
appropriate scalability for the systenis applications, while mllions
of nodes for a highway infrastructure systemal so need appropriate
scal ability).

This routing requirements docunent states the routing requirenents of
6LOoWPAN applications in general, providing exanples for different
cases of routing. It does not inply that a single routing solution
will be favorable for all 6LOWPAN applications, and there is no
requirenent for different routing protocols to run simultaneously.
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2.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Readers are expected to be famliar with all the terns and concepts
that are discussed in "IPv6 over Low Power Wreless Personal Area

Net wor ks (6LOWPANs): Overvi ew, Assunptions, Problem Statenent, and
CGoal s" [RFC4919] and "Transm ssion of |Pv6 Packets over |EEE 802.15.4
Net wor ks" [ RFC4944] .

Thi s specification nakes use of the termi nology defined in
[ 6LOVWPAN- NDJ .

Desi gn Space

Apart froma wide variety of conceivable routing algorithms for
6LOWPANs, it is possible to performrouting in the IP layer (using a
rout e-over approach) or below | P, as defined by the 6LoWPAN f or mat
docunent [ RFC4944] (using the nesh-under approach). See Figure 1

The rout e-over approach relies on I[P routing and therefore supports
routing over possibly various types of interconnected |inks.

Note: The ROLL WG i s now working on route-over approaches for

Low power and Lossy Networks (LLNs), not specifically for 6L0oWPANS.
Thi s docunent focuses on 6LOWPAN-specific requirenments; it may be
used in conjunction with the nore application-oriented requirenents
defined by the ROLL W&

The nesh-under approach perforns the nmulti-hop communication bel ow
the P link. The nost significant consequence of the mesh-under
mechani smis that the characteristics of |EEE 802.15.4 directly

af fect the 6LOWPAN routing mechani sns, including the use of 64-bit
(or 16-bit short) link-layer addresses instead of |IP addresses. A
6LoWPAN woul d therefore be seen as a single IP |ink

Most statenents in this docunment consider both the route-over and
nmesh- under cases.
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Figure 1 shows the place of 6LOWPAN routing in the entire network

st ack.

Tt e +
| Application Layer | Application Layer
T T +
| Transport Layer (TCP/UDP) | | Transport Layer (TCP/ UDP)

o m e e e e e eee oo s N +
| Network Layer (IPv6) | | Network S I +

R + | Layer | Routing | |
| 6LOWPAN | | (I1Pv6) oo +

| Adaptation | e +
| Layer R + | | 6LoWPAN Adaptation Layer
I | Routing* |-+ +---c-mmmmm i +
| 802.15.4 MAC +---------- + ] ] 802.15. 4 MAC
Tt e +
| 802. 15. 4 PHY [ | 802. 15. 4 PHY |
T T +

* Here, "Routing" is not equivalent to |P routing,
but includes the functionalities of path conputation and
forwardi ng under the I P |ayer.
The term "Routing"” is used in the figure in order to
illustrate which | ayer handl es path conputation and
packet forwardi ng in nesh-under as conpared to route-over.

Figure 1: Mesh-Under Routing (Left) and Route-Over Routing (Right)

In order to avoid packet fragnentation and the overhead for
reassenmbly, routing packets should fit into a single | EEE 802.15.4
physi cal frame, and application data should not be expanded to an
extent that they no |onger fit.

3.1. Reference Network Mde

For multi-hop comruni cati on in 6LOWPANs, when a route-over mechani sm
is inuse, all routers (i.e., 6LOWPAN Border Routers (6LBRs) and
6LoWPAN Routers (6LRs)) performI|IP routing within the stub network
(see Figure 2). In this case, the link-local scope covers the set of
nodes within symetric radi o range of a node.

VWhen a LoWPAN fol |l ows the nesh-under configuration, the 6LBR is the
only IPv6 router in the LOWPAN (see Figure 3). This neans that the
| Pv6 |ink-1ocal scope includes all nodes in the LOWPAN. For this, a
mesh-under mechani sm MJUST be provided to support nulti-hop

transm ssion.
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h h
/ | 6LBR. 6LOWPAN Bor der Rout er
6LBR -- 6LR --- 6LR --- h 6LR: 6LoWPAN Rout er
[\ h: Host
h 6LR --- h
|
[\

6LR - 6LR -- h

Figure 2: An Exanmpl e of a Route-Over LOWPAN

h h
/ | 6LBR. 6LOWPAN Bor der Rout er
6LBR --- m--- m--- h m nesh-under forwarder
!\ h: Host
h m--- h
|
I\
m- m-- h

Figure 3: An Exanmple of a Mesh-Under LoWPAN

Note than in both nmesh-under and route-over networks, there is no
expectation of topologically based address assignnent in the 6LoWPAN.
I nst ead, addresses are typically assigned based on the EU -64
addresses assigned at manufacturing tine to nodes, or based on a
(froma topol ogical point of view) nmore or |ess random process
assigning 16-bit MAC addresses to individual nodes. Wthin a
6LoWPAN, there is therefore no opportunity for aggregation or

sunmari zati on of | Pv6 addresses beyond the sharing of (one or nore)
common prefixes.

Not all devices that are within radio range of each other need to be
part of the same LoWPAN. VWen nultiple LoWPANs are forned with
globally unique | Pv6 addresses in the 6LoOWPANs, and device (a) of
LOWPAN [ A] wants to comunicate with device (b) of LoWPAN [B], the
normal | Pv6é nmechanisns will be enployed. For route-over, the |IPv6
address of (b) is set as the destination of the packets, and the
devices performIP routing to the 6LBR for these outgoing packets.
For mesh-under, there is one IP hop fromdevice (a) to the 6LBR of
[A], no matter how many radi o hops they are apart from each other
This, of course, assunmes the existence of a nmesh-under routing
protocol in order to reach the 6LBR Note that a default route to
the 6LBR could be inserted into the 6LOWPAN routing systemfor both
rout e-over and nesh-under.
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4.

Scenari o Considerations and Paraneters for 6LOWPAN Routi ng

| P-based LOWPAN technology is still inits early stage of

devel opnent, but the range of conceivabl e usage scenarios is
tremendous. The nunerous possi bl e applications of sensor networks
nmake it obvi ous that nmesh topologies will be prevalent in LoWPAN
environnents and robust routing will be a necessity for expedient
comuni cation. Research efforts in the area of sensor networKking
have put forth a large variety of nulti-hop routing algorithns
[Bulusu]. Most related work focuses on optim zing routing for
specific application scenarios, which can be realized using severa
nodes of communication, including the follow ng [Watteyne]:

o Flooding (in very small networks)
o Hierarchical routing

o GCeographic routing

o Self-organi zing coordi nate routing

Dependi ng on the topol ogy of a LoWPAN and the application(s) running
over it, different types of routing nmay be used. However, this
docunent abstracts from application-specific conmmunication and
descri bes general routing requirenents valid for overall routing in
LoWPANSs.

The foll owi ng paraneters can be used to describe specific scenarios
in which the candidate routing protocols could be eval uated.

a. Network Properties:

*  Nunber of Devices, Density, and Network Di aneter:
These parameters usually affect the routing state directly
(e.g., the number of entries in a routing table or neighbor
list). Especially in large and dense networks, policies nust
be applied for discarding "l owquality" and stale routing
entries in order to prevent menory overfl ow.

* Connectivity:
Due to external factors or programred di sconnections, a LoWPAN
can be in several states of connectivity -- anything in the
range from "al ways connected" to "rarely connected". This
poses great chall enges to the dynam c discovery of routes
across a LoWPAN.
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Dynamicity (including mobility):

Locati on changes can be i nduced by unpredictable externa
factors or by controlled notion, which may in turn cause route
changes. Al so, nodes may dynam cally be introduced into a
LoWPAN and renoved fromit later. The routing state and the
vol une of control nessages may heavily depend on the nunber of
novi ng nodes in a LOWPAN and their speed, as well as how

qui ckly and frequently environnmental characteristics

i nfl uenci ng radi o propagati on change.

Depl oyment :

In a LOWPAN, it is possible for nodes to be scattered randony
or to be deployed in an organi zed manner. The depl oynment can
occur at once, or as an iterative process, which nmay al so
affect the routing state.

Spatial Distribution of Nodes and Gat eways:

Net wor k connectivity depends on the spatial distribution of
the nodes and on other factors, such as devi ce nunber,
density, and transmi ssion range. For instance, nodes can be
pl aced on a grid, or randonly located in an area (as can be
nodel ed by a two-di mensi onal Poi sson distribution), etc.
Assum ng a random spatial distribution, an average of 7

nei ghbors per node are required for approximately 95% network
connectivity (10 nei ghbors per node are needed for 99%
connectivity) [Kuhn]. In addition, if the LoWPAN i s connected
to other networks through infrastructure nodes call ed

gat eways, the nunber and spatial distribution of these

gat eways affect network congestion and avail able data rate,
anong ot her things.

Traffic Patterns, Topol ogy, and Applications:

The design of a LOWPAN and the requirenents for its
application have a big inmpact on the network topol ogy and the
nost efficient routing type to be used. For different traffic
patterns (point-to-point, nultipoint-to-point, point-to-

mul tipoint) and network architectures, various routing
nmechani sns have been devel oped, such as data-centric, event-
driven, address-centric, and geographic routing.

Cl asses of Service:

For m xing applications of different criticality on one
LoWPAN, support of multiple classes of service nay be required
in resource-constrai ned LOWPANs and nmay require a new routing
protocol functionality.
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*  Security:
LoWPANs may carry sensitive information and require a high
| evel of security support where the availability, integrity,
and confidentiality of data are of prine relevance. Secured
nmessages cause overhead and affect the power consunption of
LoWPAN routi ng protocols.

b. Node Paraneters:

* Processing Speed and Menory Size:
These basic paraneters define the maxi mum size of the routing
state and the naxi mum conplexity of its processing. LoWPAN
nodes nmay have different perfornmance characteristics, queuing
strategi es, and queue buffer sizes.

* Power Consunption and Power Source:
The nunber of battery- and nmai ns-powered nodes and their
positions in the topology created by themin a LoWPAN aff ect
routing protocols in their selection of paths that optimze
network lifetine.

* Transm ssi on Range:
This paraneter affects routing. For exanple, a high
transm ssi on range nay cause a dense network, which in turn
results in nore direct neighbors of a node, higher
connectivity, and a larger routing state.

* Traffic Pattern:
This paraneter affects routing, since highly | oaded nodes
(either because they are the source of packets to be
transmtted or due to forwarding) nmay contribute to higher
del i very del ays and may consunme nmore energy than lightly
| oaded nodes. This applies to both data packets and routing
control messages.
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c. Link Paraneters:
This section discusses |link paraneters that apply to
| EEE 802. 15.4 | egacy node (i.e., not naking use of inproved
nodul ati on schenes).
*  Thr oughput :
The nmaxi mum user data throughput of a bulk data transm ssion
bet ween a single sender and a single receiver through an
unslotted | EEE 802.15.4 2.4 G4z channel in ideal conditions is
as follows [Latre]:
+ 16-bit MAC addresses, unreliable nmode: 151.6 kbit/s
+ 16-bit MAC addresses, reliable node: 139.0 kbit/s
+ 64-bit MAC addresses, unreliable node: 135.6 kbit/s
+ 64-bit MAC addresses, reliable node: 124.4 kbit/s
Throughput for the 915 Mz band is as foll ows:
+ 16-bit MAC addresses, unreliable npde: 31.1 kbit/s
+ 16-bit MAC addresses, reliable npde: 28.6 kbit/s
+ 64-bit MAC addresses, unreliable node: 27.8 kbit/s
+ 64-bit MAC addresses, reliable node: 25.6 kbit/s
Thr oughput for the 868 MHz band is as foll ows:
+ 16-bit MAC addresses, unreliable node: 15.5 kbit/s

+ 16-bit MAC addresses, reliable node: 14.3 kbit/s

=+

64-bit MAC addresses, unreliable nmode: 13.9 kbit/s

+

64-bit MAC addresses, reliable node: 12.8 kbit/s

Kim et al. I nf or mati onal [ Page 11]



RFC 6606

6LoWPAN Routi ng Requirenents May 2012

Lat ency:

Latency ranges -- dependi ng on payload size -- of a frane
transm ssion between a single sender and a single receiver
through an unslotted | EEE 802.15.4 2.4 GHz channel in idea
conditions are as shown below [Latre]. For unreliable node,
the actual latency is provided. For reliable node, the round-
trip time, including transm ssion of a Layer-2 acknow edgmrent,
i s provided:

+ 16-bit MAC addresses, unreliable nmode: [1.92 ns, 6.02 mns]
+ 16-bit MAC addresses, reliable node: [2.46 ns, 6.56 nB]

+ 64-bit MAC addresses, unreliable nmode: [2.75 ms, 6.02 ns]
+ 64-bit MAC addresses, reliable nmode: [3.30 ns, 6.56 ns]
Latency ranges for the 915 MHz band are as foll ows:

+ 16-bit MAC addresses, unreliable node: [5.85 ns, 29.35 ns]
+ 16-bit MAC addresses, reliable nmode: [8.35 ns, 31.85 ns]

+ 64-bit MAC addresses, unreliable node: [8.95 ns, 29.35 ns]
+ 64-bit MAC addresses, reliable node: [11.45 ns, 31.82 ns]
Latency ranges for the 868 MHz band are as foll ows:

+ 16-bit MAC addresses, unreliable node: [11.7 ns, 58.7 ns]
+ 16-bit MAC addresses, reliable node: [16.7 ns, 63.7 ns]

+ 64-bit MAC addresses, unreliable nmode: [17.9 ns, 58.7 ns]

+ 64-bit MAC addresses, reliable node: [22.9 ns, 63.7 nB]

Note that some of the paraneters presented in this section may be
used as link or node evaluation netrics. However, nulti-criteria
routi ng may be too expensive for 6LOWPAN nodes. Rather, various
single-criteria netrics are avail able and can be selected to suit the
envi ronnent or application
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5. 6LOoWPAN Routing Requirenents

This section defines a list of requirenments for 6LOWPAN routing. An
i mportant design property specific to | ow power networks is that
LoWPANs have to support multiple device types and roles, such as

o host nodes drawi ng their power fromprimary batteries or using
energy harvesting (sonetines called "power-constrai ned nodes")

0 rmai ns-powered host nodes (an exanple of what we call "power-
af fl uent nodes")

o power-affluent (but not necessarily mains-powered) high-
per formance gat eway(s)

o nodes with various functionality (data aggregators, relays, |oca
manager/ coordi nators, etc.)

Due to these different device types and roles, LoWPANs need to
consider the following two primary attributes:

o Power conservation: sone devices are mai ns-powered, but nmany are
battery-operated and need to | ast several months to a few years
with a single AA battery. Many devices are mai ns-powered nost of
the tinme but still need to function on batteries for possibly
ext ended periods (e.g., on a construction site before building
power is switched on for the first time).

o Low performance: tiny devices, small nmenory sizes, |ow perfornmance
processors, |ow bandwi dth, high | oss rates, etc.

These fundamental attributes of LoWPANs affect the design of routing
solutions. Wether existing routing specifications are sinplified
and nodified, or new solutions are introduced in order to fit the

| ow power requirenments of LoOWPANs, they need to neet the requirenents
descri bed bel ow.

5.1. Support of 6LoOoWPAN Device Properties

The general objectives listed in this section should be net by
6LOWPAN routing protocols. The inportance of each requirement is
dependent on what node type the protocol is running on and what the
role of the node is. The follow ng requirenments consider the
presence of battery-powered nodes in LOWPANs.
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[ R0O1] 6LOWPAN routing protocols SHOULD al |l ow i npl enmentation with
smal | code size and require low routing state to fit the typica
6LoWPAN node capacity. Cenerally speaking, the code size is bounded
by available flash menory size, and the routing table is bounded by
RAM si ze, possibly limting it to less than 32 entries.

The RAM si ze of LoWPAN nodes often ranges between 4 KB and 10 KB
(2 KB mininmum, and programflash nenmory normally consists of 48
KB to 128 KB. (For exanple, in the current market, M CAz has 128
KB program fl ash, 4 KB EEPROM and 512 KB external flash ROV

TI P700CM has 48 KB program flash, 10 KB RAM and 1 MB externa
flash ROM)

Due to these hardware restrictions, code SHOULD fit within a smal
menory size -- no nore than 48 KB to 128 KB of flash nmenory,
including at least a few tens of KB of application code size. (As
a general observation, a routing protocol of |ow conplexity may
hel p achi eve the goal of reducing power consunption, inproves
robust ness, requires lower routing state, is easier to analyze,
and may be less prone to security attacks.)

In addition, operation with limted anbunts of routing state (such
as routing tables and neighbor Iists) SHOULD be mai ntai ned, since
sone typical menory sizes preclude storing state of a | arge nunber
of nodes. For instance, industrial nonitoring applications may
need to support a naxi mum of 20 hops [RFC5673]. Small networks
can be designed to support a snaller nunber of hops. Wile the
need for this is highly dependent on the network architecture,
there should be at | east one nbde of operation that can function
with 32 forwarding entries or |ess.

[ R0O2] 6LOWPAN routing protocols SHOULD cause m ni mal power
consunption by efficiently using control packets (e.g., nininizing
expensive | P multicast, which causes |link broadcast to the entire
LoWPAN) and by efficiently routing data packets.

One way of optimzing battery lifetime is by achieving a mninal
control nessage overhead. Conpared to such functions as
conput ati onal operations or taking sensor sanples, radio

conmuni cation is by far the dom nant factor of power consunption
[ Doherty]. Power consunption of transm ssion and/or reception
depends linearly on the length of data units and on the frequency
of transmi ssion and reception of the data units [Shih].

The energy consunption of two exanple radio frequency (RF)
controllers for | owpower nodes is shown in [Hill]. The TR1000
radi o consumes 21 mNVWwhen transmtting at 0.75 mW/ and 15 nW
during reception (with a receiver sensitivity of -85 dBm. The
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5.

CC1000 consunes 31.6 nWwhen transmitting at 0.75 mW and 20 nW
during reception (wWith a receiver sensitivity of -105 dBm. Power
endur ance under the concept of an idealized power source is
explained in [Hill]. Based on the energy of an idealized AA
battery, the CCl000 can transmt for approximately 4 days straight
or receive for 9 consecutive days. Note that availability for
recepti on consunes power as well.

As nulticast may cause flooding in the LoWPAN, a 6LOWPAN routing
prot ocol SHOULD minimze the control cost by multicasting routing
packets.

Control cost of routing protocols in | ow power and | ossy networks
is discussed in nore detail in [ ROLL- PROTOCCLS] .

Support of 6LOWPAN Link Properties

6LoWPAN | i nks have the characteristics of |ow data rate and possibly
high | oss rates. The routing requirenments described in this section
are derived fromthe link properties.

[ R0O3] 6LOWPAN routing protocol control nessages SHOULD NOT exceed a
single | EEE 802.15.4 frane size, in order to avoid packet
fragnentation and the overhead for reassenbly.

In order to save energy, routing overhead should be mninized to
prevent fragmentation of franes. Therefore, 6LoOWPAN routing
shoul d not cause packets to exceed the | EEE 802.15.4 frane size.
Thi s reduces the energy required for transm ssion, avoids
unnecessary waste of bandwi dth, and prevents the need for packet
reassenbly. The [| EEE802. 15. 4] standard specifies an MU of

127 bytes, yielding about 80 octets of actual MAC payl oad with
security enabl ed, sonme of which is taken for the (typically
conpressed) | P header [RFC6282]. Avoiding fragmentation at the
adaptation layer may inply the use of semantic fragnentation
and/ or algorithns that can work on small increnents of routing

i nformation.

[ R0O4] The design of routing protocols for LOWPANs must consider the
fact that packets are to be delivered with sufficient probability
according to application requirenents.

Requi renents for a successful end-to-end packet delivery ratio
(where delivery may be bounded within certain |atency |evels)
vary, depending on the application. In industrial applications,
some non-critical nonitoring applications may tolerate a
successful delivery ratio of less than 90% wi th hours of |atency;
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in sone other cases, a delivery ratio of 99.9%is required
[ RFC5673]. In building automation applications, application-|ayer
errors nust be bel ow 0.01% [ RFC5867] .

Successful end-to-end delivery of packets in an | EEE 802. 15.4 nesh
depends on the quality of the path selected by the routing
protocol and on the ability of the routing protocol to cope with
short-termand long-termquality variation. The netric of the
routing protocol strongly influences performance of the routing
protocol in terns of delivery ratio.

The quality of a given path depends on the individual qualities of
the links (including the devices) that conpose that path.

| EEE 802.15.4 settings affect the quality perceived at upper
layers. |In particular, in |EEE 802.15.4 reliable node, if an
acknow edgnent frame is not received after a given period, the
originator retries frame transm ssion up to a nmaxi mum nunber of
times. |If an acknow edgnent frane is still not received by the
sender after perform ng the maxi mum nunber of transnission
attenpts, the MAC | ayer assunes that the transm ssion has failed
and notifies the next higher layer of the failure. Note that
excessive retransm ssions may be detrinental; see RFC 3819

[ RFC3819] .

[ RO5] The design of routing protocols for LoOWPANs nust consi der the
| atency requirenents of applications and | EEE 802.15.4 |ink |atency
characteristics.

Latency requirenents may differ -- e.g., froma few hundred
mlliseconds to mnutes -- depending on the type of application
Real -time building autonmation applications usually need response
ti mes bel ow 500 ns between egress and ingress, while forced-entry
security alerts nmust be routed to one or nore fixed or nobile user
devices within 5 seconds [ RFC5867]. Non-critical closed-Ioop
applications for industrial automation have |atency requirenents
that can be as low as 100 ns, but nmany control |oops are tolerant

of latencies above 1 s [RFC5673]. In contrast, urban nonitoring
applications allow | atencies smaller than the typical intervals
used for reporting sensed information -- for instance, on the

order of seconds to m nutes [ RFC5548].

The range of latencies of a frame transm ssion between a single
sender and a single receiver through an ideal unslotted

| EEE 802.15.4 2.4 GHz channel is between 2.46 ns and 6.02 ns with
64-bit MAC addresses in unreliable node, and between 2.20 ns and
6.56 ms with 64-bit MAC addresses in reliable node. The range of
| atenci es of the 868 Mz band is from11.7 nms to 63.7 s,
dependi ng on the address type and node used (reliable or
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unreliable). Note that the latencies may be | arger than that,
dependi ng on channel |oad, the MAC-layer settings, and the choice
of reliable or unreliable node. Note that MAC approaches ot her
than | egacy 802.15.4 nmay be used (e.g., TDMA). Duty cycling may
further affect latency (see [R08]). Depending on the routing path
chosen and the network dianmeter, nultiple hops may contribute to
the end-to-end latency that an application nmay experience.

Note that a tradeoff exists between [RO5] and [R04].

[ R0O6] 6LOWPAN routing protocols SHOULD be robust to dynamc | oss
caused by link failure or device unavailability either in the short
term (approx. 30 ns) -- due to Received Signal Strength Indication
(RSSI) variation, interference variation, noise, and asynchrony -- or
inthe long term due to a depleted power source, hardware breakdown,
operating system m sbehavior, etc.

An inportant trait of 6LOWPAN devices is their unreliability,
which can be due to limted systemcapabilities and possibly being
closely coupled to the physical world with all its unpredictable
variations. In harsh environnents, LoWPANs easily suffer from
link failure. Collisions or link failures easily increase send
and receive queues and can | ead to queue overfl ow and packet

| osses.

For home applications, where users expect feedback after carrying
out certain actions (such as handling a renmpte control while
nmovi ng around), routing protocols nust converge within 2 seconds
if the destination node of the packet has nobved and nust converge
within 0.5 seconds if only the sender has noved [ RFC5826]. The
tol erance of the recovery tinme can vary, depending on the
application; however, the routing protocol nust provide the
detection of short-termunavailability and | ong-term

di sappearance. The routing protocol has to exploit network
resources (e.g., path redundancy) to offer good network behavi or
despite node failure.

Different routing protocols may exhibit different scaling
characteristics with respect to the recovery/convergence tine and
the conputational resources to achieve recovery after a
convergence; see also [R0O1] and [R10].
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5.

[ RO7] 6LOWPAN routing protocols SHOULD be designed to correctly
operate in the presence of |ink asymmetry.

Li nk asynmmetry occurs when the probability of successfu
transm ssi on between two nodes is significantly higher in one
direction than in the other. This phenonenon has been reported in
a large nunber of experinmental studies, and it is expected that
6LOWPANs wi || exhibit |ink asymmetry.

Support of 6LOWPAN Characteristics

6LoWPANs can be deployed in different sizes and topol ogi es, adhere to
various nodels of nobility, be exposed to various |evels of
interference, etc. In any case, LOoWPANs mnust maintain | ow energy
consunption. The requirenments described in this subsection are
derived fromthe network attributes of 6LOWPANS.

[ RO8] The design of 6LOWPAN routing protocols SHOULD take into
account that sone nodes may be unresponsive during certain tine
intervals, due to periodic hibernation

Many nodes in LoOWPAN environnents nmight periodically hibernate
(i.e., disable their transceiver activity) in order to save
energy. Therefore, routing protocols nust ensure robust packet
delivery despite nodes frequently shutting off their radio

transm ssion interface. Feedback fromthe |ower |EEE 802.15.4

| ayer may be considered to enhance the power awareness of 6LoWPAN
routing protocols.

CC1000- based nodes must operate at a duty cycle of approxinmately
2% to survive for one year froman idealized AA battery power
source [Hill]. For hone automation purposes, it is suggested that
the devices have to maxinm ze the sleep phase with a duty cycle

| ower than 1% [ RFC5826], while in buil ding automation
applications, batteries nmust be operational for at |east 5 years
when the sensing devices are transmtting data (e.g., 64 bytes)
once per mnute [RFC5867].

Dependi ng on the application in use, packet rates may range from
one per second to one per day, or beyond. Routing protocols my
take advantage of know edge about the packet transm ssion rate and
utilize this information in calculating routing paths. |In many

| EEE 802. 15. 4 depl oynents, and in other wirel ess | ow power
technol ogi es, forwarders are nai ns-powered devices (and hence do
not need to sleep). However, it cannot be assuned that al
forwarders are mai ns-powered. A routing protocol that addresses
this case SHOULD provide a node in which power consunption is a
nmetric. |In addition, using nodes in power-saving nodes for
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forwardi ng nay increase delay and reduce the probability of packet
delivery, which in this case al so should be avail able as an i nput
into the path computation

[RO9] The netric used by 6LOWPAN routing protocols SHOULD provide
sone flexibility with respect to the inputs provided by the | ower
| ayers and ot her measures to optim ze path sel ection, considering
energy bal ance and link qualities.

In honmes, buildings, or infrastructure, sone nodes wll be
installed with mains power. Such power-installed nodes MJST be
considered as relay points for a pronminent role in packet
delivery. 6LOWPAN routing protocols MJST know t he power
constraints of the nodes.

Si npl e hop-count-only mechani sns nay be inefficient in 6LOWPANS.
There is a Link Quality Indication (LQ) and/or RSSI from

| EEE 802.15.4 that may be taken into account for better netrics.
The netric to be used (and its goal) may depend on applications
and requirenents.

The nunbers in Figure 4 represent the Link Delivery Ratio (LDR) of

each pair of nodes. There are studies that show a piecew se
| i near dependence between the LQ and the LDR [ Chen].

Figure 4: An Exanpl e Network

In this sinple exanple, there are two options in routing from
node Ato node C, with the follow ng features:

A Path AC
+ (1/0.6) = 1.67 avg. transni ssions needed for each packet
(confirnmed link-layer delivery with retransm ssions and
negligi ble ACK | oss have been assuned)

+ one-hop path
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+ good energy consunption and end-to-end | atency of data
packets, poor delivery ratio (0.6)

+ poor probability of route reconfigurations
B. Path ABC

+ (1/0.9)+(1/0.9) = 2.22 avg. transm ssions needed for each
packet (under the sane assunptions as above)

+ two-hop path

+ poor energy consunption and end-to-end | atency of data
packets, good delivery ratio (0.81)

I f energy consunption of the network nust be mnimzed, path ACis
the best (this path would be chosen based on a hop-count netric).
However, if the delivery ratio in that case is not sufficient, the
best path is ABC (it woul d be chosen by an LQ -based netric).

Conbi nati ons of both metrics can be used.

The netric also affects the probability of route reconfiguration
Rout e reconfiguration, which may be triggered by packet |osses,
may require transm ssion of routing protocol nmessages. It is
possible to use a netric ained at selecting the path with a | ow
route reconfiguration rate by using the LQ as an input to the
metric. Such a path has good properties, including stability and
| ow control message overhead.

Note that a tradeoff exists between [R09] and [ RO1].

[ RLO] 6LOWPAN routing protocols SHOULD be designed to achi eve both
scalability -- froma few nodes to maybe mllions of nodes -- and
m ni mal use of system resources.

A LoWPAN may consist of just a couple of nodes (for instance, in a
body-area network), but may al so contain nuch higher nunbers of
devices (e.g., nonitoring of a city infrastructure or a highway).
For home automation applications, it is envisioned that the
routing protocol must support 250 devices in the network

[ RFC5826], while routing protocols for netropolitan-scal e sensor
net wor ks must be capable of clustering a | arge nunber of sensing
nodes into regions containing on the order of 1072 to 1074 sensing
nodes each [RFC5548]. It is therefore necessary that routing
nmechani sns are designed to be scal able for operation in networks
of various sizes. However, due to a |lack of menory size and
conput ati onal power, 6LOWPAN routing mght limt forwarding
entries to a small nunber, such as a maxi num of 32 routing table
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entries. Particularly in |large networks, the routing nechani sm
MUST be designed in such a way that the nunber of routers is
smal | er than the nunber of hosts.

[ RL1] The procedure of route repair and rel ated control nessages
SHOULD NOT harm overal |l energy consunption fromthe routing
pr ot ocol s.

Local repair inproves throughput and end-to-end | atency,
especially in large networks. Since routes are repaired quickly,
fewer data packets are dropped, and a snaller nunmber of routing
protocol packet transm ssions are needed, since routes can be
repai red without source-initiated route discovery [Lee]. ne

i mportant consideration here may be to avoid premature energy
depletion, even if that inpairs other requirenments.

[ R12] 6LOWPAN routing protocols SHOULD all ow for dynam cally adaptive
t opol ogi es and nobi |l e nodes. Wen supporting dynam ¢ topol ogi es and
nobi | e nodes, route mai ntenance should keep in nind the goal of a

m nimal routing state and routing protocol nmessage overhead.

Topol ogi cal node nobility may be the result of physical novenent
and/ or a changing radi o environnent, making it very likely that
nobility needs to be handl ed even in a network with physically
static nodes. 6LoOWPANs do not nmeke use of a separate protocol to
mai ntain connectivity to moving nodes but expects the routing
protocol to handle it.

In addition, some nodes may nove from one 6LOWPAN to another and
are expected to becone functional nenbers of the latter 6LOWPAN in
alimted anpbunt of tine.

Bui | di ng nmonitoring applications, for instance, have a number of
requirements with respect to recovery and settling time for
nmobility that range between 5 and 20 seconds (Section 5.3.1 of

[ RFC5867]). For nmore interactive applications such as those used
i n hone automation systens, where users provide input and expect

i nstant feedback, nobility requirenents are also stricter and, for
noves within a network, a convergence tinme below 0.5 seconds is
commonly required (Section 3.2 of [RFC5826]). In industria

envi ronnents, where nobile equiprment (e.g., cranes) nobves around,
the routing protocol needs to support vehicul ar speeds of up to
35 kmlh [RFC5673]. Currently, 6LoOWPANs are not nornally being
used for such fast mobility, but dynam c association and

di sassoci ati on MJUST be supported in 6LOWPANSs.
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There are several challenges that should be addressed by a 6LoWPAN
routing protocol in order to create robust routing in dynamc
envi ronnents:

* Mbbil e Nodes Changing Their Location inside a LoWPAN:
If the nodes’ novenent pattern is unknown, nobility cannot
easily be detected or distinguished by the routing protocols.
Mobi | e nodes can be treated as nodes that di sappear and
reappear in another place. The tracking of novement patterns
i ncreases conplexity and can be avoi ded by handling noving
nodes using reactive route updates.

*  Movenent of a LOWPAN with Respect to Qther (Inter)Connected
LoWPANS:
Wthin each stub network, (one or nore) relatively powerful
gat eway nodes (6LBRs) need to be configured to handl e noving
LoWPANSs.

*  Nodes Permanently Joining or Leaving the LoWPAN:
In order to ease routing table updates, reduce the size of
these updates, and nininize error control messages, nodes
| eaving the network may announce their disassociation to the
cl osest edge router or to a specific node (if any) that takes
charge of |ocal association and disassociation

[ R13] A 6LOWPAN routing protocol SHOULD support various traffic
patterns -- point-to-point, point-to-multipoint, and multipoint-to-
point -- while avoiding excessive nulticast traffic in a LoWPAN.

6LoWPANs often have point-to-nultipoint or nultipoint-to-point
traffic patterns. Many energing applications include point-to-
poi nt conmuni cation as well. 6LoOWPAN routing protocols should be
designed with the consideration of forwardi ng packets fromto
mul ti pl e sources/destinations. Current docunents of the ROLL WG
explain that the workl oad or traffic pattern of use cases for
LOWPANs tends to be highly structured, unlike the any-to-any data
transfers that dominate typical client and server workloads. In
many cases, exploiting such structure may sinplify difficult

probl enms arising fromresource constraints or variation in
connectivity.

Support of Security

The routing requirement described in this subsection allows secure
transm ssion of routing nessages. As in traditional networks,
routi ng nmechani snms i n 6LOWPANs present anot her wi ndow from whi ch an
attacker mght disrupt and significantly degrade the overal
performance of the 6LoWPAN. Attacks agai nst non-secure routing aim
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mainly to contam nate WPANs with false routing information, resulting
in routing inconsistencies. A nalicious node can al so snoop packets
and then launch replay attacks on the 6LoWPAN nodes. These attacks
can cause harm especially when the attacker is a high-power device,
such as a laptop. It can also easily drain the batteries of 6LoWPAN
devi ces by sendi ng broadcast nessages, redirecting routes, etc.

[ R14] 6LOWPAN routing protocols MJST support confidentiality,
aut hentication, and integrity services as required for secure
delivery of control nessages.

A general set of requirenents that may apply to these services can
be found in [ KARP- THREATS] .

Security is very inportant for designing robust routing protocols,
but it should not cause significant transm ssion overhead. The
security aspect, however, seens to be a bit of a tradeoff in a
6LOWPAN, since security is always a costly function. A 6LoWPAN
poses uni que challenges to which traditional security techni ques
cannot be applied directly. For exanple, public key cryptography
primtives are typically avoi ded (as being too expensive), as are
rel atively heavywei ght conventional encryption nethods.

Consequently, it becones questionabl e whet her the 6LOWPAN devi ces
can support IPsec as it is. Wiile [ RFC6434] makes support of the
| Psec architecture a SHOULD for all |Pv6 nodes, considering the
power constraints and limted processing capabilities of

| EEE 802. 15. 4- capabl e devices, |Psec is conputationally expensive.
I nternet Key Exchange (IKEv2) messagi ng as described in RFC 5996

[ RFC5996] will not work well in 6LoWPANs, as we want to minimze
the anmobunt of signaling in these networks. |Psec supports the

Aut henti cati on Header (AH) for authenticating the |IP header and
the Encapsul ati ng Security Payl oad (ESP) for authenticating and
encrypting the payload. The main issues of using |IPsec are
two-fold: (1) processing power and (2) key managenent. Since
these tiny 6LOWPAN devi ces do not process huge anmounts of data or
conmuni cate with nmany different nodes, whether conplete

i mpl enentation of a Security Association Database (SAD), policy
dat abase, and dynam c key-managemrment protocol are appropriate for
these small battery-powered devices or not is not well understood.

Bandwi dth is a very scarce resource in 6LOWPAN envi ronments. The
fact that |Psec additionally requires another header (AH or ESP)
in every packet nakes its use problematic in 6LOWPAN environnents.
| Psec requires two communi cating peers to share a secret key that
is typically established dynamcally with I KEv2. Thus, it has an
addi ti onal packet overhead incurred by the exchange of |KEv2
packets.
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G ven existing constraints in 6LOWPAN envi ronnments, |Psec may not
be suitable for use in such environnents, especially since a
6LoWPAN node may not be capable of operating all |Psec algorithms
on its owmn. Thus, a 6LOWPAN may need to define its own keying
managenment met hod(s) that require m ni mum overhead in packet size
and in the nunber of signaling nmessages that are exchanged. |Psec
wi Il provide authentication and confidentiality between end-nodes
and across nultiple LOWPAN |inks, and may be useful only when two
nodes want to apply security to all exchanged nmessages. However,
in nmost cases, the security may be requested at the application

| ayer as needed, while other nmessages can flow in the network

wi t hout security overhead.

Security threats within LoWPANs may be different from existing
threat nodels in ad hoc network environments. |f |EEE 802.15.4
security is not used, Neighbor Discovery (ND) in |EEE 802.15.4
links is susceptible to threats. These include Nei ghbor

Sol i citation/ Nei ghbor Advertisenment (NS/NA) spoofing, a malicious
router, a default router that is "killed", a good router that goes
bad, a spoofed redirect, replay attacks, and renpte ND DoS

[ RFC3756]. However, if |EEE 802.15.4 security is used, no other
protection is needed for ND, as |ong as none of the nodes becone
conprom sed, because the Corporate Intranet Mdel of RFC 3756 can
be assunmed [ 6LOWPAN- ND] .

Boot strappi ng may al so i npose additional threats. For exanple, a
mal i ci ous node can obtain initial configuration information in
order to appear as a legitimte node and then carry out various
types of attacks. Such a node can also keep legitimte nodes busy
by broadcasting authentication/join requests. One option for
mtigating such threats is the use of nutual authentication
schenmes based on the use of pre-shared keys [l krani.

The | EEE 802.15.4 MAC provi des an AES-based security nmechani sm
Routi ng protocols may define how this mechani sm (in conjunction
with | Psec whenever avail able) can be used to obtain the intended
security, either for the routing protocol alone or in conjunction
with the security used for the data. Byte overhead of the
mechani sm whi ch depends on the security services sel ected, nust
be considered. 1In the worst case in ternms of overhead, the
mechani sm consunes 21 bytes of MAC payl oad.

The | EEE 802.15.4 MAC security is typically supported by crypto
hardware, even in very sinple chips that will be used in a
6LOWPAN. Even if the | EEE 802.15.4 MAC security nechani sns are
not used, this crypto hardware is usually available for use by

Kim et al. I nf or mati onal [ Page 24]



RFC 6606 6LoWPAN Routi ng Requirenents May 2012

5.

5.

application code running on these chips. A security protoco
out si de | EEE 802. 15. 4 MAC security SHOULD therefore provide a node
of operation that is covered by this crypto hardware.

| EEE 802. 15.4 does not specify protection for acknow edgnent
franes. Since the sequence nunbers of data franes are sent in the
clear, an adversary can forge an acknow edgnent for each data
frame. Exploitation of this weakness can be conbined with
targeted janming to prevent delivery of selected packets.
Consequently, |EEE 802.15.4 acknow edgnents cannot be relied upon
In applications that require high security, the routing protoco
nust not exploit feedback from acknow edgnents (e.g., to keep
track of neighbor connectivity, see [R16]).

Support of Mesh-Under Forwardi ng

One LOoWPAN rmay be built as one IPv6 link. In this case, nesh-under
forwardi ng nechani sns nmust be supported. While this docunent

provi des general, |ayer-agnostic guidelines about the design of
6LOWPAN routing, the requirements in this section are specifically
related to Layer 2. These requirenents are directed to bodi es that
m ght consi der worki ng on nesh-under routing, such as the IEEE. The
requi renents described in this subsection allow optin zation and
correct operation of routing solutions, taking into account the
specific features of the mesh-under configuration

[ R15] Mesh-under requires the devel opment of a routing protoco
operating below I P. This protocol MJST support 16-bit short and
64-bit extended MAC addresses.

[R16] In order to performdiscovery and nmi nt enance of nei ghbors
(i.e., neighborhood di scovery as opposed to ND- styl e nei ghbor

di scovery), LOWPAN nodes SHOULD avoi d sending separate "Hello"
nmessages. Instead, l|ink-layer nechanisns (such as acknow edgments)
MAY be utilized to keep track of active nei ghbors.

Recepti on of an acknow edgnent after a frame transm ssion may
render unnecessary the transm ssion of explicit Hello nessages,
for exanple. In a nore general view, any franme received by a node
may be used as an input to evaluate the connectivity between the
sender and receiver of that frame.

[RL7] If the routing protocol functionality includes enabling IP
mul ticast, then it MAY enploy structure in the network for efficient
di stribution in order to mnimze |link-1ayer broadcast.
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5.6. Support of Managenent

When a new protocol is designed, the operational environment and
manageabi lity of the protocol should be considered fromthe start
[ RFC5706]. This subsection provides a requirenment for the
manageabi l ity of 6LOWPAN routing protocols.

[ R18] A 6LOWPAN routing protocol SHOULD be designed according to the
gui del i nes for operations and nanagenent stated in [ RFC5706].

The managenment operations that a 6LoWPAN routing protoco

i npl enentati on can support depend on the nenory and processing
capabilities of the 6LoWPAN devi ces used, which are typically
constrained. However, 6LOWPANs may benefit significantly from
supporting such 6LOWPAN routing protocol managenment operations as
configuration and performance nonitoring.

The design of 6LOWPAN routing protocols should take into account
that, according to "Architectural Principles of the Internet”

[ RFC1958], "options and paraneters should be configured or

negoti ated dynamically rather than manually". This is especially
i mportant for 6LOWPANs, which can be conposed of a | arge nunber of
devices (and, in addition, these devices may not have an
appropriate user interface). Therefore, paraneter

aut oconfiguration is a desirable property for a 6LOWPAN routing
protocol, although sone subset of routing protocol paranmeters nay
allow other forns of configuration as well.

In order to verify the correct operation of the 6LoWPAN routing
protocol and the network itself, a 6LOoWPAN routing protocol should
allow monitoring of the status and/or val ue of 6LoOWPAN routing
protocol paraneters and data structures such as routing table
entries. In order to enable fault nanagenent, further nonitoring
of the 6LOWPAN routing protocol operation is needed. For this,
faults can be reported via error | og nessages. These nessages nay
contain information such as the nunber of times a packet could not
be sent to a valid next hop, the duration of each period wi thout
connectivity, menmory overflow and its causes, etc.

[ RFC5706] -- in particular its Section 3 -- provides a

conpr ehensive guide to properly designing the nanagenent sol ution
for a 6LOWPAN routing protocol
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6. Security Considerations
Security issues are described in Section 5.4. The security
consi derations in RFC 4919 [ RFC4919], RFC 4944 [RFC4944], and
RFC 4593 [ RFC4593] apply as well.

The use of wireless |links renders a 6LOWPAN susceptible to attacks

like any other wirel ess network. In outdoor 6LOoWPANs, the physica
exposure of the nodes allows an adversary to capture, clone, or
tanmper with these devices. |In ad hoc 6LOWPANs that are dynamic in

both their topol ogy and node menberships, a static security
configuration does not suffice. Spoofed, altered, or replayed
routing informati on m ght occur, while nultihopping could delay the
detection and treatnent of attacks.

Thi s specification expects that the link layer is sufficiently
protected, either by neans of physical or IP security for the
backbone link, or with MAC subl ayer cryptography. However, |ink-

| ayer encryption and authenticati on may not be sufficient to provide
confidentiality, authentication, integrity, and freshness to both
data and routing protocol packets. Tine synchronization, self-
organi zati on, and secure localization for multi-hop routing are al so
critical to support.

For secure routing protocol operation, it may be necessary to
consi der aut henticated broadcast (and nulticast) and bidirectiona
link verification. On the other hand, secure end-to-end data
delivery can be assisted by the routing protocol. For exanple,
multi-path routing could be considered for increasing security to
prevent selective forwarding. However, the challenge is that
6LoWPANs al ready have high resource constraints, so that 6LBR and
LoWPAN nodes nay require different security sol utions.
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