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RADI US over TCP
Abstract

The Renote Authentication Dial-l1n User Server (RADIUS) protocol has,
until now, required the User Datagram Protocol (UDP) as the
underlying transport layer. This docunent defines RADI US over the
Transm ssion Control Protocol (RADIUS/ TCP), in order to address
handl i ng issues related to RADI US over Transport Layer Security
(RADIUS/TLS). It permits TCP to be used as a transport protocol for
RADI US only when a transport |ayer such as TLS or |Psec provides
confidentiality and security.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l documents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6613.
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1

| ntroducti on

The RADI US protocol is defined in [ RFC2865] as using the User

Dat agram Prot ocol (UDP) for the underlying transport layer. While
there are a nunber of benefits to using UDP as outlined in [RFC2865],
Section 2.4, there are also sonme |limtations:

* Unreliable transport. As a result, systens using RADI US have
to inplement application-layer tiners and retransm ssions, as
descri bed in [RFC5080], Section 2.2.1.

* Packet fragnentation. [RFC2865], Section 3, pernits RADI US
packets up to 4096 octets in length. These packets are |arger
than the comon Internet MIU (576), resulting in fragnentation
of the packets at the IP | ayer when they are proxied over the
Internet. Transport of fragmented UDP packets appears to be a
poorly tested code path on network devices. Sone devices
appear to be incapable of transporting fragnented UDP packets,
making it difficult to deploy RADIUS in a network where those
devi ces are depl oyed.

* Connectionless transport. Neither clients nor servers receive
positive statements that a "connection" is down. This
information has to be deduced instead fromthe absence of a
reply to a request.

* Lack of congestion control. Cients can send arbitrary anmpunts
of traffic with little or no feedback. This |lack of feedback
can result in congestive collapse of the network.

RADI US has been wi dely deployed for well over a decade and conti nues
to be widely deployed. Experience shows that these issues have been
m nor in some use cases and problematic in others. For use cases
such as inter-server proxying, an alternative transport and security
nodel -- RADIUS/TLS, is defined in [RFC6614]. That docunent
describes the transport inplications of running RADI US/ TLS.

The choice of TCP as a transport protocol is largely driven by the
desire to inprove the security of RADI US by using RADI US/ TLS. For
practical reasons, the transport protocol (TCP) is defined separately
fromthe security mechani sm (TLS)

Since "bare" TCP does not provide for confidentiality or enable
negoti ati on of credible ciphersuites, its use is not appropriate for
i nter-server communi cati ons where strong security is required. As a
result, "bare" TCP transport MJST NOT be used without TLS, |Psec, or
anot her secure upper |ayer.
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However, "bare" TCP transport MAY be used when another nethod such as
| Psec [ RFC4301] is used to provide additional confidentiality and
security. Shoul d experience show that such depl oyments are useful,
this specification could be nmoved to the Standards Track

1.1. Applicability of Reliable Transport

The intent of this docunent is to address transport issues related to
RADI US/ TLS [ RFC6614] in inter-server comunications scenarios, such
as inter-domai n comruni cati on between proxies. These situations
benefit fromthe confidentiality and ci phersuite negotiation that can
be provided by TLS. Since TLS is already widely available within the
operating systens used by proxies, inplenmentation barriers are | ow

In scenari os where RADI US proxi es exchange a | arge vol une of packets,
it islikely that there will be sufficient traffic to enable the
congestion wi ndow to be w dened beyond the m ni mum val ue on a | ong-
term basis, enabling ACK piggybacking. Through use of an
application-layer watchdog as described in [ RFC3539], it is possible
to address the objections to reliable transport described in

[ RFC2865], Section 2.4, without substantial watchdog traffic, since
regular traffic is expected in both directions.

In addition, use of RADIUS/ TLS has been found to i nprove operationa
performance when used with multi-round-trip authenticati on nechani sns
such as the Extensible Authentication Protocol (EAP) over RADIUS

[ RFC3579]. In such exchanges, it is typical for EAP fragmentation to
i ncrease the nunber of round trips required. For example, where EAP-
TLS aut henticati on [ RFC5216] is attenpted and both the EAP peer and
server utilize certificate chains of 8 KB, as many as 15 round trips
can be required if RADIUS packets are restricted to the comon

Et hernet MIU (1500 octets) for EAP over LAN (EAPoL) use cases.
Fragment ati on of RADI US/ UDP packets is generally inadvisable due to

| ack of fragmentation support within internedi ate devi ces such as
filtering routers, firewalls, and NATs. However, since RAD US/ UDP

i npl enentations typically do not support MIU di scovery, fragnentation
can occur even when the maxi num RADI US/ UDP packet size is restricted
to 1500 octets.

These probl ens di sappear if a 4096-octet application-layer payl oad
can be used al ongsi de RADI US/ TLS. Since nost TCP inpl enentations
support MU di scovery, the TCP Maxi num Segnent Size (MSS) is
automatically adjusted to account for the MIU, and the |arger
congesti on wi ndow supported by TCP may allow multiple TCP segnents to
be sent within a single window Even those few TCP stacks that do
not perform Path MIU di scovery can al ready support arbitrary

payl oads.
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Where the MIU for EAP packets is large, RAD US/EAP traffic required
for an EAP-TLS authentication with 8-KB certificate chains may be
reduced to 7 round trips or less, resulting in substantially reduced
aut hentication tines.

In addition, experience indicates that EAP sessions transported over
RADI US/ TLS are less likely to abort unsuccessfully. Historically,
RADI US- over - UDP (see Section 1.2) inplenentations have exhibited poor
retransm ssi on behavior. Sone inplenentations retransmt packets,
others do not, and others send new packets rather than performng
retransm ssion. Some inplenmentations are incapable of detecting EAP
retransmi ssions, and will instead treat the retransmtted packet as
an error. As a result, within RAD US/ UDP inpl enentations,

retransm ssions have a high |ikelihood of causing an EAP

aut hentication session to fail. For a systemwith a nmillion logins a
day runni ng EAP-TLS nutual authentication with 15 round trips, and
havi ng a packet | oss probability of P=0.01% we expect that 0.3% of
connections will experience at | east one |ost packet. That is, 3,000
user sessions each day will experience authentication failure. This
is an unacceptable failure rate for a mass-narket network service.

Using a reliable transport method such as TCP nmeans that RADI US

i mpl enent ati ons can renove all application-layer retransm ssions, and
instead rely on the Operating System (0OS) kernel’s well-tested TCP
transport to ensure Path MIU di scovery and reliable delivery. Mdern
TCP inpl enentati ons al so i npl enent anti-spoofing provisions, which is
nore difficult to do in a UDP application

In contrast, use of TCP as a transport between a Network Access
Server (NAS) and a RADIUS server is usually a poor fit. As noted in
[ RFC3539], Section 2.1, for systens originating | ow nunbers of RAD US
request packets, inter-packet spacing is often |arger than the packet
Round-Trip Time (RTT), neaning that, the congestion w ndow will
typically stay bel ow the mninumvalue on a |long-termbasis. The
result is an increase in packets due to ACKs as conpared to UDP

wi t hout a correspondi ng set of benefits. In addition, the lack of
substantial traffic inplies the need for additional watchdog traffic
to confirmreachability.

As a result, the objections to reliable transport indicated in

[ RFC2865], Section 2.4, continue to apply to NAS-RADI US server
conmuni cati ons, and UDP SHOULD continue to be used as the transport
protocol in this scenario. In addition, it is recommended that

i mpl ement ati ons of RADIUS Dynani ¢ Aut horization Extensions [ RFC5176]
SHOULD continue to utilize UDP transport, since the volume of dynanic
aut horization traffic is usually expected to be snall
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1.2. Term nol ogy
Thi s docunent uses the follow ng terns:

RADI US cl i ent
A device that provides an access service for a user to a network.
Also referred to as a Network Access Server, or NAS

RADI US server
A devi ce that provides one or nmore of authentication,
aut horization, and/or accounting (AAA) services to a NAS

RADI US pr oxy
A RADI US proxy acts as a RADIUS server to the NAS, and a RADI US
client to the RADI US server.

RADI US request packet
A packet originated by a RADIUS client to a RADIUS server. For
exanpl e, Access- Request, Accounting-Request, CoA-Request, or
Di sconnect - Request .

RADI US response packet
A packet sent by a RADI US server to a RADIUS client, in response
to a RADI US request packet. For exanple, Access-Accept, Access-
Rej ect, Access-Chal |l enge, Accounting- Response, or CoA- ACK.

RADI US/ UDP
RADI US over UDP, as defined in [ RFC2865].

RADI US/ TCP
RADI US over TCP, as defined in this docunent.

RADI US/ TLS
RADI US over TLS, as defined in [ RFC6614].

1.3. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Changes to RADI US

RADI US/ TCP i nvol ves sendi ng RADI US application nessages over a TCP
connection. In the sections that follow, we discuss the inplications
for the RADI US packet format (Section 2.1), port usage (Section 2.2),
RADI US M Bs (Section 2.3), and RADI US proxies (Section 2.5). TCP-
specific issues are discussed in Section 2.6.
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2.1. Packet Format

The RADI US packet format is unchanged from [ RFC2865], [RFC2866], and
[ RFC5176]. Specifically, all of the follow ng portions of RADIUS
MJST be unchanged when usi ng RADI US/ TCP

Packet format

Permitted codes

Request Aut henticator cal cul ation

Response Aut henti cator cal cul ation

M ni mum packet | ength

Maxi mum packet | ength

Attribute format

Vendor - Specific Attribute (VSA) format

Permtted data types

Cal cul ati ons of dynam c attributes such as CHAP- Chal | enge, or
Message- Aut hent i cat or.

* Calculation of "encrypted" attributes such as Tunnel - Passwor d.

* % X Xk X X X X %

The use of TLS transport does not change the cal cul ation of security-
related fields (such as the Response-Authenticator) in RAD US

[ RFC2865] or RADI US Dynami c Aut horization [RFC5176]. Cal cul ation of
attributes such as User-Password [ RFC2865] or Message- Aut henti cat or

[ RFC3579] al so does not change.

Clients and servers MJST be able to store and nanage shared secrets
based on the key described in Section 2.6, of (IP address, port,
transport protocol).
The changes to RADI US i npl enentations required to inplenment this
specification are largely limted to the portions that send and
recei ve packets on the network.

2.2. Assigned Ports for RADI US/ TCP

| ANA has al ready assigned TCP ports for RADI US transport, as outlined

bel ow.
radi us 1812/tcp
radi us- acct 1813/tcp

* radi us-dynauth 3799/tcp
Since these ports are unused by existing RAD US i npl enentations, the

assi gned val ues MJST be used as the default ports for RADI US over
TCP.
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The early depl oynent of RADI US was done using UDP port nunber 1645,
which conflicts with the "datametrics" service. |nplenentations
usi ng RADI US/ TCP MUST NOT use TCP ports 1645 or 1646 as the default
ports for this specification.

The "radsec" port (2083/tcp) SHOULD be used as the default port for
RADI US/ TLS. The "radius" port (1812/tcp) SHOULD NOT be used for
RADI US/ TLS.

2.3. Managenent Information Base (M B)

The M B Mdul e definitions in [ RFC4668], [RFC4669], [RFC4670],

[ RFC4671], [RFC4672], and [ RFC4673] are intended to be used for

RADI US over UDP. As such, they do not support RADI US/ TCP, and wil |
need to be updated in the future. Inplenentations of RADI US/ TCP
SHOULD NOT reuse these M B Mdules to performstatistics counting for
RADI US/ TCP connecti ons.

2.4. Detecting Live Servers

As RADIUS is a "hop-by-hop" protocol, a RADIUS proxy shields the
client fromany information about downstream servers. Wile the
client may be able to deduce the operational state of the |oca
server (i.e., proxy), it cannot nake any determ nation about the
operational state of the downstream servers.

Wthin RADIUS, as defined in [RFC2865], proxies typically only
forward traffic between the NAS and RADIUS server, and they do not
generate their own responses. As a result, when a NAS does not
receive a response to a request, this could be the result of packet

| oss between the NAS and proxy, a problemon the proxy, |oss between
the RADI US proxy and server, or a problemw th the server.

VWhen UDP is used as a transport protocol, the absence of a reply can
cause a client to deduce (incorrectly) that the proxy is unavail able.
The client could then fail over to another server or conclude that no
"l'ive" servers are available (OKAY state in [RFC3539], Appendix A).
This situation is made even worse when requests are sent through a
proxy to multiple destinations. Failures in one destination may
result in service outages for other destinations, if the client
erroneously believes that the proxy is unresponsive.

For RADIUS/TLS, it is RECOVWENDED that inplenentations utilize the
exi stence of a TCP connection along with the application-|ayer

wat chdog defined in [ RFC3539], Section 3.4, to determ ne that the
server is "live".
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RADI US clients using RAD US/ TCP MJUST mark a connection DOM if the
network stack indicates that the connection is no |onger active. |If
the network stack indicates that the connection is still active,
clients MJUST NOT decide that it is down until the application-I|ayer
wat chdog al gorithm has marked it DOAN ([ RFC3539], Appendix A).

RADI US clients using RAD US/ TCP MJUST NOT decide that a RADI US server
is unresponsive until all TCP connections to it have been narked
DOV

The above requirenents do not forbid the practice of a client
proactively closing connections or marking a server as DOM due to an
adm ni strative deci si on

2.5. Congestion Control |ssues

Addi tional issues with RADIUS proxies involve transport protoco
changes where the proxy receives packets on one transport protoco
and forwards themon a different transport protocol. There are
several situations in which the | aw of "conservation of packets"
could be violated on an end-to-end basis (e.g., where nore packets
could enter the systemthan could leave it on a short-term basis):

* \Were TCP is used between proxies, it is possible that the
bandwi dt h consuned by incom ng UDP packets destined to a given
upstream server coul d exceed the sending rate of a single TCP
connection to that server, based on the w ndow size/RTT
esti mate.

* |t is possible for the incoming rate of TCP packets destined to
a given realmto exceed the UDP throughput achievable using the
transport guidelines established in [RFC5080]. This could
happen, for exanple, where the TCP wi ndow between proxi es has
opened, but packet loss is being experienced on the UDP | eg, so
that the effective congestion wi ndow on the UDP side is 1.

Intrinsically, proxy systens operate with nultiple control |oops

i nstead of one end-to-end |oop, and so they are less stable. This is
true even for TCP-TCP proxies. As discussed in [RFC3539], the only
way to achieve stability equivalent to a single TCP connection is to
mmc the end-to-end behavior of a single TCP connection. This
typically is not achievable with an application-|ayer RADIUS

i mpl enent ati on, regardl ess of transport.

2.6. TCP Specific |ssues

The gui delines defined in [ RFC3539] for inplenenting a AAA protoco
over reliable transport are applicable to RAD US/ TLS.
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The application-layer watchdog defined in [ RFC3539], Section 3.4,
MJUST be used. The Status-Server packet [RFC5997] MJST be used as the
application-layer watchdog nmessage. |nplenmentations MIST reserve one
RADI US | D per connection for the application-|layer watchdog nessage.
This restriction is described further in Section 2.6.4.

RADI US/ TLS i npl ement ati ons MJST support receiving RAD US packets over
both UDP and TCP transports originating fromthe same endpoint.

RADI US packets received over UDP MJST be replied to over UDP; RADH US
packets received over TCP MJST be replied to over TCP. That is,

RADI US clients and servers MJST be treated as uni que based on a key
of the three-tuple (IP address, port, transport protocol).

| mpl enent ati ons MUST pernit different shared secrets to be used for
UDP and TCP connections to the same destination |IP address and
nunerical port.

This requirenment does not forbid the traditional practice of using
primary and secondary servers in a failover relationship. |Instead,
it requires that two services sharing an | P address and nunerica
port, but differing in transport protocol, MJST be treated as

i ndependent services for the purpose of failover, |oad-bal ancing,
etc.

Whenever the underlying network stack permts the use of TCP
keepal i ve socket options, their use is RECOMVENDED.

2.6.1. Duplicates and Retransm ssions

As TCP is a reliable transport, inplenentations MIUST NOT retransmt
RADI US request packets over a given TCP connection. Simlarly, if
there is no response to a RADI US packet over one TCP connection

i mpl ement ati ons MUST NOT retransnmit that packet over a different TCP
connection to the same destination | P address and port, while the
first connection is in the OKAY state ([ RFC3539], Appendix A).

However, if the TCP connection is broken or closed, retransm ssions
over new connections are pernissible. RAD US request packets that
have not yet received a response MAY be transnmitted by a RADI US
client over a new TCP connection. As this procedure involves using a
new source port, the ID of the packet MAY change. |If the ID changes,
any security attributes such as Message- Aut henti cator MJST be
recal cul at ed

If a TCP connection is broken or closed, any cached RADI US response
packets ([ RFC5080], Section 2.2.2) associated with that connection
MJST be discarded. A RADIUS server SHOULD stop the processing of any
requests associated with that TCP connection. No response to these
requests can be sent over the TCP connection, so any further
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processing is pointless. This requirenment applies not only to RAD US
servers, but also to proxies. Wen a client’s connection to a proxy
server is closed, there may be responses froma hone server that were
supposed to be sent by the proxy back over that connection to the
client. Since the client connection is closed, those responses from
the honme server to the proxy server SHOULD be silently discarded by

t he proxy.

Despite the above discussion, RAD US servers SHOULD still perform

duplicate detection on received packets, as described in [RFC5080],
Section 2.2.2. This detection can prevent duplicate processing of

packets from non-conformant clients.

RADI US packets SHOULD NOT be retransmtted to the sane destination IP
and nurerical port, but over a different transport protocol. There
is no guarantee in RADIUS that the two ports are in any way rel ated.
Thi s requirenment does not, however, forbid the practice of putting
nmultiple servers into a failover or |oad-bal ancing pool. In that
situation, RADI US request MAY be retransmtted to another server that
is known to be part of the same pool

2.6.2. Head of Line Bl ocking

When using UDP as a transport for RADIUS, there is no ordering of
packets. |If a packet sent by a client is lost, that | oss has no
ef fect on subsequent packets sent by that client.

Unli ke UDP, TCP is subject to issues related to Head of Line (HolL)

bl ocki ng. This occurs when a TCP segment is |ost and a subsequent
TCP segnent arrives out of order. Wile the RADI US server can
process RADI US packets out of order, the semantics of TCP makes this
i mpossible. This limtation can | ower the maxi mum packet processing
rate of RADIUS/ TCP

2.6.3. Shared Secrets

The use of TLS transport does not change the cal culation of security-
related fields (such as the Response-Authenticator) in RAD US

[ RFC2865] or RADI US Dynami c Aut horization [RFC5176]. Cal cul ation of
attributes such as User-Password [ RFC2865] or Message- Aut henti cat or

[ RFC3579] al so does not change.

Clients and servers MJST be able to store and nanage shared secrets
based on the key described above, at the start of this section (i.e.
| P address, port, transport protocol).
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2.6.4. Ml fornmed Packets and Unknown Clients

The RADI US specifications ([ RFC2865], and many others) say that an
i mpl enentati on should "silently discard" a packet in a nunber of
circunstances. This action has no further consequences for UDP
transport, as the "next" packet is conpletely independent of the
previ ous one.

Whien TCP is used as a transport, decoding the "next" packet on a
connection depends on the proper decoding of the previous packet. As
a result, the behavior with respect to discarded packets has to
change.

| mpl ement ations of this specification SHOULD treat the "silently
di scard" texts referenced above as "silently discard and cl ose the
connection". That is, the TCP connecti on MJST be closed if any of
the follow ng circunstances are seen

* Connection froman unknown client

* Packet where the RADIUS "Length" field is |l ess than the ninimum
RADI US packet |ength

* Packet where the RADIUS "Length" field is nore than the maxi mum
RADI US packet |ength

* Packet that has an Attribute "Length" field has value of zero
or one (0 or 1)
Packet where the attributes do not exactly fill the packet
Packet where the Request Authenticator fails validation (where
validation is required)

* Packet where the Response Authenticator fails validation (where
validation is required)

* Packet where the Message-Authenticator attribute fails
validation (when it occurs in a packet)

After applying the above rules, there are still two situations where
the previous specifications allow a packet to be "silently di scarded”
upon receipt:

Packets with an invalid code field
* Response packets that do not nmatch any outstandi ng request

In these situations, the TCP connections MAY remai n open, or they MAY
be closed, as an inplenentation choice. However, the invalid packet
MUST be silently discarded.

These requirements reduce the possibility for a m sbehaving client or
server to weak havoc on the network.
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2.6.5. Limtations of the ID Field

The RADIUS ID field is one octet in size. As a result, any one TCP
connection can have only 256 "in flight" RADI US packets at a tinme.
If nore than 256 sinultaneous "in flight" packets are required,
addi ti onal TCP connections will need to be opened. This lintation
is also noted in [ RFC3539], Section 2.4.

An additional limt is the requirenent to send a Status-Server packet
over the same TCP connection as is used for normal requests. As
noted in [ RFC5997], the response to a Status-Server packet is either
an Access- Accept or an Accounting-Response. |If all IDs were

al l ocated to normal requests, then there would be no free ID to use
for the Status-Server packet, and it could not be sent over the
connecti on.

| mpl ement ati ons SHOULD reserve ID zero (0) on each TCP connection for
St at us- Server packets. This value was picked arbitrarily, as there
is no reason to choose any one val ue over another for this use.

| mpl ementors may be tenpted to extend RADIUS to pernit nore than 256
out st andi ng packets on one connection. However, doing so is a

viol ation of a fundanmental part of the protocol and MJST NOT be done.
Maki ng that extension here is outside of the scope of this

speci fication.

2.6.6. EAP Sessions

VWhen RADI US clients send EAP requests using RADIUS/ TCP, they SHOULD
choose the same TCP connection for all packets related to one EAP
session. This practice ensures that EAP packets are transmitted in
order, and that problens with any one TCP connection affect the

m ni mum nunber of EAP sessi ons.

A simple method that may work in many situations is to hash the
contents of the Calling-Station-lId attribute, which nornmally contains
the Media Access Control (MAC) address. The output of that hash can
be used to select a particular TCP connection

However, EAP packets for one EAP session can still be transported
fromclient to server over nmultiple paths. Therefore, when a server
receives a RADI US request containing an EAP request, it MJST be
processed wi thout considering the transport protocol. For TCP
transport, it MJST be processed wi thout considering the source port.
The al gorithm suggested in [ RFC5080], Section 2.1.1 SHOULD be used to
track EAP sessions, as it is independent of the source port and
transport protocol
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The retransm ssion requirements of Section 2.6.1, above, MJST be
applied to RADI US-encapsul ated EAP packets. That is, EAP

retransm ssions MJUST NOT result in retransnissions of RADIUS packets
over a particular TCP connection. EAP retransm ssions MAY result in
retransm ssi on of RADI US packets over a different TCP connection, but
only when the previous TCP connection is marked DOM.

2.6.7. TCP Applications Are Not UDP Applications

| mpl ementors shoul d be aware that programm ng a robust TCP
application can be very different from progranmm ng a robust UDP
application. It is RECOWENDED that inplenmentors of this
specification famliarize thenselves with TCP application programm ng
concept s.

Clients and servers SHOULD i npl ement confi gurabl e connection limts.
Clients and servers SHOULD i npl ement configurable limts on

connection lifetime and idle tineouts. Cients and servers SHOULD
i mpl enent configurable rate limting on new connections. Allow ng an
unbounded nunmber or rate of TCP connections nay result in resource
exhausti on.

Further discussion of inplenmentation issues is outside of the scope
of this docunent.

3. Dianmeter Considerations

Thi s docunent defines TCP as a transport |ayer for RADIUS. It
defines no new RADIUS attributes or codes. The only interaction with
Dianeter is in a RADIUS-to-Dianeter, or in a D aneter-to-RAD US
gateway. The RADI US side of such a gateway MAY inplenment RADI US/ TCP
but this change has no effect on Dianeter.

4. Security Considerations

As the RADIUS packet format, signing, and client verification are
unchanged from prior specifications, all of the security issues
outlined in previous specifications for RADIUS/ UDP are al so
appl i cabl e here.

As noted above, clients and servers SHOULD support configurable
connection limts. Allowing an unlimted nunber of connections nmay
result in resource exhaustion

| mpl ementors shoul d consult [RFC6614] for issues related to the

security of RADI US/ TLS, and [RFC5246] for issues related to the
security of the TLS protocol
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Since "bare" TCP does not provide for confidentiality or enable
negoti ati on of credible ciphersuites, its use is not appropriate for
i nter-server communi cati ons where strong security is required. As a
result, "bare" TCP transport MJST NOT be used without TLS, |Psec, or
anot her secure upper |ayer.

There are no (at this tinme) other known security issues for RAD US-
over-TCP transport.
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