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Abst ract

Thi s docunent presents a performance eval uation of the Routing

Prot ocol for Low Power and Lossy Networks (RPL) for a small outdoor
depl oyment of sensor nodes and for a |large-scale smart neter network.
Detailed simulations are carried out to produce several routing
performance nmetrics using these real-life depl oynment scenari os.

Pl ease refer to the PDF version of this docunent, which includes
several plots for the performance metrics not shown in the plain-text
ver si on.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This is a contribution to the RFC Series, independently of any ot her
RFC stream The RFC Editor has chosen to publish this docunent at
its discretion and nmakes no statenent about its value for

i mpl enentati on or deploynment. Docunents approved for publication by
the RFC Editor are not a candidate for any | evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6687
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1. Introduction

Desi gning a routing protocol for Low Power and Lossy Networks (LLNs)

i nposes great challenges, mainly due to | ow data rates, high
probability of packet delivery failure, and strict energy constraints
in the nodes. The |ETF ROLL Working Group took on this task and
specified the Routing Protocol for Low Power and Lossy Networks (RPL)
in [ RFC6550] .

RPL is designed to nmeet the core requirements specified in [ RFC5826],
[ RFC5867], [RFC5673], and [ RFC5548].
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Thi s docunent’s contribution is to provide a performance eval uation
of RPL with respect to several netrics of interest. This is
acconpl i shed using real data and topologies in a discrete event

si mul at or devel oped to reproduce the protocol behavior

The following netrics are eval uat ed:

o Path quality nmetrics, such as ETX path cost, ETX path stretch, ETX
fractional stretch, and hop distance stretch, as defined in
Section 2 ("Term nol ogy");

o Control plane overhead;
o End-to-end del ay between nodes;

o Ability to cope with unstable situations (link churns, node
dying);

o Required resource constraints on nodes (routing table size).

Some of these netrics are nentioned in the aforementi oned RFCs,

wher eas ot hers have been introduced to consider the chall enges and
uni que requirements of LLNs as discussed in [ RFC6550]. For exanple,
routing in a hone automati on depl oynment has strict tinme bounds on
protocol convergence after any change in topol ogy, as nentioned in
Section 3.4 of [RFC5826]. [RFC5673] requires bounded and guarant eed
end-to-end delay for routing in an industrial deployment, and

[ RFC5548] requires conparatively | oose bounds on | atency for end-to-
end comuni cation. [RFC5548] nandates scalability in ternms of
protocol performance for a network of size ranging from1072 to 1074
nodes.

Al t hough sinul ation cannot prove formally that a protocol operates
properly in all situations, it can give a good |evel of confidence in
prot ocol behavior in highly stressful conditions, if and only if
real-life data are used. Sinulation is particularly useful when
theoretical nodel assunptions nmay not be applicable to such networks
and scenarios. |In this docunent, real deployed network data traces
have been used to nodel |ink behaviors and network topol ogies.

2. Term nol ogy

Pl ease refer to [ ROLL- TERMS] and [ RFC6550] for terminology. In
addition, the followi ng terns are specified:

PDR:  Packet Delivery Ratio.

CDF: Cunul ative Distribution Function
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Expect ed Transmi ssion Count (ETX Metric): The expected nunber of
transm ssions to reach the next hop is determ ned as the inverse
of the link PDR. Consequently, in every hop, if the link quality
(PDR) is high, the expected nunber of transm ssions to reach the
next hop may be as low as 1. However, if the PDR for the
particular link is low, nmultiple transm ssions nay be needed.

ETX Path Cost: The ETX path cost netric is determ ned as the
sunmmati on of the ETX value for each link on the route a packet
takes towards the destination.

ETX Path Cost Stretch: The ETX path cost stretch is defined as the
di fference between the nunber of expected transm ssions (ETX
Metric) taken by a packet traveling fromsource to destination
following a route determined by RPL and a route deternined by a
hypot heti cal ideal shortest path routing protocol (using link ETX
as the netric).

ETX Fractional Stretch (fractional stretch factor of link ETX netric
agai nst ideal shortest path): The fractional path stretch is the
rati o of ETX path stretch to ETX path cost for the shortest path
route for the source-destination pair

Hop Di stance Stretch (stretch factor for node hop di stance agai nst
i deal shortest path): The hop distance stretch is defined as the
di fference between the nunber of hops taken by a packet traveling
fromsource to destination, followi ng a route deterni ned by RPL
and by a hypothetical ideal shortest path algorithm both using
ETX as the link cost. The fractional hop distance stretch is
conputed as the ratio of path stretch to count val ue between a
source-destination pair for the hypothetical shortest path route
optim zing ETX path cost.

3. Methodol ogy and Si mul ati on Setup

In the context of this docunment, RPL has been sinul ated using OVNeT++
[ OWNeTpp], a well-known di screte event-based sinulator witten in C++
and NEtwork Description (NED). Castalia-2.2 [Castalia-2.2] has been
used as a Wreless Sensor Network Sinulator franmework within OWNeT++.
The output and events in the simulation are visualized with the help
of the Network Ani Mator, or NAM which is distributed with the NS
(Network Simulator) [NS-2].

Not e that no versions of the NS itself are used in this sinulation

study. Only the visualization tool was borrowed for verification
pur poses.
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In contrast with theoretical nodels, which may have assunpti ons not
applicable to lossy links, real-life data was used for tw aspects of
the sinul ati ons:

* Link Failure Mddel: Derived fromtine-varying real network traces
cont ai ni ng packet delivery probability for each link, over al
channel s, for both indoor network depl oyment and outdoor network
depl oyrent .

* Topol ogy: Gathered fromreal-life deploynent (traces nentioned
above) as opposed to random topol ogy simul ati ons.

A 45-node topol ogy, deployed as an outdoor network and shown in
Figure 1, and a 2442-node topol ogy, gathered froma smart neter
networ k depl oynent, were used in the sinulations. In Figure 1, links
bet ween a nost preferred parent node and child nodes are shown in
red. Links that are shown in black are also part of the topol ogy but
are not between a preferred parent and child node.

Figure 1 [See the PDF.]
Figure 1: Qutdoor Network Topol ogy with 45 Nodes.

Note that this is just a start to validate the sinulation before
usi ng | arge-scal e networks.

A set of tine-varying link quality data was gathered froma rea
networ k depl oyment to form a database used for the simulations. Each
link in the topology randomy ’'picks up’ a link nodel (trace) from
the database. Each link has a Packet Delivery Ratio (PDR) that
varies with time (in the sinulation, a new PDRis read fromthe

dat abase every 10 minutes) according to the gathered data. Packets
are dropped randomy fromthat Iink with probability (1 - PDR). Each
time a packet is about to be sent, the nodul e generates a random
nunber using the Mersenne Tw ster random nunmber generati on nethod.
The random nunber is conpared to the PDR to deterni ne whether the
packet shoul d be dropped. Note that each |ink uses a different
random numnber generator to nmintain true randomess in the sinmulator
and to avoid correl ati on between |inks. Also, the packet drop
applies to all kinds of data and control packets (RPL), such as the
DO, DAQO, and DI S packets defined in [RFC6550]. Figure 2 shows a
typical tenporal characteristic of links fromthe indoor network
traces used in the sinulations. The figure shows several |inks with
perfect connectivity, some links with a PDR as |ow as 10% and
several for which the PDR may vary from 30%to 80% sharply changing
back and forth between a high value (strong connectivity) and a | ow
val ue (weak connectivity).

Tripathi, et al. I nf or mati onal [ Page 5]



RFC 6687 Per f or mance Eval uati on of RPL Cct ober 2012

Figure 2 [See the PDF.]
Fi gure 2: Exanmple of Link Characteristics.

In the RPL sinulator, the LBR (LLN Border Router) or the Directed
Acyclic Graph (DAG root first initiates sending out Dl O nessages,
and the DAG is gradually constructed. RPL nakes use of trickle
timers: the protocol sets a mininumtime period with which the nodes
start re-issuing DAGCs, and this m nimum period is denoted by the
trickle parameter Imn. RPL also sets an upper linmt on how many
times this tine period can be doubled; this is denoted by the

par armet er DI O nterval Doublings, as defined in [ RFC6550]. For the
simulation, Imnis initially set to 1 second and

Dl A nterval Doublings is equal to 16, and therefore the maxi mumtime
bet ween two consecutive DI O enissions by a node (under a steady
network condition) is 18.2 hours. The trickle tine interval for
emtting Dl O messages assumes the initial value of 1 second and then
changes over sinulation tinme, as nentioned in [ RFC6206].

Anot her objective of this study is to give insight to the network
adnmi ni strator on how to tweak the trickle values. These
recomendati ons coul d then be used in applicability statenent
docunents.

Each node in the network, other than the LBR or DAG root, also emts
DAO nessages as specified in [ RFC6550], to initially populate the
routing tables with the prefixes received fromchildren via the DAO
messages to support Point-to-Point (P2P) and Point-to-Miltipoint
(P2MP) traffic in the "down" direction. During these simulations, it
is assuned that each node is capable of storing route information for
ot her nodes in the network (storing node of RPL).

For nodes inplenenting RPL, as expected, the routing table nenory
requi rement varies according to the position in the DODAG
(Destination-Oriented DAG. The (worst-case) assunption is made that
there is no route summari zation (aggregation) in the network. Thus,
a node closer to the DAGw || have to store nore entries inits
routing table. It is also assuned that all nodes have equal nenory
capacity to store the routing states.

For simul ations of the indoor network, each node sends traffic
according to a Constant Bit Rate (CBR) to all other nodes in the
network, over the sinmulation period. Each node generates a new data
packet every 10 seconds. Each data packet has a size of 127 bytes

i ncludi ng 802.15.4 PHY/ MAC headers and RPL packet headers. Al
control packets are al so encapsul ated wi th 802.15.4 PHY/ MAC headers.
To simulate a nore realistic scenario, 80% of the packets generated
by each node are destined to the root, and the renmaining 20% of the

Tripathi, et al. I nf or mati onal [ Page 6]



RFC 6687 Per f or mance Eval uati on of RPL Cct ober 2012

4.

4.

4.

packets are uniformy assigned as destined to nodes other than the
root. Therefore, the root receives a considerably |arger amunt of
data than other nodes. These values may be revi sed when studyi ng P2P
traffic so as to have a nmajority of traffic going to all nodes as
opposed to the root. In the later part of the sinulation, a typica
hone/ bui I ding routing scenario is also sinulated, and different path
quality nmetrics are conputed for that traffic pattern

The packets are routed through the DODAG built by RPL according to
the mechani snms specified in [ RFC6550] .

A nunber of RPL paraneters are varied (such as the packet rate from
each source and the tine period for emtting a new DAG sequence
nunber) to observe their effect on the performance netric of

i nterest.

Per f or mance Metrics
1. Common Assunptions

As the DAO nessages are used to feed the routing tables in the
network, they grow with tine and size of the network. Neverthel ess,
no constraint was inmposed on the size of the routing table nor on how
nmuch i nformation the node can store. The routing table size is not
expressed in terns of Kbytes of menory usage but neasured in terns of
the number of entries for each node. Each entry has the next-hop
node and path cost associated with the destination node.

The Iink ETX (Expected Transm ssion Count) netric is used to build
the DODAG and is specified in [ RFC6551].

2. Path Qality

Hop Count: For each source-destination pair, the nunber of hops for
both RPL and shortest path routing is computed. Shortest path
routing refers to a hypothetical ideal routing protocol that would
al ways provide the shortest path in terns of ETX path cost (or
whi chever metric is used) in the network.

The Cunul ative Distribution Function (CDF) of the hop count for al
paths (n * (n - 1) in an n-node network) in the network with respect
to the hop count is plotted in Figure 3 for both RPL and shortest
path routing. One can observe that the CDF corresponding to 4 hops
is around 80% for RPL and 90% for shortest path routing. |In other
words, for the given topol ogy, 90% of the paths have a path |l ength of
4 hops or less with an ideal shortest path routing nethodol ogy,
whereas in RPL P2P routing, 90% of the paths will have a length of no
nore than 5 hops. This result indicates that despite having a
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non-optim zed P2P routing schenme, the path quality of RPL is close to
an optim zed P2P routing nechani smfor the topol ogy under

consi deration. Another reason for this may relate to the fact that
the DAG root is at the center of the network; thus, routing through
the DAG root is often close to an optimal (shortest path) routing.
This result may be different in a topology where the DAG root is

| ocated at one end of the network.

Figure 3 [See the PDF.]
Figure 3: CDF of Hop Count versus Hop Count.

ETX Path Cost: 1In the simulation, the total ETX path cost (defined
in the Term nol ogy section) fromsource to destination for each
packet is conputed.

Figure 4 shows the CDF of the total ETX path cost, both with RPL and
shortest path routing. Here also one can observe that the ETX path
cost fromall sources to all destinations is close to that of
shortest path routing for the network.

Figure 4 [See the PDF.]
Figure 4. CDF of Total ETX Path Cost along Path versus ETX Path Cost.

Path Stretch: The path stretch nmetric enconpasses the stretch factor
for both hop distance and ETX path cost (as defined in the
Term nol ogy section). The hop distance stretch, which is
determ ned as the difference between the nunber of hops taken by a
packet while following a route built via RPL and the nunber of
hops taken by shortest path routing (using link ETX as the
nmetric), is conputed. The ETX path cost stretch is also provided.

The CDF of both path stretch netrics is plotted agai nst the val ue of
the corresponding path stretch over all packets in Figures 5 and 6,
for hop distance stretch and ETX path stretch, respectively. It can
be observed that, for a few packets, the path built via RPL has fewer
hops than the ideal shortest path where path ETX is minimzed al ong
the DAG This is because there are a few source-destination pairs
where the total ETX path cost is equal to or less than that of the

i deal shortest path when the packet takes a | onger hop count. As the
RPL inplenmentation ignores a 20% change in total ETX path cost before
switching to a new parent or emtting a new DIQ it does not
necessarily provide the shortest path in terns of total ETX path
cost. Thus, this inplenentation yields a few paths with smaller hop
counts but larger (or equal) total ETX path cost.
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Figure 5 [ See the PDF.]

Figure 5: CDF of Hop Distance Stretch versus
Hop Di stance Stretch Val ue.

Figure 6 [ See the PDF.]

Figure 6: CDF of ETX Path Stretch versus ETX Path Stretch Val ue.
The data for the CDF of the hop count and ETX path cost for the idea
shortest path (SP) and a path built via RPL, along with the CDF of

the routing table size, is given belowin Table 1. Figures 3to 7
relate to the data in this table.

R - R R T R +
| CDF | Hop | Hop | ETX Cost | ETX Cost | Rout i ng |
| (%ge) | (SP) | (RPL) | (SP) | (RPL) | Table Size |
R Fomm oo R SR S S +
| 0 | 1.0 | 1.0 | 1 | 1.0 | 0 |
| 5 | 1.0 | 1.03 | 1 | 1.242 | 1 |
| 10 | 2.0 | 2.0 | 2 | 2.048 | 2 |
| 15 | 2.0 | 2.01 | 2 | 2.171 | 2 |
| 20 | 2.0 | 2.06 | 2 | 2. 400 | 2 |
| 25 | 2.0 | 2.11 | 2 | 2. 662 | 3 |
| 30 | 2.0 | 2.42 | 2 | 2.925 | 3 |
| 35 | 2.0 | 2.90 | 3 | 3.082 | 3 |
| 40 | 3.0 | 3.06 | 3 | 3.194 | 4 |
| 45 | 3.0 | 3.1 | 3 | 3.41 | 4 |
| 50 | 3.0 | 3.15 | 3 | 3. 626 | 4 |
| 55 | 3.0 | 3.31 | 3 | 3. 823 | 5 |
| 60 | 3.0 | 3.50 | 3 | 4.032 | 6 |
| 65 | 3.0 | 3.66 | 3 | 4.208 | 7 |
| 70 | 3.0 | 3.92 | 4 | 4. 474 | 7 |
| 75 | 4.0 | 4.16 | 4 | 4.694 | 7 |
| 80 | 4.0 | 4.55 | 4 | 4.868 | 8 |
| 85 | 4.0 | 4.70 | 4 | 5. 091 | 9 |
| 90 | 4.0 | 4.89 | 4 | 5. 488 | 10 |
| 95 | 4.0 | 5.65 | 5 | 5.923 | 12 |
| 100 | 5.0 | 7.19 | 9 | 10. 125 | 44 |
S Fomm e m oo - S S Fomm e oo - Fom e e e e oo - +
Table 1. Path Quality CDFs.
Overall, the path quality metrics give us inportant information about

the protocol’s perfornmance when minimzing the ETX path cost is the
objective to formthe DAG The protocol, as explai ned, does not

al ways provide an optimum path, especially for peer-to-peer

conmuni cati on. However, it does end up reducing the control overhead
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cost, thereby reduci ng unnecessary parent sel ection and Dl O nessage
forwardi ng events, by choosing a non-optinized path. Despite this
specific inplenentation techni que, around 30% of the packets trave
the sane nunber of hops as an ideal shortest path routing nechani sm
and 20% of the packets experience the same nunber of attenpted
transm ssions to reach the destination. On average, this

i npl enentation costs only a few extra transm ssion attenpts and saves
a large nunber of control packet transni ssions.

4.3. Routing Table Size

The objective of this netric is to observe the distribution of the
nunber of entries per node. Figure 7 shows the CDF of the nunber of
routing table entries for all nodes. Note that 90% of the nodes need
to store less than 10 entries in their routing table for the topol ogy
under study. The LBR does not have the sanme power or nenory
constraints as regul ar nodes do, and hence it can acconmpbdate entries
for all the nodes in the network. The requirenent to acconmodat e
devices with | ow storage capacity has been mandated in [ RFC5673],

[ RFC5826], and [ RFC5867]. However, when RPL is inplenmented in
storing node, sonme nodes closer to the LBR or DAG root will require
nore nenory to store larger routing tables.

Figure 7 [See the PDF.]
Figure 7: CDF of Routing Table Size with Respect to Nunmber of Nodes.
4.4. Delay Bound for P2P Routing

For del ay-sensitive applications, such as hone and buil di ng
automation, it is critical to optimize the end-to-end del ay.

Figure 8 shows the upper bound and distributions of delay for paths
bet ween any two given nodes for different hop counts between the
source and destination. Here, the hop count refers to the nunber of
hops a packet travels to reach the destination when using RPL paths.
Thi s hop di stance does not correspond to the shortest path distance
between two nodes. Note that each packet has a length of 127 bytes,
with a 240-kbps radi o, which nakes the transm ssion del ay
approximately 4 mlliseconds (ns).

Figure 8 [See the PDF.]

Fi gure 8: Conparison of Packet Latency, for Different Path Lengths,
Expressed in Hop Count.

RFCs 5673 [ RFC5673] and 5548 [ RFC5548] nention a requirenment for the

end-to-end delivery delay to remain within a bounded | atency. For
i nstance, according to the industrial routing requirenent,
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non-critical closed-l1oop applications may have a | atency requirenent
that can be as |low as 100 ns, whereas nonitoring services nay
tolerate a delay in the order of seconds. The results show that
about 99% of the end-to-end conmmuni cati on (where the maxi num hop
count is 7 hops) is bounded within the 100-nms requirenment, for the
topol ogy under study. It should be noted that due to poor |ink
condition, there nmay be packet drops triggering retransm ssion, which
may cause |arger end-to-end delivery delays. Nodes in the proximty
of the LBR may becone congested at high traffic | oads, which can al so
| ead to higher end-to-end del ay.

4.5. Control Packet Overhead

The control plane overhead is an inportant routing characteristic in
LLNs. It is inperative to bound the control plane overhead. One of
the distinctive characteristics of RPL is that it nakes use of
trickle timers so as to reduce the nunber of control plane packets by
el i m nating redundant nessages. The aimof this performance netric
is thus to analyze the control plane overhead both in stable
conditions (no network el ement failure overhead) and in the presence
of failures.

Data and control plane traffic conparison for each node: Figure 9
shows the conpari son between the ampbunt of data packets
transmtted (including forwarded packets) and control packets (DO
and DAO nessages) transnmitted for all individual nodes when |ink
ETX is used to optimize the DAG As mentioned earlier, each node
generates a new data packet every 10 seconds. Here one can
observe that a considerable amount of traffic is routed through
the DAG root itself. The x axis indicates the node IDin the
network. Al so, as expected, the nodes that are closer to the DAG
root and that act as routers (as opposed to | eaves) handl e much
nore data traffic than other nodes. Nodes 12, 36, and 38 are
exanpl es of nodes next to the DAG root, taking part in routing
nost of the data packets and hence having nmany nore data packet
transm ssi ons than other nodes, as observed in Figure 9. W can
al so observe that the proportion of control traffic is negligible
for those nodes. This result also reinforces the fact that the
amount of control plane traffic generated by RPL is negligible on
these topol ogi es. Leaf nodes have conparabl e anpbunts of data and
control packet transm ssions (they do not take part in routing the
dat a) .

Figure 9 [See the PDF.]

Figure 9: Ampunt of Data and Control Packets Transmitted agai nst
Node 1d Using Link ETX as Routing Metric.

Tripathi, et al. I nf or mati onal [ Page 11]



RFC 6687 Per f or mance Eval uati on of RPL Cct ober 2012

Data and control packet transm ssion with respect to tine: |In
Fi gures 10, 11, and 12, the amount of data and control packets
transmtted for node 12 (low rank in DAG closer to the root),
node 43 (in the mddle), and node 31 (leaf node) are shown,
respectively. These values stand for the nunber of data and
control packets transmitted for each 10-minute interval for the
particul ar node, to help understand what the ratio is between data
and control packets exchanged in the network. One can observe
that nodes closer to the DAG root have a higher proportion of data
packets (as expected), and the proportion of control traffic is
negligible in comparison with the data traffic. Also, the anpunt
of data traffic handled by a node within a given interval varies
largely over tine for a node closer to the DAG root, because in
each interval the destination of the packets fromthe sane source
changes, while 20% of the packets are destined to the DAG root.
As a result, the pattern of the traffic that is handl ed changes
widely in each interval for the nodes closer to the DAG root. For
the nodes that are farther away fromthe DAG root, the ratio of
data traffic to control traffic is smaller, since the anobunt of
data traffic is greatly reduced.

The control traffic | oad exhibits a wave-like pattern. The anpunt of
control packets for each node drops quickly as the DODAG stabilizes,
due to the effect of trickle tiners. However, when a new DODAG
sequence is advertised (global repair of the DODAG, the trickle
timers are reset and the nodes start emtting DIOs frequently again
to rebuild the DODAG For a node closer to the DAG root, the anmount
of data packets is much larger than that of control packets and
somewhat oscillatory around a nean value. The anpbunt of contro
packets exhibits a 'sawtooth’ behavior. 1In the case where the ETX
link netric is used, when the PDR changes, the ETX link netric for a
node to its child changes, which may | ead to choosing a new parent
and changi ng the DAG rank of the child. This event resets the
trickle timer and triggers the emssion of a new DIO. Al so, the

i ssue of a new DODAG sequence numnber triggers DODAG re-conputation
and resets the trickle tinmers. Therefore, one can observe that the
nunber of control packets attains a high value for one interval and
cones down to | ower values for subsequent intervals. The interva
with a high nunmber of control packets denotes the interval where the
timers to emit a new DIO are reset nore frequently. As the network
stabilizes, the control packets are | ess dense in volune. For |eaf
nodes, the ampbunt of control packets is conparable to that of data
packets, as |eaf nodes are nore prone to face changes in their DODAG
rank as opposed to nodes closer to the DAG root when the |ink ETX
val ue in the topol ogy changes dynanmically.
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4.

6.

Figure 10 [ See the PDF.]

Fi gure 10: Anount of Data and Control Packets Transnitted
for Node 12.

Figure 11 [ See the PDF.]

Figure 11: Anount of Data and Control Packets Transnitted
for Node 43.

Figure 12 [ See the PDF.]

Figure 12: Amount of Data and Control Packets Transnmitted
for Node 31.

Loss of Connectivity

Upon link failures, a node may lose its parents -- preferred and
backup (if any) -- thus leading to a | oss of connectivity (no path to
the DAG root). RPL specifies two nechanisns for DODAG repairs,
referred to as global repair and local repair. |In this docunent,
simulation results are presented to evaluate the ambunt of tine data
packets are dropped due to a | oss of connectivity for the foll ow ng
two cases: a) when only using global repair (i.e., the DODAG i s
rebuilt thanks to the em ssion of new DODAG sequence nunbers by the
DAG root), and b) when using | ocal repair (poisoning the sub-DAG in
case of loss of connectivity) in addition to global repair. The idea
is to tune the frequency at which new DODAG sequence nunbers are
generated by the DAG root, and also to observe the effect of varying
the frequency for global repair and the concurrent use of gl obal and
local repair. It is expected that nore frequent increnents of DODAG
sequence nunbers will lead to a shorter duration of connectivity |oss
at a price of a higher rate of control packets in the network. For
the use of both global and | ocal repair, the sinulation results show
the trade-off in anpbunt of tine that a node may remain w thout
service and total nunber of control packets.

Figure 13 shows the CDF of time spent by any node wi thout service,
when the data packet rate is one packet every 10 seconds and a new
DODAG sequence nunber is generated every 10 minutes. This plot
reflects the property of global repair w thout any |ocal repair
schene. Wen all the parents are tenporarily unreachable froma
node, the tine before it hears a DI O from another node is recorded,
whi ch gives the time wi thout service. W define the DAG repair timer
as the interval at which the LBR increnents the DAG sequence numnber,
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thus triggering a global re-optinization. |In sonme cases, this val ue
m ght go up to the DAG repair tinmer value, because until a DIOis
heard, the node does not have a parent and hence no route to the LBR
or other nodes not inits own sub-DAG Cearly, this situation

i ndicates a lack of connectivity and | oss of service for the node.

Figure 13 [ See the PDF.]

Figure 13: CDF: Loss of Connectivity with G obal Repair
The effect of the DAGrepair timer on tine without service is plotted
in Figure 14, where the source rate is 20 seconds/packet and in

Figure 15, where the source sends a packet every 10 seconds.

Figure 14 [ See the PDF.]

Figure 14: CDF: Loss of Connectivity for Different
A obal Repair Period, Source Rate 20 Seconds/ Packet.

Figure 15 [ See the PDF.]

Figure 15: CDF: Loss of Connectivity for Different
G obal Repair Period, Source Rate 10 Seconds/ Packet.
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The data for Figures 13 and 15 can be found in Table 2. The table
shows how the CDF of tinme without connectivity to the LBR increases
while we increase the tine period to enmit new DAG sequence nunbers,
when the nodes generate a packet every 10 seconds.

R o e e e e e oo oo - o e e e e e oo oo - o e e e oo +
CDF | Repair Period | Repair Period | Repair Period
| (%age) | 10 M nutes | 30 Mnutes | 60 M nutes |
R o e e oo o e e oo o e e e oo s +
| 0 | 0. 464 | 0. 045 | 0. 027 |
| 5 | 0. 609 | 0. 424 | 0. 396 |
| 10 | 1. 040 | 1.451 | 0. 396 |
| 15 | 1. 406 | 3.035 | 0.714 |
| 20 | 1.934 | 3.521 | 0.714 |
| 25 | 2.113 | 5. 461 | 1. 856 |
| 30 | 3.152 | 5. 555 | 1. 856 |
| 35 | 3.363 | 7.756 | 6.173 |
| 40 | 4.9078 | 8. 604 | 6.173 |
| 45 | 8.575 | 9.181 | 14. 751 |
| 50 | 9.788 | 21.974 | 14. 751 |
| 55 | 13. 230 | 30. 017 | 14. 751 |
| 60 | 17. 681 | 31.749 | 16. 166 |
| 65 | 29. 356 | 68. 709 | 16. 166 |
| 70 | 34.019 | 92.974 | 302. 459 |
| 75 | 49. 444 | 117. 869 | 302. 459 |
| 80 | 75. 737 | 133. 653 | 488. 602 |
| 85 | 150. 089 | 167. 828 | 488. 602 |
| 90 | 180. 505 | 271. 884 | 488. 602 |
| 95 | 242. 247 | 464. 047 | 488. 602 |
| 100 | 273. 808 | 464. 047 | 488. 602 |
. o e e oo o e e oo o e e ek +

Table 2: Loss of Connectivity Tine, Data Rate - 10 Seconds / Packet.
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The data for Figure 14 can be found in Table 3. The table shows how
the CDF of tine without connectivity to the LBR increases while we
increase the tine period to emt new DAG sequence nunbers, when the
nodes generate a packet every 20 seconds.

R o e e e e e oo oo - o e e e e e oo oo - o e e e oo +
CDF | Repair Period | Repair Period | Repair Period
| (%age) | 10 M nutes | 30 Mnutes | 60 M nutes |
R o e e oo o e e oo o e e e oo s +
| 0 | 0.071 | 0. 955 | 0. 167 |
| 5 | 0.126 | 2. 280 | 1.377 |
| 10 | 0. 403 | 2.926 | 1.409 |
| 15 | 0.902 | 3. 269 | 1. 409 |
| 20 | 1.281 | 16. 623 | 3. 054 |
| 25 | 2.322 | 21. 438 | 5.175 |
| 30 | 2. 860 | 48. 479 | 5.175 |
| 35 | 3. 316 | 49. 495 | 10. 30 |
| 40 | 3. 420 | 93. 700 | 25. 406 |
| 45 | 6.363 | 117.594 | 25. 406 |
| 50 | 11. 500 | 243. 429 | 34. 379 |
| 55 | 19.703 | 277.039 | 102. 141 |
| 60 | 22.216 | 284. 660 | 102. 141 |
| 65 | 39.211 | 285. 101 | 328. 293 |
| 70 | 63. 197 | 376. 549 | 556. 296 |
| 75 | 88. 986 | 443. 450 | 556. 296 |
| 80 | 147.509 | 452. 883 | 1701. 52 |
| 85 | 154. 26 | 653. 420 | 2076. 41 |
| 90 | 244,241 | 720. 032 | 2076. 41 |
| 95 | 518. 835 | 1760. 47 | 2076. 41 |
| 100 | 555. 57 | 1760. 47 | 2076. 41 |
. o e e oo o e e oo o e e ek +

Table 3: Loss of Connectivity Tine, Data Rate - 20 Seconds / Packet.

Figure 16 shows the effect of the DAG global repair tinmer period on
control traffic. As expected, as the frequency at which new DAG
sequence nunbers are generated increases, the anmpbunt of contro
traffic decreases because DI O nessages are sent less frequently to
rebuild the DODAG  However, reducing the control traffic cones at a
price of increased | oss of connectivity when only global repair is
used.

Figure 16 [ See the PDF.]

Fi gure 16: Anount of Control Traffic for Different
G obal Repair Peri ods.
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Fromthe above results, it is clear that the tine the protocol takes
to re-establish routes and to converge, after an unexpected link or
device failure happens, is fairly long. [RFC5826] nandates that "the
routing protocol MJIST converge within 0.5 seconds if no nodes have
noved". Clearly, inmplenentation of a repair mechani sm based on new
DAG sequence nunbers al one woul d not neet the requirenents. Hence, a
| ocal repair nechanism in the form of poisoning the sub-DAG and
issuing a DI'S, has been adopt ed.

The effect of the DAGrepair timer on tine w thout service when |oca
repair is activated is now observed and plotted in Figure 17, where
the source rate is 20 seconds/packet. A conparison of the CDF of

| oss of connectivity for the global repair mechani smand the global +
| ocal repair nechanismis shown in Figures 18 and 19 (semi-log plots,
X axis in logarithmc scale and y axis in linear scale), where the
source generates a packet every 10 seconds and 20 seconds,
respectively. For these plots, the x axis shows tinme in |og scale,
and the y axis denotes the corresponding CDF in linear scale. One
can observe that using local repair (with poisoning of the sub-DAG
greatly reduces | oss of connectivity.

Figure 17 [ See the PDF.]

Figure 17: CDF: Loss of Connectivity for Different DAG Repair Tinmer
Val ues for d obal +Local Repair, Source Rate 20 Seconds/ Packet.

Figure 18 [ See the PDF.]

Figure 18: CDF: Loss of Connectivity for d obal Repair and
d obal +Local Repair, Source Rate 10 Seconds/ Packet.

Figure 19 [ See the PDF.]

Figure 19: CDF: Loss of Connectivity for d obal Repair and
G obal +Local Repair, Source Rate 20 Seconds/ Packet .

A conparison between the anobunt of control plane overhead used for

gl obal repair only and for the global plus local repair nmechanismis
shown in Figure 20, which highlights the inmproved perfornmance of RPL
in terms of convergence tine at very little extra overhead. From
Figure 19, in 85%of the cases the protocol finds connectivity to the
LBR for the concerned nodes within a fraction of seconds when | oca
repair is enployed. Using only global repair |leads to repair periods
of 150- 154 seconds, as observed in Figures 13 and 14.
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5.

5.

Figure 20 [ See the PDF.]

Fi gure 20: Number of Control Packets for Different
DAG Sequence Nunber Period, for Both G obal Repair
and d obal +Local Repair

RPL in a Building Autonmation Routing Scenario

Unli ke the previous traffic pattern, where a mgjority of the tota
traffic generated by any node is destined to the root, this section
considers a different traffic pattern, which is nore promnent in a
honme or building routing scenario. In the simulations shown bel ow,
the nodes send 60% of their total generated traffic to the physically
1-hop distant node and 20% of traffic to a 2-hop distant node; the
other 20% of traffic is distributed anong other nodes in the network.
The CDF of path quality netrics such as hop count, ETX path cost,
average hop distance stretch, ETX path stretch, and delay for P2P
routing for all pairs of nodes is calculated. Miintaining a |ow
del ay bound for P2P traffic is of high inmportance, as applications in
home and building routing typically have | ow del ay tol erance.

1. Path Qality

Figure 21 shows the CDF of the hop count for both RPL and idea
shortest path routing for the traffic pattern described above.

Figure 22 shows the CDF of the expected nunber of transnissions (ETX)
for each packet to reach its destination. Figures 23 and 24 show t he
CDF of the stretch factor for these two netrics. To illustrate the
stretch factor, an exanple fromFigure 24 will be given next. For

all paths built by RPL, 85%of the time, the path cost is |less than
the path cost for the ideal shortest path plus one.

Figure 21 [ See the PDF.]

Figure 21: CDF of End-to-End Hop Count for RPL and
| deal Shortest Path in Home Routing.

Figure 22 [ See the PDF.]

Figure 22: CDF of ETX Path Cost Metric for RPL and
| deal Shortest Path in Home Routing.

Figure 23 [ See the PDF.]

Fi gure 23: CDF of Hop Distance Stretch fromldeal Shortest Path.

Tripathi, et al. I nf or mati onal [ Page 18]



RFC 6687 Per f or mance Eval uati on of RPL Cct ober 2012

Figure 24 [ See the PDF.]
Figure 24: CDF of ETX Metric Stretch fromldeal Shortest Path.
5.2. Del ay

To get an idea of maxi num observable delay in the above-nentioned
traffic pattern, the delay for different nunbers of hops to the
destination for RPL is considered. Figure 25 shows how the end-to-
end packet latency is distributed for different packets with

di fferent hop counts in the network.

Figure 25 [ See the PDF.]
Fi gure 25: Packet Latency for Different Hop Counts in RPL

For this depl oynent scenario, 60%of the traffic has been restricted
to a 1-hop nei ghborhood. Hence, intuitively, the protocol is
expected to yield path qualities that are close to those of idea
shortest path routing for nost of the paths. Fromthe CDF of the hop
count and ETX path cost, it is clear that peer-to-peer paths are nore
often closer to an ideal shortest path. The end-to-end delay for

di stances within 2 hops is less than 60 nms for 99% of the delivered
packets, while packets traversing 5 hops or nore are delivered within
100 ns 99% of the tine. These results denonstrate that for a nornal
routing scenario of an LLN deploynent in a building, RPL perforns
fairly well without incurring much control plane overhead, and it can
be applied for delay-critical applications as well.

6. RPL in a Large-Scal e Network

In this section, we focus on sinmulating RPL in a | arge network and
study its scalability by focusing on a few performance nmetrics: the
| atency and path cost stretch, and the amount of control packets.
The 2442-node smart meter network with its corresponding link traces
was used in this scalability study. To sinulate a nore realistic
scenario for a smart nmeter network, 100% of the packets generated by
each node are destined to the root. Therefore, no traffic is
destined to nodes other than the root.

6.1. Path Qality

To investigate RPL's scalability, the CDF of the ETX path cost in the
| arge-scale snart neter network is conpared to a hypothetical idea
shortest path routing protocol that minimzes the total ETX path cost
(Figure 26). In this simulation, the path stretch is al so cal cul ated
for each packet that traverses the network. The path stretch is
determ ned as the difference between the path cost taken by a packet
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while following a route built via RPL and a path conputed using an

i deal shortest path routing protocol. The CDF of the ETX fractiona
stretch, which is determned as the ETX netric stretch val ue over the
ETX path cost of an ideal shortest path, is plotted in Figure 27.

The fractional hop distance stretch value, as defined in the
Term nol ogy section, is shown in Figure 28.

Looking at the path quality plots, it is obvious that RPL works in a
non-optimal fashion in this depl oynent scenario as well. However, on
average, for each source-destination pair, the ETX fractional stretch
islimted to 30% of the ideal shortest path cost. This fraction is
hi gher for paths with shorter distances and | ower for paths where the
source and destination are far apart. The negative stretch factor
for the hop count is an interesting feature of this deploynent and is
due to RPL’'s decision to not switch to another parent where the

i mprovenent in path quality is not significant. As nentioned
previously, in this inplenmentation, a node will only switch to a new
parent if the advertised ETX path cost to the LBR through the new
candi date parent is 20% better than the old one. The nodes tend to
hear DIOs froma snaller hop count first, and later do not always
shift to a larger hop count and smaller ETX path cost. As the
traffic is nostly to the DAG root, sone P2P paths built via RPL do
yield a smaller hop count fromsource to destination, albeit at a

| arger ETX path cost.

As observed in Figure 26, 90% of the packets transmitted during the
simul ati on have a (shortest) ETX path cost to destination |ess than
or equal to 12. However, via RPL, 90% of the packets will follow
paths that have a total ETX path cost of up to 14. Though al
packets are destined to the LBR, it is to be noted that this

i mpl enentation ignores a change of up to 20%in total ETX path cost.
Figures 27 and 28 indicate that all paths have a very | ow ETX
fractional stretch factor as far as the total ETX path cost is
concerned, and sone of the paths have | ower hop counts to the LBR or
DAG root as well when conpared to the hop count of the ideal shortest
pat h.

Figure 26 [ See the PDF.]
Figure 26: CDF of Total ETX Path Cost versus ETX Path Cost.
Figure 27 [ See the PDF.]

Fi gure 27: CDF of ETX Fractional Stretch versus
ETX Fractional Stretch Val ue.
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Figure 28 [ See the PDF.]
Figure 28: CDF of Fractional Hop Count Stretch.
6.2. Delay

Fi gure 29 shows how end-to-end packet latency is distributed for

di fferent hop counts in the network. According to [ RFC5548], Urban
LLNs (U-LLNs) are delay tolerant, and the information, except for
critical alarms, should arrive within a fraction of the reporting
interval (within a few seconds). The packet generation for this
depl oyment has been set higher than usual to incur high traffic

vol unme, and nodes generate data once every 30 seconds. However, the
end-to-end |l atency for nobst of the packets is condensed between

500 ns and 1 s, where the upper limt corresponds to packets
traversing | onger (greater than or equal to 6 hops) paths.

Figure 29 [ See the PDF.]

Fi gure 29: End-to-End Packet Delivery Latency
for Different Hop Counts.

6.3. Control Packet Overhead

Fi gure 30 shows the conparison between data packets (originated and
forwarded) and control packets (D O and DAO nessages) transnmitted by
each node (link ETX is used as the routing netric). Here one can
observe that in spite of the large scale of the network, the anpunt
of control traffic in the protocol is negligible in conparison to
dat a packet transm ssion. The smaller node ID for this network
actually indicates closer proximty to the DAG root, and nodes with
hi gh I D nunbers are actually farther away fromthe DAG root. Al so,
as expected, we can observe in Figures 31, 32, and 33 that the
(non-1eaf) nodes closer to the DAG root have many nore data packet
transm ssions than other nodes. The |eaf nodes have conparabl e
amounts of data and control packet transm ssions, as they do not take
part in routing the data. As seen before, the data traffic for a
child node has nuch | ess variation than the nodes that are closer to
the DAG root. This variation decreases with increase in DAG depth.
In this topol ogy, Nodes 1, 2, and 3, etc., are direct children of
the LBR

Figure 30 [ See the PDF.]

Fi gure 30: Data and Control Packet Conparison
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Figure 31 [ See the PDF.]

Figure 31: Data and Control Packets over Tine for Node 1
Figure 32 [ See the PDF.]

Figure 32: Data and Control Packets over Tine for Node 78.
Figure 33 [ See the PDF.]

Figure 33: Data and Control Packets over Time for Node 300.

In Figure 34, the effect of the global repair period tiner on contro
packet overhead i s shown.

Figure 34 [ See the PDF.]

Fi gure 34: Nunbers of Control Packets for Different
A obal Repair Tinmer Periods.

7. Scaling Property and Routing Stability

An inmportant netric of interest is the maxi mum | oad experienced by
any node (CPU usage) in ternms of the nunmber of control packets
transmtted by the node. Also, to get an idea of scaling properties
of RPL in large-scale networks, it is also key to anal yze the nunber
of packets handled by the RPL nodes for networks of different sizes.

In these sinulations, at any given interval, the node with maxi num
control overhead load is identified. The anpbunt of maximum contro
over head processed by that node is plotted against time for three

di fferent networks under study. The first one is Network A, which
has 45 nodes and is shown in Figure 1 (Section 3); the second is
Network "B, which is another deployed outdoor network with 86 nodes;
and the third is Network "C, which is the | arge depl oyed smart neter
network with 2442 nodes as noted previously in this docunent.

In Figure 35, the conparison of nmaxi num control |oads is shown for
different network sizes. For the network with 45 nodes, the maxi mum
nunber of control packets in the network stays within a limt of

50 packets (per 1-mnute interval), where for the networks with 86
and 2442 nodes, this limt stretches to 100 and 2 * 1073 packets per
1-mnute interval, respectively.

Figure 35 [ See the PDF.]

Figure 35: Scaling Property of Maxi mum Control Packets
Processed by Any Node over Tine.
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For a network built with | ow power devices interconnected by |ossy
links, it is of the utnost inportance to ensure that routing packets
are not flooded in the entire network and that the routing topol ogy
stays as stable as possible. Any change in routing information,
especially parent-child rel ationships, would reset the tiner, |eading
to emtting new Dl Gs, and woul d hence change the node’'s path netric
to reach the root. This change will trigger a series of control

pl ane nmessages (RPL packets) in the DODAG  Therefore, it is

i mportant to carefully control the triggering of DI O control packets
via the use of threshol ds.

In this study, the effect of the tolerance value that is considered
before emtting a DIO reflecting a new path cost is analyzed. Four
cases are consi dered:

o No change in DAG depth of a node is ignored,;

o The inplenentation ignores a 10% change in the ETX path cost to
the DAGroot. That is, if the change in total path cost to the

root/LBR -- due to DIO reception fromthe nost preferred parent or
due to shifting to another parent -- is less than 10% the node
will not advertise the new netric to the root;

o The inplenentation ignores a 20% change in ETX path cost to the
DAG root for any node before deciding to advertise a new depth;

0o The inplenmentation ignores a 30% change in the total ETX path cost
to the DAG root of a node before deciding to advertise a new
dept h.

Thi s deci sion does affect the optimum path quality to the DAG root.
As observed in Figure 36, for 0%tol erance, 95% of paths used have an
ETX fractional stretch factor of less than 10% Sinmilarly, for 10%
and 20% tol erance |l evels, 95% of paths will have a 15% and 20% ETX
fractional path stretch. However, the increased routing stability
and decreased control overhead are the profit gained fromthe 10%
extra increase in path Iength or ETX path cost, whichever is used as
the nmetric to optimze the DAG

Figure 36 [ See the PDF.]

Figure 36: ETX Fractional Stretch Factor
for Different Tol erance Levels.

As the above-nentioned threshold also affects the path taken by a
packet, this study al so denpbnstrates the effect of the threshold on
routing stability (nunmber of tines P2P paths change between a source
and a destination). For Network A (shown in Figure 1) and the
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large smart nmeter network 'C, the CDF of path change is plotted in
Figures 37 and 38, respectively, against the fraction of path change
for different thresholds (triggering the emnmission of a new DI O upon
pat h cost change).

If X packets are transferred fromsource A to destination B, and out
of Xtines, Y tinmes the path between this source-destination pair is
changed, then we conmpute the fraction of path change as Y/ X * 100%
This metric is conputed over all source-destination pairs, and the
CDF is plotted in the y axis.

Figure 37 [ See the PDF.]
Figure 37: Distribution of Fraction of Path Change for Network A
Figure 38 [ See the PDF.]

Figure 38: Distribution of Fraction of Path Change
for Large Network C.

Thi s docunent al so conmpares the CDF of the fraction of path change
for three different networks -- A, B, and C. Figure 39 shows how the
three networks exhibit a change of P2P path when a 30% change in
nmetric cost to the root is ignored before shifting to a new parent.

Figure 39 [ See the PDF.]
Fi gure 39: Conparison of Distribution of Fraction of Path Change.
8. Comments

Al the simulation results presented in this docunment corroborate the
expected protocol behavior for the topologies and traffic nodel used
in the study. For the particul ar discussed scenarios, the protoco
is shown to neet the desired delay and convergency requirements and
to exhibit self-healing properties wthout external intervention

i ncurring negligible control overhead (only a snall fraction of data
traffic). RPL provided near-optimm path quality for nost of the
packets in the scenarios considered here and is able to trade off
control overhead for path quality via configurable paranmeters (such
as decisions on when to switch to a new parent), as per the
application and device requirenents; thus, RPL can trade off routing
stability for control overhead as well. Finally, as per the

requi renment of urban LLN depl oynents, the protocol is shown to scale
to larger topol ogi es (several thousand nodes), for the topol ogies
considered in this inplenmentation.
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9. Security Considerations

Thi s docunent describes investigations perfornmed in the Castalia
wirel ess sensor network sinmulator; it does not consider packets on
the Internet. [RFC6550] describes security considerations for RPL

net wor ks.

10. Acknow edgenents

The authors would like to acknow edge Jerald P. Martocci, Mikul

Coyal , Emmanuel Monnerie, Philip Levis, Onprakash Gnhawali, and Craig
Partridge for their val uable and hel pful suggestions over netrics to
i ncl ude and overal |l feedback.

11. Informati ve References

[Castalia-2.2]

[NS-2]

[ OWNeTpp]

[ RFC5548]

[ RFC5673]

[ RFC5826]

[ RFC5867]

[ RFC6206]

Tri pathi, et

Boulis, A, "Castalia: Revealing pitfalls in designing
distributed algorithns in WBN', Proceedi ngs of the 5th
i nternational conference on Enbedded networked sensor
systens (SenSys’' 07), pp. 407-408, 2007.

"The Network Sinmulator version 2 (ns-2)",
<http://ww.isi.edu/ nsnanm ns/ >.

Varga, A, "The OWMNeT++ Discrete Event Simulation Systeni,
Proceedi ngs of the European Simulation
Mul ti conference (ESM 2001), June 2001.

Dohler, M, Ed., Watteyne, T., Ed., Wnter, T., Ed., and
D. Barthel, Ed., "Routing Requirenments for U ban Low Power
and Lossy Networks", RFC 5548, May 2009.

Pister, K, Ed., Thubert, P., Ed., Dwars, S., and T.
Phi nney, "Industrial Routing Requirenents in Low Power and
Lossy Networks", RFC 5673, COctober 2009.

Brandt, A, Buron, J., and G Porcu, "Honme Autonation
Routing Requirenents in Low Power and Lossy Networks",
RFC 5826, April 2010.

Martocci, J., Ed., De MI, P., Riou, N, and W Verneyl en,
"Bui | di ng Automati on Routing Requirenents in Low Power and
Lossy Networks", RFC 5867, June 2010.

Levis, P., Clausen, T., Hui, J., Grawali, O, and J. Ko,
"The Trickle Al gorithn, RFC 6206, March 2011.

al . I nf or mati onal [ Page 25]



RFC 6687 Per f or mance Eval uati on of RPL Cct ober 2012

[ RFC6550] Wnter, T., Ed., Thubert, P.,

Ed., Brandt, A, Hui, J.,

Kel sey, R, Levis, P., Pister, K, Struik, R, Vasseur

JP., and R Al exander, "RPL:

Low Power and Lossy Networks"

[ RFC6551] Vasseur, JP., Ed., Kim M,

| Pv6 Routing Protocol for
, RFC 6550, March 2012.

Ed., Pister, K, Dejean, N

and D. Barthel, "Routing Metrics Used for Path Cal cul ation
in Low Power and Lossy Networks", RFC 6551, March 2012.

[ ROLL- TERVE]

Vasseur, JP., "Term nol ogy in Low power And Lossy

Net wor ks", Work in Progress,
Aut hors’ Addresses

Joydeep Tripathi (editor)
Drexel University

3141 Chestnut Street 7-313
Phi | adel phia, PA 19104
USA

EMail: jt369@irexel . edu

Jaudelice C. de Aiveira (editor)
Drexel University

3141 Chestnut Street 7-313

Phi | adel phia, PA 19104

USA

EMai | : jau@oe. drexel . edu

JP. Vasseur (editor)

Ci sco Systens, Inc.

11, Rue Canille Desnoulins
| ssy Les Moulineaux 92782

France
EMai |l : jpv@i sco.com
Tripathi, et al. I nf or mati ona

Sept enber 2011.

[ Page 26]






