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Location-to-Service Transl ation (LoST) Protoco

Abst ract

The Location-to-Service Translation (LoST) protocol is an XM-based
protocol for nmapping service identifiers and geodetic or civic

| ocation information to service URIs and service boundaries. In
particular, it can be used to deternmine the |ocation-appropriate
Public Safety Answering Point (PSAP) for emergency services.

The <mappi ng> el enent in the LoST protocol specification encapsul ates
i nformati on about service boundaries and circunscribes the region
within which all |ocations map to the sanme service Uniform Resource
Identifier (URI) or set of URIs for a given service.

Thi s docunent defines an XML protocol to exchange these nappi ngs
bet ween two nodes. This mechanismis designed for the exchange of
aut horitative <mappi ng> el enents between two entities. Exchanging
cached <mapping> elenents, i.e., non-authoritative elenents, is
possi bl e but not envisioned. Even though the <mappi ng> el enent
format is reused fromthe LoST specification, the nmechanismin this
docunent can be used w thout the LoST protocol

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l documents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6739
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1

| ntroducti on

Since the early days of energency services, there has been a desire
to route emergency calls to Public Safety Answering Points (PSAPS)
that are nearest to the location of the emergency caller. For this
pur pose each PSAP di scl oses one or nore service boundaries so that
this information can be used to select the appropriate PSAP and to
route the call to it. RFC 5222 [RFC5222] defines this data structure
in the follow ng way:

A service boundary circunscribes the region within which al

| ocations nmap to the sane service URI or set of URIs for a given
service. A service boundary may consi st of several non-contiguous
geonetric shapes.

RFC 5222 [RFC5222] al so specifies the data structure itself as the
<mappi ng> el ement .

Thi s docunent reuses this existing data structure and defines an XM.-
based protocol to exchange authoritative service boundaries between
two entities, nanely, the LoST Sync source and the LoST Sync
destination. This protocol can be used whether or not the LoST
protocol is used for querying for service boundary information

The rest of the document is structured as follows. Section 3 starts

with an exanpl e usage of the LoST protocol. 1In Sections 4, 5, 6, and
7, we describe the protocol senmantics, transport considerations, and

the schema. Finally, we conclude with operational, security, and

| ANA considerations in Sections 8, 9, and 10.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Thi s docunent reuses term nol ogy introduced by the napping
architecture docunent [RFC5582], such as 'coverage region’, 'forest
guide’, 'mapping’ , and 'authoritative mapping server’. This docunent
al so uses the term’ ESRP', defined in [ RFC5012].

Thr oughout this document, we use the terns 'LoST Sync source’ and
"LoST Sync destination’ to denote the protocol endpoints of the
exchange. The protocol is referred to as 'LoST Sync’ within the
t ext.
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3.

A Motivating Exanpl e

The LoST Sync nechani sm can, for exanple, be used in the LoST
architecture, as specified in [ RFC5582]. There, LOST servers
cooperate to provide an ubi quitous, globally scalable, and resilient
mappi ng service. In the LoST mapping architecture, LOST servers can
peer, i.e., have an ongoi ng data exchange rel ati onship. Peering

rel ati onships are set up manual ly, based on |ocal policies. A LoST
server may peer with any nunber of other LOST servers. Forest guides
peer with other forest guides; authoritative mappi ng servers peer
with forest guides and other authoritative servers, either in the
sane cluster or above or below themin the tree. Authoritative
mappi ng servers push coverage regions "up" the tree, i.e., fromchild
nodes to parent nodes. The child informs the parent of the
geospatial or civic region that it covers for a specific service.

Consi der a hypot hetical depl oynent of LoST in two countries, for
exanpl e, Austria and Finland. Austria, in our exanple, runs three
aut horitative mapping servers |abeled as 'East’, 'Wst’', and
"Vienna', where the forner two cover the entire country except for
Vi enna, which is covered by a separate LoST server. There may be
ot her caching LoST servers run by |ISPs, universities, and Voice
Service Providers (VSPs), but they are not relevant for this
illustration. Finland, on the other hand, decided to only deploy a
single LoST server that also acts as a forest guide. For this
sinplistic illustration, we assunme that only one service is
avail abl e, nanely ’urn:service:sos’ since otherw se the nunber of
stored mappi ngs woul d have to be multiplied by the nunber of used
servi ces.

Figure 1 shows the exanpl e depl oynment.
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Figure 1. LoST Depl oynment Exanpl e
The nodes are configured as foll ows:

Forest Quide Austria: This forest guide contains mappings for the
three authoritative mapping servers (East, Wst, and Vi enna)
descri bing the area for which they are responsible. Note that
each mappi ng contains a service URN, and these mappings point to
LoST servers rather than to PSAPs or Emergency Services Routing
Proxi es (ESRPS).

LoST Server 'East’: This LoOST server contains all the mappings to
PSAPs covering the eastern part of the country.

Additionally, the LoST server aggregates all the information it
has and provi des an abstracted view towards the forest guide
indicating that it is responsible for a certain area (for a given
service and for a given location profile). For our exanple, the
structure of a mapping is shown bel ow.
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<mappi ng
xm ns="urn:ietf:paranms:xm :ns:|ostl"
xm ns: gm ="http://ww. opengi s. net/gm "
expi res="2009- 01- 01TO01: 44: 332"
| ast Updat ed="2009- 12-01T01: 00: 00Z"
source="east-austria.l ost - exanpl e. cont
sour cel d="e8b05a41d8d1415b80f 2cdbb96ccf 109" >
<di spl ayNanme xm : | ang="en">LoST Server ' East’</di spl ayNane>
<servi ce>urn: servi ce: sos</servi ce>
<servi ceBoundary profil e="geodetic-2d">
<gm : Pol ygon srsName="ur n: ogc: def:: crs: EPSG : 4326" >
<gnl : exterior>
<gnl : Li near Ri ng>
<gm :pos> ... </gml:pos>
..... i st of coordinates for
boundary of LoST server ’'East’
<gm :pos> ... </gm:pos>
</ gm : Li near Ri ng>
</gm:exterior>
</ gm : Pol ygon>
</ servi ceBoundar y>
<uri/>
</ mappi ng>

Figure 2: Forest Cuide Austria Mapping XM. Snhi ppet

Note that the XML code snippet in Figure 2 serves illustrative
pur poses only and does not validate. As can be seen in this
exanpl e, the <uri> elenent is absent, and the 'source’ attribute
identifies the LoST server, nanely "east-austria.l ost-
exanpl e. cont'.

The mappi ng shown above is what is the LoST server "east-
austria.l ost-exanpl e.cont provides to the Austrian forest guide.

LoST Server 'West’': This LoST server contains all the mappings to
PSAPs covering the western half of the country.

LoST Server 'Vienna' : This LoST server contains all the nappings to
PSAPs for the city of Vienna.

Forest Quide Finland: In our exanple, we assune that Finland depl oys
a single ESRP for the entire country as their |P-based energency
services solution. There is only a single LoST server, and it is
co-located with the forest guide, as shown in Figure 1. The
mappi ng data this forest guide (FG then distributes via LoST Sync
is shown in Figure 3.
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<mappi ng xm ns="urn:ietf:parans: xm:ns:|ostl"
expi res="2007-01- 01T01: 44: 332"
| ast Updat ed="2006- 11-01T01: 00: 00Z"
source="finl and. | ost - exanpl e. cont'
sour cel d="7e3f 40b098c¢711dbb6060800200c9a66" >
<di spl ayName xm : | ang="en">Fi nl and ESRP</ di spl ayNane>
<servi ce>urn: servi ce: sos</ servi ce>
<servi ceBoundary profile="civic">
<ci vi cAddr ess
xm ns="urn:ietf:parans: xm :ns: pi df: geopri v10: ci vi cAddr" >
<count ry>FI </ country>
</ ci vi cAddr ess>
</ servi ceBoundar y>
<uri/>
</ mappi ng>

Figure 3: Forest Guide Finland Mappi ng XML Sni ppet

An exanpl e napping stored at the co-located LoST server is shown
in Figure 4.

<mappi ng xm ns="urn:ietf:params:xm:ns:|ost1"
expi res="2007-01-01T01: 44: 33Z"
| ast Updat ed="2006-11-01T01: 00: 00Z"
source="finl and. | ost - exanpl e. cont'
sour cel d="7e3f 40b098c711dbb6060800200c9a66" >
<di spl ayNanme xmi :1ang="en">Fi nl and ESRP</ di spl ayNanme>
<servi ce>urn: servi ce: sos</ servi ce>
<servi ceBoundary profile="civic">
<ci vi cAddr ess
xm ns="urn:ietf:parans: xm : ns: pi df: geopri v10: ci vi cAddr" >
<country>FI </ country>
</ ci vi cAddr ess>
</ servi ceBoundary>
<uri>sip:esrp@i nl and- exanpl e. conx/ uri >
<uri >xmpp: esrp@i nl and- exanpl e. conx/ uri >
<servi ceNunber >112</ servi ceNunber >
</ mappi ng>

Figure 4: Forest Guide Finland / Co-Located LoST Server Mapping
XML Sni ppet

The LoST Sync nechani sm described in this docunment can be run between
the two forest guides. That way, the three mappings stored in the FG
Austria are sent to the FG Finland, and a single mapping in the FG
Finland is sent to the FG Austria. Additionally, the three Austrian
LoST servers could utilize LoST Sync to informthe Austrian FG about
their boundaries. These three authoritative mapping servers in
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Austria would be responsible for maintaining their own napping
information. Since the ambunt of data being exchanged is small and
the expected rate of change is low, the nodes are configured to

al ways exchange all their mapping i nformati on whenever a change
happens.

Thi s docunent defines two types of exchanges, which are best

descri bed by the exchange between two nodes as shown in Figures 5 and
6. The protocol exchange al ways runs between a LoST Sync source and
a LoST Sync destination. Node A in the exanples of Figures 5 and 6
has mappi ngs that Node Bis going to retrieve. Node A acts as the
source for the data and Node B is the destination.

The <get Mappi ngsRequest > request allows a LoST Sync source to request
mappi ngs froma LoST Sync destination

SR + SR +
| Node B | | Node A |
| acting | | acting |
| as | | as |
| LoST | | LoST |
| Sync | | Sync |
| Dest | | Source |
R + R +

Figure 5: Querying for Mappings with a <get Mappi ngsRequest > Message

Note that in the exchange illustrated in Figure 5 Node B is issuing
the first request and plays the role of the HTTPS client, and Node A
pl ays the role of the HTTPS server.

In Figure 6, the <pushMappi ngsRequest> exchange all ows a LoST Sync
source to push mappings to a LoST Sync destination. In this exanple,
we assume that Node A has been configured naintain state about the
mappi ngs it had pushed to Node B
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4.

4.

Thi s docunent does not define a publish/subscribe nechanism Such a
mechani smwoul d all ow Node B to tell Node A what mappings it is

interested in. This docunment al so does not define a mechani smfor
nodes to find out to which other entities mappi ngs have to be pushed.

R + R +
| Node A | | Node B |
| acting | | acting |
| as | | as |
| LoST | | LoST |
| Sync | | Sync |
| Source | | Dest. |
. + . +

Figure 6: Pushing Mappings with a <pushMappi ngsRequest > Message

Node A issuing the first request in Figure 6 plays the role of the
HTTPS client, and Node B plays the role of the HITPS server.

1

Querying for Mappings with a <get Mappi hgsRequest >/
<get Mappi ngsResponse> Exchange

Behavi or of the LoST Sync Destination

A LoST Sync destination has two ways to retrieve <mappi ng> el enents
froma LOoST Sync source

1

When the Lost Sync destination does not have any mappings, it
submits an enpty <get Mappi ngsRequest > nessage, as shown in

Figure 7. This indicates that it wishes to retrieve all nappings
fromthe LoST Sync source. Note that the request does not
propagate further to other nodes.
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2. In case a LoST Sync destination node has al ready obtai ned
mappi ngs in previous exchanges, then it may want to check whether
t hese mappi ngs have been updated in the neanwhile. The policy
regardi ng when to poll for updated mapping information is outside
the scope of this document. The <get Mappi ngsRequest > nessage
with one or nore <exists> child elenment(s) allows the source to
only return nmappings that are mssing at the destination or have
been updat ed.

After issuing the <get Mappi ngsRequest> nessage, the LoST Sync
destination waits for the <get Mappi ngsResponse> nessage. |n case of
a successful response, the LoST Sync destination stores the received
mappi ngs and det erm nes whi ch mappi ngs to update.

4.2. Behavior of the LoST Sync Source

VWhen a LoST Sync source receives an enpty <get Mappi ngsRequest >
nessage, then all locally avail abl e mappi ngs MJST be returned.

When a LOST Sync source receives a <get Mappi ngsRequest > nessage with
one or nore <exists> child elenent(s), then it MJST consult with the
| ocal mappi ng dat abase to determ ne whet her any of the mappi ngs of
the client is stale and whether there are nmappings locally that the
client does not yet have. The forner can be determ ned by finding
mappi ngs corresponding to the "source’ and 'sourcelD attributes
where a mapping with a nore recent ’'|astUpdated date exists.

Processi ng a <get Mappi ngsRequest > nmessage MAY lead to a successfu
response in the formof a <get Mappi ngsResponse> or an <errors>
nmessage. Only the <badRequest>, <forbidden>, <internal Error>, and
<serverTineout> errors, defined in [ RFC5222], are used by this
specification. Neither the <redirect> nor the <warni ngs> nessages
are reused by this nessage.

4.3. Exanpl es

The first exanpl e shows an enpty <get Mappi ngsRequest > nessage t hat
woul d retrieve all locally stored nmappings at the LoST Sync source.

<?xm version="1.0" encodi ng="UTF-8""?>
<get Mappi ngsRequest xm ns="urn:ietf:parans: xm : ns:|ostsyncl"/>

Figure 7. Exanple of Enpty <get Mappi ngsRequest > Message
A further exanple request is shown in Figure 8, and the corresponding
response is depicted in Figure 9. |In this exanple, the

<get Mappi ngsRequest > el ement contai ns information about the mapping
that is locally available to the client inside the
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<mappi ng-fingerprint> el enent (wth

source="aut horitative. bar. exanpl e",

sour cel d="7e3f 40b098c711dbb6060800200c9a66", and | ast Updat ed="2006-
11-01T01: 00: 00Z"). The query asks for nmappings that are nore recent
than the avail abl e one as well as any m ssing mapping.

<?xm version="1.0" encodi ng="UTF-8""?>
<get Mappi ngsRequest xm ns="urn:ietf:paranms: xn :ns: | ostsyncl">
<exi sts>
<mappi ng-fingerprint source="authoritative. bar.exanple"
sour cel d="7e3f 40b098c¢711dbb6060800200c9a66"
| ast Updat ed="2006-11-01T01: 00: 00Z" >
</ mappi ng-fingerprint >
</ exi sts>
</ get Mappi ngsRequest >

Fi gure 8: Exanpl e <get Mappi ngsRequest > Message

The response to the above request is shown in Figure 9. A nore
recent mapping was available with the identification of

sour ce="aut horitative. bar. exanpl e" and

sour cel d="7e3f 40b098c711dbb6060800200c9a66". Only one m ssing

mappi ng, with source "authoritative.foo.exanple”, was found and
returned.

<?xm version="1.0" encodi ng="UTF-8""?>

<sync: get Mappi ngsResponse
xm ns: sync="urn:ietf:parans: xm:ns:|ostsyncl"
xm ns="urn:ietf:params:xm:ns:|ost1"
xm ns: gm ="http://ww. opengi s. net/gm ">

<mappi ng source="aut horitative. bar. exanpl e"
sour cel d="7e3f 40b098c711dbb6060800200c9a66"
| ast Updat ed="2008-11-26T01: 00: 00Z"
expi res="2009- 12- 26T01: 00: 00Z" >
<di spl ayNanme xm : | ang="en">Leoni a Police Depart nment
</ di spl ayNane>
<servi ce>urn: servi ce: sos. pol i ce</ servi ce>
<servi ceBoundary
profile="urn:ietf:paranms:|ost:|ocation-profile:basic-civic">
<ci vi cAddr ess
xm ns="urn:ietf:parans: xm : ns: pi df: geopri v10: ci vi cAddr" >
<count ry>US</ country>
<A1>NJ</ Al>
<A3>Leoni a</ A3>
<PC>07605</ PC>
</ civi cAddr ess>
</ servi ceBoundar y>
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<uri >si p: pol i ce@ eoni anj 2. exanpl e. org</uri >
<servi ceNunber >911</ servi ceNunber >
</ mappi ng>

<mappi ng expires="2009-01-01TO01: 44: 332"

| ast Updat ed="2008-11-01T01: 00: 00Z"

source="aut horitative.foo. exanpl e"

sour cel d="7e3f 40b098c711dbb606011111111111" >

<di spl ayNanme xm : | ang="en">New York City Police Departnent

</ di spl ayNane>

<servi ce>urn: servi ce: sos. pol i ce</servi ce>

<servi ceBoundary profil e="geodetic-2d">

<gnl : Pol ygon srsName="ur n: ogc: def:: crs: EPSG : 4326" >
<gm : exterior>
<gm : Li near Ri ng>
<gm : pos>37. 775 -122.4194</gm : pos>
<gm : pos>37. 555 -122.4194</gm : pos>
<gnm : pos>37. 555 -122. 4264</gmn : pos>
<gnl : pos>37. 775 -122. 4264</ gm : pos>
<gm : pos>37. 775 -122. 4194</ gm : pos>
</ gm : Li near Ri ng>
</gm :exterior>
</ gm : Pol ygon>

</ servi ceBoundar y>

<uri >si p: nypd@xanpl e. conx/ uri >

<uri >xmpp: nypd@xanpl e. conx/ uri >

<servi ceNunber >911</ servi ceNunber >

</ mappi ng>

</ sync: get Mappi ngsResponse>
Figure 9. Exanpl e <get Mappi ngsResponse> Message
5.  Pushi ng Mappi ngs via <pushMappi ngs> and <pushMappi ngsResponse>
5.1. Behavior of the LoST Sync Source

When a LoST Sync source obtains new information that is of interest
to its peers, it may push the new mappings to its peers.
Configuration settings at both peers decide whether this
functionality is used and what mappi ngs are pushed to whi ch ot her
peers. New mappings may arrive through various neans, such as a
manual addition to the |ocal mappi ng database, or through the
interaction with other entities. Deleting mappings nay also trigger
a protocol interaction.
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The LoST Sync source SHOULD keep track of which LoST Sync destination
it has pushed <mapping> elenments to. |If it does not keep state
information, then it always has to push the conplete data set. As

di scussed in Section 5.1 of [RFC5222], <mapping> elenments are
identified by the "source’, ’'sourcelD, and '|astUpdated attributes.
A mapping is considered the sane if these three attributes match.

A <pushMappi ngs> request sent by a LoST Sync source MJST contain one
or nore <mappi ng> el enents.

To delete a mapping, the content of the mapping is left enmpty, i.e.
the <mappi ng> el enment only contains the 'source’, 'sourcelD,
"lastUpdated’, and 'expires’ attributes. Figure 10 shows an exanple
request where the nmapping with the source="nj.us. exanple",

sourcel d="123", | ast Updat ed="2008-11-01T01: 00: 00Z", and

expi res="2008-11-01T01: 00: 00Z" is requested to be deleted. Note that
the "expires’ attribute is required per the schema definition but
will be ignored in processing the request on the receiving side. A
sync source may want to delete the napping fromits internal napping
dat abase but has to renenber the peers to which it has distributed
this update unless it has other ways to ensure that databases do not
get out of sync.

5.2. Behavior of the LoST Sync Destination

When a LoST Sync destination receives a <pushMappi ngsRequest >
nmessage, then the cache with the existing mappings is inspected to
det ermi ne whet her the recei ved mappi ng should | ead to an update of an
al ready existing mappi ng, should create a new mapping in the cache,
or shoul d be discarded.

If a newy received mapping has a nore recent tinme inits
"lastUpdated’ attribute, it MJST update an existing nmapping that has
mat chi ng ' source’ and ’'sourcelD attributes.

If the received nmappi ng does not match with any existing mapping
based on the 'source’ and 'sourceld’, then it MJST be added to the
| ocal cache as an independent mappi ng.

I f a <pushMappi ngsRequest > nmessage with an enpty <mappi ng> el ement is
recei ved, then a correspondi ng mappi ng has to be determ ned based on
the 'source’ and the 'sourcel D .

If no mapping can be identified, then an <errors> response MJST be
returned that contains the <notDel eted> child element. The
<not Del et ed> el emrent MAY contain a ’'nmessage’ attribute with an error
description used for debuggi ng purposes. The <notDel et ed> el enent
MUST contain the <mappi ng> el enent(s) that caused the error
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The response to a <pushMappi ngsRequest > request is a

<pushMappi ngsResponse> nessage. Wth this specification, a
successful response message returns no additional el enents, whereas
an <errors> response is returned in the response nessage if the
request failed. Only the <badRequest>, <forbidden>, <internal Error>,
or <serverTineout> errors defined in Section 13.1 of [RFC5222] are
used. The <redirect> and <warni ngs> nessages are not used for this
query/ response.

If the set of nodes that are synchronizing their data does not forma
tree, it is possible that the same information arrives through

several other nodes. This is unavoidable but generally only inposes
a nodest overhead. (It would be possible to create a spanning tree
in the same fashion as IP nulticast, but the conplexity does not seem
warranted, given the relatively |ow volune of data.)

5.3. Exanple

An exanple is shown in Figure 10. Inmagine a LoST node that obtained
two new nmappings identified as foll ows:

0 source="authoritative.exanple"
sour cel d="7e3f 40b098c711dbb6060800200c9a66"
| ast Updat ed="2008-11- 26T01: 00: 00Z"

0 source="authoritative.exanple"
sour cel d="7e3f 40b098c711dbb606011111111111"
| ast Updat ed="2008-11- 01T01: 00: 00Z"

These two mappi ngs have to be added to the peer’s mappi ng dat abase.
Additionally, the follow ng mappi ng has to be del eted:

0 source="nj.us.exanple"
sour cel d="123"
| ast Updat ed="2008-11- 01T01: 00: 00Z"

<?xm version="1.0" encodi ng="UTF-8""?>

<sync: pushMappi ngs
xm ns: sync="urn:ietf:parans: xm:ns:|ostsyncl"
xm ns="urn:ietf:paranms:xm:ns:|ost1"
xm ns: gm ="http://ww. opengi s. net/gm ">
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<mappi ng source="authoritative. exanpl e"
sour cel d="7e3f 40b098c711dbb6060800200c9a66"
| ast Updat ed="2008- 11- 26T01: 00: 00Z"
expi res="2009-12-26T01: 00: 00Z" >
<di spl ayNane xm : | ang="en">Leoni a Pol i ce Depart nent
</ di spl ayNane>
<servi ce>urn: servi ce: sos. pol i ce</ servi ce>
<servi ceBoundary
profile="urn:ietf:paranms:|ost:|ocation-profile:basic-civic">
<ci vi cAddr ess
xm ns="urn:ietf:parans: xm : ns: pi df : geopri v10: ci vi cAddr " >
<count ry>US</ country>
<A1>NJ</ A1>
<A3>Leoni a</ A3>
<PC>07605</ PC>
</ civi cAddr ess>
</ servi ceBoundar y>
<uri >si p: pol i ce@ eoni anj . exanpl e. org</uri >
<servi ceNunber >911</ servi ceNunber >
</ mappi ng>

<mappi ng expires="2009-01-01TO01: 44: 332"

| ast Updat ed="2008-11-01T01: 00: 00Z"

source="aut horitative. exanpl e"

sour cel d="7e3f 40b098c711dbb606011111111111" >

<di spl ayName xm : | ang="en">New York City Police Departnent

</ di spl ayNanme>

<servi ce>urn: servi ce: sos. pol i ce</servi ce>

<servi ceBoundary profil e="geodetic-2d">

<gnl : Pol ygon srsName="ur n: ogc: def:: crs: EPSG : 4326" >
<gnl : exterior>
<gm : Li near Ri ng>
<gm : pos>37. 775 -122. 4194</ gm : pos>
<gm : pos>37. 555 -122.4194</gm : pos>
<gm : pos>37. 555 -122. 4264</gm : pos>
<gnm : pos>37. 775 -122. 4264</gm : pos>
<gnm : pos>37. 775 -122.4194</gm : pos>
</ gm : Li near R ng>
</gm :exterior>
</ gm : Pol ygon>

</ servi ceBoundar y>

<uri >si p: nypd@xanpl e. conx/ uri >

<uri >xmpp: nypd@xanpl e. conx/ uri >

<servi ceNunber >911</ servi ceNunber >

</ mappi ng>
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<mappi ng source="nj . us. exanpl e"
sourcel d="123"
| ast Updat ed="2008- 11-01T01: 00: 00Z"
expires="2008-11-01T01: 00: 002"/ >
</ sync: pushMappi ngs>
Fi gure 10: Exanpl e <pushMappi ngsRequest > Message

In response, the peer perfornms the necessary operations and updates

its mappi ng database. In particular, it will check whether the other
peer is authorized to performthe update and whether the el enents and
attributes contain values that it understands. In our exanple, a

positive response is returned as shown in Figure 11

<?xm version="1.0" encodi ng="UTF-8""?>
<pushMappi ngsResponse xm ns="urn:ietf:paranms:xm :ns:|ostsyncl” />

Figure 11: Exanpl e <pushMappi ngsResponse>

In case a mapping could not be deleted as requested, the follow ng
error response mght be returned instead.

<?xm version="1.0" encodi ng="UTF-8""?>

<errors xmns="urn:ietf:parans:xm:ns:|ost1l"
xm ns:sync="urn:ietf:params: xm:ns:|ostsyncl"
sour ce="nodeA. exanpl e. cont' >

<sync: not Del et ed
nmessage="Coul d not delete the indicated mapping."
xm : | ang="en" >

<mappi ng source="nj . us. exanpl e"
sour cel d="123"
| ast Updat ed="2008-11-01T01: 00: 00Z"
expi res="2008-11-01T01: 00: 00Z"/ >
</ sync: not Del et ed>
</errors>

Figure 12: Exanple <errors> Message
Transport
LoST Sync needs an underlying protocol transport nechanismto carry

requests and responses. This docunent uses HITPS as a transport to
exchange XM. docunents. No fallback to HTTP is provided.
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When using HTTP over Transport Layer Security (TLS) [RFC2818], LoST
Sync messages use the POST nmethod. Requests MJST use the Cache-
Control response directive "no-cache".

Al LoST Sync responses, including those indicating a LoST warning or
error, are carried in 2xx responses, typically 200 (OK). 3xx, 4xx,
and 5xx HTTP response codes indicate that the request itself failed
or was redirected; these responses do not contain any LoST Sync XM
el enent s.

7. RELAX NG

Note: In order to avoid copying pattern definitions fromthe LoST
Regul ar Language for XML Next Generation (RELAX NG schema [ RFC5222]
to this docunent, we include it as "lost.rng" (XM syntax) in the
RELAX NG schenma bel ow.

<?xm version="1.0" encodi ng="utf-8"?>

<grammar ns="urn:ietf:parans:xm:ns:lostsyncl"

xm ns="http://rel axng. org/ ns/structure/1.0"

xm ns:a="http://rel axng. org/ ns/conpatibility/annotations/1.0"
dat at ypeLi brary="http://ww. w3. or g/ 2001/ XM_Schemna- dat at ypes" >

<include href="lost.rng"/>
<start conbi ne="choice">

<a: docunent ati on> Location-to-Service Transl ation (LoST)
Synchroni zati on Protocol </ a: docunent ati on>

<choi ce>
<ref nane="pushMappi ngs"/>
<ref nane="pushMappi hgsResponse"/>
<ref nane="get Mappi ngsRequest"/>
<ref nane="get Mappi ngsResponse"/ >
</ choi ce>
</start>

<defi ne nanme="pushMappi ngs" >
<el enent name="pushMappi ngs" >
<oneOr Mor e>
<ref nanme="nmapping"/>
</ oneOr Mor e>

<ref nanme="extensionPoint"/>
</ el enent >
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</ defi ne>

<defi ne name="pushMappi ngsResponse" >
<el enent name="pushMappi ngsResponse" >
<ref nane="extensi onPoint"/>
</ el ement >
</ define>

<defi ne nane="get Mappi ngsRequest " >
<el ement nane="get Mappi ngsRequest " >
<choi ce>
<ref nane="exists"></ref>
<ref nanme="extensi onPoint"/>
</ choi ce>
</ el enment >
</ defi ne>

<defi ne nane="exists">
<el enent nanme="exi sts">
<oneOr Mor e>
<el ement nane="nmappi ng-fingerprint">
<attribute nanme="source">
<data type="token"/>
</attribute>
<attri bute nane="sourcel d">
<data type="token"/>
</attribute>
<attribute name="| ast Updat ed" >
<data type="dateTi me"/>
</attribute>
<ref nane="extensi onPoint"/>
</ el enent >
</ oneOr Mor e>
</ el enent >
</ defi ne>

<defi ne name="get Mappi ngsResponse" >
<el enent name="get Mappi ngsResponse" >
<oneOr Mor e>
<ref nane="nmapping"/>
</ oneOr Mor e>
<ref nane="extensi onPoint"/>
</ el emrent >
</ defi ne>

<l-- error nmessages -->

<defi ne nane="not Del et ed" >
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<el enent nane="not Del et ed" >
<ref nane="basi cException"/>
<oneOr Mor e>

<ref nane="nmapping"/>

</ oneOr Mor e>

</ el ement >

</ defi ne>
</ gr ammar >

8. Operational Considerations

It is inmportant to avoid | oops when nore than two LOST servers use
the nmechani sm described in this docunent. The exanple shown in
Figure 13 with three LoST servers A B, and C (each of themacts as a
sync source and a sync destination) illustrates the challenge in nore
detail. A and B synchronize data between each other; the same is
true for Aand C, and B and C, respectively.

Fi gure 13: Synchronization Configurati on Exanple

Now, imagi ne that server A adds a new mapping. This mapping is

uni quely identified by the conmbination of "source", "sourceid", and
"l ast updated”. Assune that A wants to push this new mapping to B
and C. Wen B obtains this new mapping, it determnes that it has to
distribute it to its peer C. C also needs to distribute the mappi ng
toits peer B. |If the original nmapping with the "source"

"sourceid", and "last updated" is not nodified by either B or C, then
these two servers woul d recogni ze that they already possess the
mappi ng and can ignore the update.

| mpl ement ati ons MUST NOT nodi fy nappings they receive. An entity
acting maliciously woul d, however, intentionally nodify mappings or

i nj ect bogus mappings. To avoid the possibility of an untrustworthy
menber claimng a coverage region for which it is not authorized,

aut horitative mappi ng servers MJST sign mappings they distribute
using an XM. digital signature [ WBC. REC-xm dsi g-core-20020212]. A
reci pient MUST verify that the signing entity is indeed authorized to
speak for that region. In nmany cases, this will require an out-of-
band agreenent to be in place to agree on specific entities to take
on this role. Determ ning who can speak for a particular region is
i nherently difficult unless there is a small set of authorizing
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entities that participants in the mapping architecture can trust.
Recei vi ng systens should be particularly suspicious if an existing
coverage region is replaced by a new one that contains a different
value in the <uri> element. Wen nmappings are digitally signed, they
cannot be nodified by internmediate LoST servers.

9. Security Considerations

Thi s docunent defines a protocol for exchange of authoritative
mappi ng i nformati on between two entities. Hence, the protoco
operations described in this docunent require authentication of
nei ghbori ng nodes.

The LoST Sync client and servers MJST inpl enent TLS and use TLS.

Whi ch version(s) ought to be inplemented will vary over time and
depend on the wi despread depl oyment and known security

vul nerabilities at the time of inplenmentation. At the tine of this
witing, TLS version 1.2 [RFC5246] is the npbst recent version but has
very limted actual deploynent and m ght not be readily available in
i mpl enentation tool kits. TLS version 1.0 [RFC2246] is the nost

wi dely depl oyed version and will give the broadest interoperability.

Mut ual aut hentication between the LoST Sync source and the LoST Sync
destination is not necessarily required in all deployments unless an
enmergency service authority wants to enforce access control prior to
the distribution of their <mapping> elenents. This may, for exanple,
be the case when certain energency services networks distribute

i nternal mappings that are not neant for public distribution.

An additional threat is caused by conpron sed or msconfigured LoST
servers. A denial of service could be the consequence of an injected
mappi ng. |f the mapping data contains a URL that does not exi st,
then energency services for the indicated area are not reachable. |If
all mapping data contains URLs that point to a single PSAP (rather
than a | arge nunmber of PSAPs), then this PSAP is likely to experience
overload conditions. |[|f the mapping data contains a URL that points
to a server controlled by the adversary itself, then it m ght

i mper sonat e PSAPs.

Section 8 discusses this security threat and mandates signed

mappi ngs. For unusual changes to the mappi ng dat abase, approval by a
system adni ni strator of the energency services infrastructure (or a
simlar expert) may be required before any nappings are install ed.
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10.

10.

| ANA Consi derati ons
1. Media Type Registration
Thi s specification requests the registration of a new nmedia type
according to the procedures of RFC 4288 [ RFC4288] and guidelines in
RFC 3023 [ RFC3023].
Type name: application
Subt ype name: | ostsync+xn
Requi red paraneters: none

Optional parameters: charset

Sane as charset paraneter of application/xm as specified in RFC
3023 [ RFC3023].

Encodi ng considerations: Identical to those of "application/xm" as
described in [ RFC3023], Section 3.2.

Security considerations: This content type is designed to carry LoST
Synchroni zati on protocol payl oads, and the security considerations
section of RFC 6739 is applicable. In addition, as this nedia
type uses the "+xm " convention, it shares the sanme security
consi derations as described in [RFC3023], Section 10.

Interoperability considerations: None

Publ i shed specification: RFC 6739

Applications that use this nedia type: Enmergency and Locati on-based
Syst ens

Addi tional information:
Magi ¢ nunber(s): None
File extension(s): .lostsyncxm
Maci ntosh file type code(s): ' TEXT

Person & email address to contact for further information:
Hannes Tschof eni g <Hannes. Tschof eni g@nx. net >

I ntended usage: LIM TED USE
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Restrictions on usage: None
Aut hor: Hannes Tschof eni g <Hannes. Tschof eni g@nx. net >
Change controller:

This specification is a work itemof the I ETF ECRI T worki ng group,
with mailing |ist address <ecrit@etf.org>.

Change controller:
The | ESG <i esg@etf.org>
10. 2. LoST Sync RELAX NG Scherma Regi stration
The schema defined in this document has been regi stered under the XM
schema registry at
http://ww. i ana. or g/ assi gnnent s/ xm -regi stry/ schema. ht m

URI: urn:ietf:params:xm:schema:|ostsyncl

Regi strant Contact: |ETF ECRIT Wirking Goup, Hannes Tschof enig
(Hannes. Tschof eni g@nx. net) .

RELAX NG Schena: The RELAX NG schenma that has been registered is
contained in Section 7.

10.3. LoST Synchroni zati on Nanmespace Regi stration
The nanespace defined in this docunment has been registered under the
XM. nanespace registry at
http://ww. i ana. org/ assi gnnent s/ xm -regi stry/ns. htnm

URI: wurn:ietf:params:xm:ns:lostsyncl

Regi strant Contact: |ETF ECRIT Wrking G oup, Hannes Tschof enig
(Hannes. Tschof eni g@nx. net).
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XM:

BEG N
<?xm version="1.0"7?>
<! DOCTYPE htm PUBLIC "-//WBC//DITD XHTM. Basic 1.0//EN'
"http://ww. w3. or g/ TR/ xht m - basi ¢/ xht nl - basi c10. dt d" >
<htm xm ns="http://ww. w3. org/ 1999/ xhtm ">
<head>
<meta http-equiv="content-type"
content="text/htm ; charset=i so-8859-1"/>
<titl e>LoST Synchronization Nanespace</title>
</ head>
<body>
<hl>Nanespace for LOST server synchronization</hl>
<h2>urn:ietf:parans: xm:ns:lostsyncl</h2>
<p>See <a href="[URL of published RFC]">RFC 6739
</ a>. </ p>
</ body>
</htm >

END
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