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Mul ti cast DNS
Abstract

As networked devi ces becone snaller, nore portable, and nore

ubi quitous, the ability to operate with | ess configured
infrastructure is increasingly inmportant. |In particular, the ability
to ook up DNS resource record data types (including, but not linmted
to, host nanes) in the absence of a conventional managed DNS server
is useful.

Mul ticast DNS (nDNS) provides the ability to perform DNS-1ike
operations on the local link in the absence of any conventiona

Uni cast DNS server. 1In addition, Miulticast DNS designates a portion
of the DNS namespace to be free for local use, without the need to
pay any annual fee, and wi thout the need to set up del egati ons or

ot herwi se configure a conventional DNS server to answer for those
nanes.

The primary benefits of Milticast DNS nanes are that (i) they require
l[ittle or no adm nistration or configuration to set themup, (ii)
they work when no infrastructure is present, and (iii) they work
during infrastructure failures.

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6762
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1

| ntroducti on

Mul ticast DNS and its comnpani on technol ogy DNS-Based Service

Di scovery [ RFC6763] were created to provide IP networking with the
ease-of -use and aut oconfiguration for which AppleTal k was wel | - known
[ RFC6760]. \When reading this docunment, famliarity with the concepts
of Zero Configuration Networking [Zeroconf] and automatic |ink-1oca
addr essi ng [ RFC3927] [ RFC4862] is hel pful.

Mul ticast DNS borrows heavily fromthe existing DNS protoco

[ RFC1034] [ RFC1035] [RFC6195], using the existing DNS nessage
structure, name syntax, and resource record types. This docunent
speci fies no new operati on codes or response codes. This docunent
descri bes how clients send DNS-1i ke queries via |P nulticast, and how
a collection of hosts cooperate to collectively answer those queries
in a useful manner.

Conventions and Term nol ogy Used in This Docunent

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in "Key words for use in
RFCs to Indicate Requirement Level s" [RFC2119].

When this document uses the term"Milticast DNS', it should be taken
to nean: "Cients perfornming DNS-1ike queries for DNS-1ike resource

records by sending DNS-1ike UDP query and response nmessages over |P

Mul ticast to UDP port 5353". The design rationale for selecting UDP
port 5353 is discussed in Appendix A

Thi s docunent uses the term "host name" in the strict sense to nmean a
fully qualified domain nane that has an | Pv4 or | Pv6 address record.
It does not use the term "host name" in the commonly used but

i ncorrect sense to mean just the first DNS | abel of a host's fully
qual i fied domai n nane.

A DNS (or nDNS) packet contains an IP Tinme to Live (TTL) in the IP
header, which is effectively a hop-count linmit for the packet, to
guard agai nst routing |loops. FEach resource record also contains a
TTL, which is the number of seconds for which the resource record nay
be cached. This docunent uses the term"IP TTL" to refer to the IP
header TTL (hop limt), and the term"RR TTL" or just "TTL" to refer
to the resource record TTL (cache lifetine).

DNS-f ormat messages contain a header, a Question Section, then
Answer, Authority, and Additional Record Sections. The Answer,
Aut hority, and Additional Record Sections all hold resource records
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in the same format. Where this docunent describes issues that apply
equally to all three sections, it uses the term "Resource Record
Sections" to refer collectively to these three sections.

Thi s docunent uses the terns "shared” and "uni que" when referring to
resource record sets [ RFC1034]:

A "shared" resource record set is one where several Milticast DNS
responders may have records with the sane nane, rrtype, and
rrclass, and several responders may respond to a particul ar query.

A "uni que" resource record set is one where all the records with
that nanme, rrtype, and rrclass are conceptually under the contro
or ownership of a single responder, and it is expected that at
nost one responder should respond to a query for that nane,
rrtype, and rrclass. Before claimng ownership of a unique
resource record set, a responder MJIST probe to verify that no

ot her responder already clains ownership of that set, as described
in Section 8.1, "Probing". (For fault-tolerance and ot her
reasons, sonetines it is permissible to have nore than one
responder answering for a particular "unique" resource record set,
but such cooperating responders MJST gi ve answers contai ni ng
identical rdata for these records. |If they do not give answers
containing identical rdata, then the probing step will reject the
data as being inconsistent with what is al ready bei ng adverti sed
on the network for those nanes.)

Strictly speaking, the terms "shared" and "uni que" apply to resource
record sets, not to individual resource records. However, it is
sonetinmes convenient to talk of "shared resource records"” and "uni que
resource records". Wen used this way, the terns should be
understood to nean a record that is a nmenber of a "shared" or

"uni que" resource record set, respectively.

3. Milticast DNS Nanes

A host that belongs to an organi zation or individual who has contro
over sone portion of the DNS nanespace can be assigned a globally

uni que name within that portion of the DNS namespace, such as,
"cheshire. example.com”. For those of us who have this luxury, this
works very well. However, the majority of home conputer users do not
have easy access to any portion of the gl obal DNS nanespace within
whi ch they have the authority to create nanes. This |eaves the
majority of home conmputers effectively anonynous for practica

pur poses.
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To renedy this problem this docunment allows any conputer user to
elect to give their conputers link-local Milticast DNS host nanes of
the form "single-dns-label.local.". For exanple, a |aptop computer
may answer to the name "MyConputer.local.". Any conmputer user is
granted the authority to name their conputer this way, provided that
the chosen host nane is not already in use on that link. Having
naned their conputer this way, the user has the authority to continue
utilizing that name until such time as a nane conflict occurs on the
link that is not resolved in the user’'s favor. |f this happens, the
conputer (or its human user) MJST cease using the name, and SHOULD
attenpt to allocate a new unique nanme for use on that |ink. These
conflicts are expected to be relatively rare for people who choose
reasonably i magi nati ve names, but it is still inportant to have a
mechanismin place to handl e them when they happen

Thi s docunent specifies that the DNS top-level domain ".local." is a
special domain with special semantics, nanmely that any fully
qualified nane ending in ".local." is link-local, and nanes wthin
this domain are neaningful only on the |link where they originate.
This is anal ogous to | Pv4 addresses in the 169.254/16 prefix or |Pv6
addresses in the FE80::/10 prefix, which are link-1ocal and

meani ngful only on the |ink where they originate.

Any DNS query for a nanme ending with ".local." MJST be sent to the
nDNS | Pv4 |ink-local nulticast address 224.0.0.251 (or its |Pv6

equi val ent FFO02::FB). The design rationale for using a fixed

mul ticast address instead of selecting froma range of multicast
addresses using a hash function is discussed in Appendix B

| mpl ementers MAY choose to | ook up such nanes concurrently via other
nmechani sns (e.g., Unicast DNS) and coal esce the results in sone
fashion. Inplenmenters choosing to do this should be aware of the
potential for user confusion when a given nane can produce different
resul ts dependi ng on external network conditions (such as, but not
[imted to, which name | ookup mechani smresponds faster).

It is uninportant whether a nane ending with ".local." occurred
because the user explicitly typed in a fully qualified donain nane

ending in ".local.", or because the user entered an unqualified
domai n nane and the host software appended the suffix ".local."
because that suffix appears in the user’s search list. The ".local."

suffix could appear in the search |ist because the user nmanually
configured it, or because it was received via DHCP [ RFC2132] or via
any other mechanismfor configuring the DNS search list. In this
respect the ".local." suffix is treated no differently from any other
search domain that m ght appear in the DNS search |ist.
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DNS queries for nanes that do not end with ".local." MAY be sent to
the nDNS nulticast address, if no other conventional DNS server is
avail able. This can allow hosts on the same link to continue
conmuni cati ng using each other’s gl obally uni qgue DNS names during
net wor k out ages that disrupt conmmunication with the greater Internet.
When resol ving global nanes via local nmulticast, it is even nore

i mportant to use DNS Security Extensions (DNSSEC) [ RFC4033] or ot her
security nechanisns to ensure that the response is trustworthy.

Resol ving gl obal nanes via local multicast is a contentious issue,
and this document does not discuss it further, instead concentrating
on the issue of resolving | ocal names using DNS nessages sent to a
mul ticast address.

Thi s docunent recommends a single flat nanmespace for dot-local host
nanes, (i.e., the names of DNS "A" and "AAAA" records, which map
nanes to | Pv4 and | Pv6 addresses), but other DNS record types (such
as those used by DNS-Based Service Discovery [RFC6763]) may contain
as many | abels as appropriate for the desired usage, up to a maxi mum
of 255 bytes, plus a terminating zero byte at the end. Nanme |ength

i ssues are discussed further in Appendix C

Enf orci ng uni queness of host nanes is probably desirable in the
conmon case, but this document does not mandate that. It is

perm ssible for a collection of coordinated hosts to agree to
maintain multiple DNS address records with the sane nane, possibly
for |oad-balancing or fault-tol erance reasons. This docunent does
not take a position on whether that is sensible. It is inportant
that both nodes of operation be supported. The Multicast DNS
protocol allows hosts to verify and maintai n uni que nanes for
resource records where that behavior is desired, and it also allows
hosts to maintain nultiple resource records with a single shared nane
where that behavior is desired. This consideration applies to al
resource records, not just address records (host names). |In summary:
It is required that the protocol have the ability to detect and
handl e nanme conflicts, but it is not required that this ability be
used for every record.

4. Reverse Address Mapping

Like ".local.", the IPv4 and |1 Pv6 reverse mappi ng domains are al so
defined to be |ink-Iocal

Any DNS query for a name ending with "254.169.in-addr.arpa." MJST
be sent to the nDNS I Pv4 |ink-1ocal nulticast address 224.0.0. 251
or the nDNS I Pv6 nulticast address FFO2::FB. Since nanes under
this domain correspond to IPv4 link-local addresses, it is |logica
that the local link is the best place to find information
pertaining to those nanes.
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Li kewi se, any DNS query for a nanme within the reverse mappi ng
donmains for IPv6 |ink-local addresses ("8.e.f.ip6.arpa.",
"9.e.f.ip6.arpa.", "a.e.f.ip6.arpa.", and "b.e.f.ip6.arpa.") MJIST
be sent to the nDNS I Pv6 |ink-local nulticast address FF02::FB or
the nDNS I Pv4 |ink-local multicast address 224.0.0. 251

5. Querying

There are two kinds of Milticast DNS queries: one-shot queries of the
ki nd nade by | egacy DNS resol vers, and continuous, ongoing Milticast
DNS queries made by fully conpliant Milticast DNS queriers, which
support asynchronous operations including DNS-Based Service Di scovery
[ RFC6763] .

Except in the rare case of a Milticast DNS responder that is
advertising only shared resource records and no uni que records, a

Mul ticast DNS responder MJST al so inplenent a Milticast DNS querier
so that it can first verify the uni queness of those records before it
begi ns answering queries for them

5.1. One-Shot Multicast DNS Queries

The npst basic kind of Miulticast DNS client may sinply send standard
DNS queries blindly to 224.0.0.251:5353, without necessarily even
bei ng aware of what a nmulticast address is. This change can
typically be inplenented with just a few lines of code in an existing
DNS resolver library. |If a name being queried falls within one of
the reserved Multicast DNS donains (see Sections 3 and 4), then
rather than using the configured Unicast DNS server address, the
query is instead sent to 224.0.0.251:5353 (or its |Pv6 equival ent

[ FFO2:: FB]:5353). Typically, the tineout would al so be shortened to
two or three seconds. |It’'s possible to nake a mininmal Milticast DNS
resolver with only these sinple changes. These queries are typically
done using a hi gh-nunbered epheneral UDP source port, but regardl ess
of whether they are sent froma dynanmc port or froma fixed port,
these queries MJST NOT be sent using UDP source port 5353, since
usi ng UDP source port 5353 signals the presence of a fully conpliant
Mul ticast DNS querier, as described bel ow.

A sinmple DNS resolver like this will typically just take the first
response it receives. It will not listen for additional UDP
responses, but in nmany instances this may not be a serious problem

If a user types "http://MPrinter.local." into their web browser, and
their sinple DNS resol ver just takes the first response it receives,
and the user gets to see the status and configurati on web page for
their printer, then the protocol has net the user’s needs in this
case.
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Wil e a basic DNS resolver like this nay be adequate for sinple host
name | ookup, it nmay not get ideal behavior in other cases.

Addi tional refinements to create a fully conpliant Multicast DNS
querier are described bel ow.

5.2. Continuous Milticast DNS Querying

In one-shot queries, the underlying assunption is that the
transacti on begi ns when the application issues a query, and ends when
the first response is received. There is another type of query
operation that is nmore asynchronous, in which having received one
response is not necessarily an indication that there will be no nore
rel evant responses, and the querying operation continues until no
further responses are required. Determining when no further
responses are required depends on the type of operation being
performed. |If the operation is |ooking up the IPv4 and | Pv6
addresses of another host, then no further responses are required
once a successful connection has been made to one of those |IPv4 or

| Pv6 addresses. |f the operation is browsing to present the user
with a list of DNS-SD services found on the network [ RFC6763], then
no further responses are required once the user indicates this to the
user-interface software, e.g., by closing the network browsing wi ndow
that was displaying the |ist of discovered services.

| magi ne sonme hypothetical software that allows users to di scover
network printers. The user wi shes to discover all printers on the

[ ocal network, not only the printer that is quickest to respond.

VWhen the user is actively looking for a network printer to use, they
open a network browsing w ndow that displays the Iist of discovered
printers. It would be convenient for the user if they could rely on
this list of network printers to stay up to date as network printers
cone and go, rather than displaying out-of-date stale information

and requiring the user explicitly to click a "refresh" button any
time they want to see accurate information (which, fromthe noment it
is displayed, is itself already beginning to becone out-of-date and
stale). If we are to display a continuously updated live list like
this, we need to be able to do it efficiently, w thout naive constant
pol I i ng, which woul d be an unreasonabl e burden on the network. It is
not expected that all users will be browsing to discover new printers
all the time, but when a user is browsing to discover service

i nstances for an extended period, we want to be able to support that
operation efficiently.

Therefore, when retransmitting Miulticast DNS queries to inplenent
this kind of continuous nonitoring, the interval between the first
two queries MJST be at |east one second, the intervals between
successive queries MJST increase by at |least a factor of two, and the
querier MJST inplement Known- Answer Suppression, as described bel ow
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in Section 7.1. The Known- Answer Suppression nmechanismtells
responders which answers are already known to the querier, thereby
al | owi ng responders to avoi d wasting network capacity w th pointless
repeated transm ssion of those answers. A querier retransmts its
guestion because it wi shes to receive answers it may have m ssed the
first tine, not because it wants additional duplicate copies of
answers it already received. Failure to inplenent Known-Answer
Suppression can result in unacceptable |evels of network traffic.
When the interval between queries reaches or exceeds 60 minutes, a
querier MAY cap the interval to a maxi num of 60 m nutes, and perform
subsequent queries at a steady-state rate of one query per hour. To
avoi d acci dental synchronization when, for some reason, nmultiple
clients begin querying at exactly the sanme nonment (e.g., because of
some common external trigger event), a Milticast DNS querier SHOULD
al so delay the first query of the series by a randomy chosen anount
in the range 20-120 ms.

When a Multicast DNS querier receives an answer, the answer contains
a TTL value that indicates for how many seconds this answer is valid.
After this interval has passed, the answer will no | onger be valid
and SHOULD be del eted fromthe cache. Before the record expiry tine
is reached, a Multicast DNS querier that has local clients with an
active interest in the state of that record (e.g., a network browsing
wi ndow di splaying a list of discovered services to the user) SHOULD
reissue its query to determ ne whether the record is still valid.

To performthis cache nmaintenance, a Miulticast DNS querier should
plan to retransmt its query after at |east 50% of the record
lifetime has el apsed. This document recomends the follow ng
specific strategy.

The querier should plan to issue a query at 80% of the record
lifetime, and then if no answer is received, at 85% 90% and 95%

If an answer is received, then the remaining TTL is reset to the

val ue given in the answer, and this process repeats for as |ong as
the Multicast DNS querier has an ongoing interest in the record. |If
no answer is received after four queries, the record is del eted when
it reaches 100% of its lifetime. A Milticast DNS querier MJST NOT
performthis cache mai ntenance for records for which it has no | oca
clients with an active interest. |f the expiry of a particular
record fromthe cache would result in no net effect to any client
software running on the querier device, and no visible effect to the
human user, then there is no reason for the Miulticast DNS querier to
wast e network capacity checking whether the record remains valid.
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To avoid the case where nultiple Miulticast DNS queriers on a network
all issue their queries sinmultaneously, a random variation of 2% of

the record TTL shoul d be added, so that queries are scheduled to be

performed at 80-82% 85-87% 90-92% and then 95-97% of the TTL.

An additional efficiency optim zation SHOULD be perfornmed when a

Mul ticast DNS response is received containing a uni que answer (as

i ndi cated by the cache-flush bit being set, described in Section
10. 2, "Announcenents to Flush Qutdated Cache Entries"). In this
case, there is no need for the querier to continue issuing a stream
of queries with exponentially increasing intervals, since the receipt
of a unique answer is a good indication that no other answers will be
forthcoming. 1In this case, the Miulticast DNS querier SHOULD plan to
issue its next query for this record at 80-82% of the record' s TTL,
as described above.

A compliant Multicast DNS querier, which inplenments the rules
specified in this docunent, MJST send its Milticast DNS queries from
UDP source port 5353 (the well-known port assigned to nDNS), and MJUST
listen for Multicast DNS replies sent to UDP destination port 5353 at
the nDNS |ink-1ocal multicast address (224.0.0.251 and/or its |Pv6
equi val ent FF02:: FB).

5.3. Miltiple Questions per Query

Mul ticast DNS allows a querier to place nultiple questions in the
Question Section of a single Miulticast DNS query message.

The semantics of a Miulticast DNS query nessage containing nmultiple
guestions is identical to a series of individual DNS query nessages
cont ai ni ng one question each. Conbining nultiple questions into a
single message is purely an efficiency optimnization and has no other
semantic significance.

5.4. (Questions Requesting Unicast Responses

Sendi ng Multicast DNS responses via nmulticast has the benefit that
all the other hosts on the network get to see those responses,
enabling themto keep their caches up to date and detect conflicting
responses.

However, there are situations where all the other hosts on the
network don't need to see every response. Sone exanples are a | aptop
conput er waking from sl eep, the Ethernet cable being connected to a
runni ng machine, or a previously inactive interface being activated
through a configuration change. At the instant of wake-up or |ink
activation, the machine is a brand new partici pant on a new networKk.
Its Multicast DNS cache for that interface is enpty, and it has no
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know edge of its peers on that link. It may have a significant
nunber of questions that it wants answered right away, to discover

i nformati on about its new surroundi ngs and present that information
to the user. As a new participant on the network, it has no idea
whet her the exact sanme questions may have been asked and answered
just seconds ago. |In this case, triggering a |arge sudden flood of
nmul ticast responses may i npose an unreasonabl e burden on the network.

To avoid large floods of potentially unnecessary responses in these
cases, Miulticast DNS defines the top bit in the class field of a DNS
guestion as the unicast-response bit. Wen this bit is set in a
guestion, it indicates that the querier is willing to accept unicast
replies in response to this specific query, as well as the usua

nmul ticast responses. These questions requesting unicast responses
are referred to as "QUJ' questions, to distinguish themfromthe nore
usual questions requesting multicast responses ("QM' questions). A
Mul ticast DNS querier sending its initial batch of questions

i medi ately on wake fromsleep or interface activation SHOULD set the
uni cast-response bit in those questions.

When a question is retransmtted (as described in Section 5.2), the
uni cast-response bit SHOULD NOT be set in subsequent retransm ssions
of that question. Subsequent retransm ssions SHOULD be usual "QW
guestions. After the first question has received its responses, the
querier should have a | arge Known-Answer |ist (Section 7.1) so that
subsequent queries should elicit few, if any, further responses.
Reverting to nulticast responses as soon as possible is inportant
because of the benefits that multicast responses provide (see
Appendix D). In addition, the unicast-response bit SHOULD be set
only for questions that are active and ready to be sent the nonent of
wake fromsleep or interface activation. New questions created by
local clients afterwards should be treated as nornmal "QM' questions
and SHOULD NOT have the uni cast-response bit set on the first
guestion of the series.

When receiving a question with the unicast-response bit set, a
responder SHOULD usual ly respond with a unicast packet directed back
to the querier. However, if the responder has not nulticast that
record recently (within one quarter of its TTL), then the responder
SHOULD instead nulticast the response so as to keep all the peer
caches up to date, and to permt passive conflict detection. 1In the
case of answering a probe question (Section 8.1) with the unicast-
response bit set, the responder should al ways generate the requested
uni cast response, but it may also send a nulticast announcenent if
the time since the last nulticast announcement of that record is nore
than a quarter of its TTL.
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Uni cast replies are subject to all the sane packet generation rules
as nulticast replies, including the cache-flush bit (Section 10. 2)
and (except when defendi ng a uni que nane agai nst a probe from anot her
host) random zed del ays to reduce network collisions (Section 6).

5.5. Direct Unicast Queries to Port 5353

In specialized applications there may be rare situations where it
makes sense for a Miulticast DNS querier to send its query via unicast
to a specific machine. Wen a Milticast DNS responder receives a
query via direct unicast, it SHOULD respond as it would for "QU'
guestions, as described above in Section 5.4. Since it is possible
for a unicast query to be received froma nachi ne outside the |oca
link, responders SHOULD check that the source address in the query
packet matches the | ocal subnet for that link (or, in the case of

| Pv6, the source address has an on-link prefix) and silently ignore
the packet if not.

There may be specialized situations, outside the scope of this
docunent, where it is intended and desirable to create a responder
that does answer queries originating outside the local link. Such a
responder woul d need to ensure that these non-local queries are

al ways answered via uni cast back to the querier, since an answer sent
via link-1ocal multicast would not reach a querier outside the |oca
l'ink.

6. Responding

VWhen a Multicast DNS responder constructs and sends a Milticast DNS
response nessage, the Resource Record Sections of that nessage nust
contain only records for which that responder is explicitly
authoritative. These answers may be generated because the record
answers a question received in a Milticast DNS query message, or at
certain other times that the responder determ nes than an unsolicited
announcement is warranted. A Milticast DNS responder MJST NOT pl ace
records fromits cache, which have been | earned from ot her responders
on the network, in the Resource Record Sections of outgoing response
nessages. Only an authoritative source for a given record is allowed
to issue responses containing that record.

The determ nation of whether a given record answers a given question
is made using the standard DNS rul es: the record name nust match the
guestion name, the record rrtype nust match the question qtype unless
the gtype is "ANY" (255) or the rrtype is "CNAME" (5), and the record
rrclass nmust match the question gclass unless the gclass is "ANY"
(255). As with Unicast DNS, generally only DNS class 1 ("Internet")
is used, but should client software use cl asses other than 1, the

mat chi ng rul es descri bed above MUST be used.
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A Ml ticast DNS responder MJUST only respond when it has a positive,
non-null response to send, or it authoritatively knows that a
particul ar record does not exist. For unique records, where the host
has al ready established sole ownership of the name, it MJST return
negative answers to queries for records that it knows not to exist.
For exanple, a host with no IPv6 address, that has clai ned sole
ownership of the name "host.local." for all rrtypes, MJST respond to
AAAA queries for "host.local." by sending a negative answer

i ndi cati ng that no AAAA records exist for that name. See Section
6.1, "Negative Responses". For shared records, which are owned by no
singl e host, the nonexistence of a given record is ascertained by the
failure of any machine to respond to the Miulticast DNS query, not by
any explicit negative response. For shared records, NXDOVAIN and

ot her error responses MJST NOT be sent.

Mul ticast DNS responses MJST NOT contain any questions in the
Question Section. Any questions in the Question Section of a
received Miulticast DNS response MJST be silently ignored. Milticast
DNS queriers receiving Milticast DNS responses do not care what
guestion elicited the response; they care only that the information
in the response is true and accurate.

A Ml ticast DNS responder on Ethernet [IEEE. 802.3] and simlar shared
nmul tipl e access networks SHOULD have the capability of delaying its
responses by up to 500 ns, as described bel ow.

If a large nunber of Milticast DNS responders were all to respond

i Mmediately to a particular query, a collision would be virtually
guaranteed. By inposing a small random del ay, the nunber of
collisions is dramatically reduced. On a full-sized Ethernet using
the maxi mum cabl e | engths all owed and the nmaxi mum nunber of repeaters
all owed, an Ethernet frame is vulnerable to collisions during the
transm ssion of its first 256 bits. On 10 Md/s Ethernet, this
equates to a vulnerable time w ndow of 25.6 mcroseconds. On higher-
speed variants of Ethernet, the vulnerable tine wi ndowis shorter.

In the case where a Miulticast DNS responder has good reason to
believe that it will be the only responder on the link that will send
a response (i.e., because it is able to answer every question in the
query message, and for all of those answer records it has previously
verified that the name, rrtype, and rrclass are unique on the link),
it SHOULD NOT inpose any random del ay before respondi ng, and SHOULD
normal |y generate its response within at nost 10 ns. In particular
this applies to responding to probe queries with the unicast-response
bit set. Since receiving a probe query gives a clear indication that
some ot her responder is planning to start using this name in the very
near future, answering such probe queries to defend a unique record
is a high priority and needs to be done w thout delay. A probe query
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can be distinguished froma normal query by the fact that a probe
guery contains a proposed record in the Authority Section that
answers the question in the Question Section (for nore details, see
Section 8.2, "Simultaneous Probe Tiebreaking").

Respondi ng wit hout delay is appropriate for records |ike the address
record for a particular host nane, when the host nanme has been
previously verified unique. Responding wthout delay is *not*
appropriate for things Iike | ooking up PTR records used for DNS-Based
Service Discovery [RFC6763], where a | arge number of responses may be
anti ci pat ed.

In any case where there nay be multiple responses, such as queries
where the answer is a menber of a shared resource record set, each
responder SHOULD delay its response by a random anount of tine

sel ected with uni formrandomdistribution in the range 20-120 nms.
The reason for requiring that the delay be at least 20 ns is to
accommpdat e the situation where two or nore query packets are sent
back-t o- back, because in that case we want a responder with answers
to nore than one of those queries to have the opportunity to
aggregate all of its answers into a single response nmessage.

In the case where the query has the TC (truncated) bit set,

i ndi cating that subsequent Known- Answer packets will follow,
responders SHOULD del ay their responses by a random anount of tine
sel ected with uni formrandomdistribution in the range 400-500 ns, to
all ow enough tine for all the Known-Answer packets to arrive, as
described in Section 7.2, "Miltipacket Known-Answer Suppression”.

The source UDP port in all Milticast DNS responses MJUST be 5353 (the
wel | -known port assigned to nDNS). Milticast DNS i npl enentations
MUST silently ignore any Milticast DNS responses they receive where
the source UDP port is not 5353.

The destination UDP port in all Milticast DNS responses MJST be 5353,
and the destination address MJUST be the nDNS | Pv4 |ink-1 ocal

nmul ticast address 224.0.0.251 or its IPv6 equival ent FFO2::FB, except
when generating a reply to a query that explicitly requested a

uni cast response:

* via the unicast-response bit,
* by virtue of being a |l egacy query (Section 6.7), or
* by virtue of being a direct unicast query.

Except for these three specific cases, responses MJUST NOT be sent via

uni cast, because then the "Passive Qobservation of Failures"
mechani sns described in Section 10.5 would not work correctly. O her
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benefits of sending responses via nulticast are discussed in Appendi x
D. A Milticast DNS querier MJST only accept unicast responses if
they answer a recently sent query (e.g., sent within the last two
seconds) that explicitly requested unicast responses. A Milticast
DNS querier MJIST silently ignore all other unicast responses.

To protect the network agai nst excessive packet flooding due to
software bugs or nalicious attack, a Milticast DNS responder MJST NOT
(except in the one special case of answering probe queries) multicast
a record on a given interface until at |east one second has el apsed
since the last tinme that record was multicast on that particul ar
interface. A legitimte querier on the network shoul d have seen the
previous transm ssion and cached it. A querier that did not receive
and cache the previous transnission will retry its request and
recei ve a subsequent response. |n the special case of answering
probe queries, because of the limted time before the probing host
will make its decision about whether or not to use the nane, a

Mul ticast DNS responder MJST respond quickly. 1In this special case
only, when responding via nmulticast to a probe, a Milticast DNS
responder is only required to delay its transm ssion as necessary to
ensure an interval of at |east 250 ns since the last tine the record
was multicast on that interface.

6.1. Negative Responses

In the early design of Multicast DNS it was assumed that explicit
negative responses woul d never be needed. A host can assert the

exi stence of the set of records that it clains to exist, and the
union of all such sets on alink is the set of Miulticast DNS records
that exist on that link. Asserting the nonexistence of every record
in the conplenent of that set -- i.e., all possible Milticast DNS
records that could exist on this link but do not at this monent --
was felt to be inpractical and unnecessary. The nonexistence of a
record woul d be ascertained by a querier querying for it and failing
to receive a response fromany of the hosts currently attached to the
l'ink.

However, operational experience showed that explicit negative
responses can soneti nes be val uable. One such exanple is when a
querier is querying for a AAAA record, and the host nane in question
has no associated | Pv6 addresses. |In this case, the respondi ng host
knows it currently has exclusive ownership of that name, and it knows
that it currently does not have any |Pv6 addresses, so an explicit
negative response is preferable to the querier having to retransmt
its query nultiple times, and eventually give up with a tinmeout,
before it can conclude that a given AAAA record does not exist.
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Any tinme a responder receives a query for a nane for which it has
verified exclusive owership, for a type for which that nane has no
records, the responder MUST (except as allowed in (a) bel ow) respond
asserting the nonexi stence of that record using a DNS NSEC record

[ RFC4034]. In the case of Miulticast DNS the NSEC record is not being
used for its usual DNSSEC [ RFC4033] security properties, but sinply
as a way of expressing which records do or do not exist with a given
nane.

On receipt of a question for a particular name, rrtype, and rrcl ass,
for which a responder does have one or nore uni que answers, the
responder MAY al so include an NSEC record in the Additional Record
Section indicating the nonexistence of other rrtypes for that nane
and rrcl ass.

| mpl ementers working with devices with sufficient nenmory and CPU
resources MAY choose to inplenent code to handle the full generality
of the DNS NSEC record [ RFC4034], including bitmaps up to 65,536 bits
long. To facilitate use by devices with limted nenory and CPU
resources, Multicast DNS queriers are only REQU RED to be able to
parse a restricted formof the DNS NSEC record. All conpliant

Mul ticast DNS inplementations MIST at | east correctly generate and
parse the restricted DNS NSEC record format described bel ow

0 The 'Next Domain Nanme’ field contains the record’ s own nane.
When used with name conpression, this nmeans that the ' Next
Domai n Nanme’' field always takes exactly two bytes in the
nmessage.

o The Type Bit Map bl ock number is O.
o The Type Bit Map block length byte is a value in the range 1-32.

o The Type Bit Map data is 1-32 bytes, as indicated by |length
byt e.

Because this restricted formof the DNS NSEC record is limted to
Type Bit Map bl ock nunber zero, it cannot express the existence of
rrtypes above 255. Consequently, if a Miulticast DNS responder were
to have records with rrtypes above 255, it MJST NOT generate these
restricted-form NSEC records for those nanes, since to do so would
inmply that the name has no records with rrtypes above 255, which
woul d be false. |In such cases a Miulticast DNS responder MJST either
(a) emt no NSEC record for that nanme, or (b) emt a full NSEC record
contai ning the appropriate Type Bit Map bl ock(s) with the correct
bits set for all the record types that exist. 1In practice this is
not a significant limtation, since rrtypes above 255 are not
currently in w despread use.
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If a Multicast DNS inpl enentati on recei ves an NSEC record where the
"Next Donmain Nane’ field is not the record’'s own nanme, then the

i mpl ement ati on SHOULD ignore the ' Next Domain Nane’ field and process
the renmmi nder of the NSEC record as usual. In Milticast DNS the
"Next Domain Nane’ field is not currently used, but it could be used
in a future version of this protocol, which is why a Miulticast DNS

i mpl enentati on MUST NOT reject or ignore an NSEC record it receives
just because it finds an unexpected value in the 'Next Donai n Nane’
field.

If a Multicast DNS inpl enentation receives an NSEC record contai ni ng
nore than one Type Bit Map, or where the Type Bit Map bl ock nunber is
not zero, or where the block length is not in the range 1-32, then
the Multicast DNS inplenmentation MAY silently ignore the entire NSEC
record. A Multicast DNS inplenmentati on MJST NOT ignore an entire
nmessage just because that nessage contains one or nore NSEC record(s)
that the Multicast DNS inpl enmentati on cannot parse. This provision
is to allow future enhancenents to the protocol to be introduced in a
backwar ds- conpati bl e way that does not break conpatibility with ol der
Mul ticast DNS inpl enmentations.

To help differentiate these synthesized NSEC records (generated
programmatically on-the-fly) from conventional Unicast DNS NSEC
records (which actually exist in a signed DNS zone), the synthesized
Mul ticast DNS NSEC records MJUST NOT have the NSEC bit set in the Type
Bit Map, whereas conventional Unicast DNS NSEC records do have the
NSEC bit set.

The TTL of the NSEC record indicates the intended lifetine of the
negative cache entry. In general, the TTL given for an NSEC record
SHOULD be the sane as the TTL that the record would have had, had it
exi sted. For exanple, the TTL for address records in Milticast DNS
is typically 120 seconds (see Section 10), so the negative cache
lifetime for an address record that does not exist should also be 120
seconds.

A responder MJST only generate negative responses to queries for
which it has legitimate ownership of the nanme, rrtype, and rrclass in
guestion, and can legitimately assert that no record with that namne,
rrtype, and rrclass exists. A responder can assert that a specified
rrtype does not exist for one of its nanes if it knows a priori that
it has exclusive ownership of that name (e.g., nanes of reverse
address mappi ng PTR records, which are derived from | P addresses,

whi ch shoul d be unique on the local link) or if it previously clained
uni que ownership of that name using probe queries for rrtype "ANY".
(I'f it were to use probe queries for a specific rrtype, then it would
only own the nane for that rrtype, and could not assert that other
rrtypes do not exist.)
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The design rationale for this nechani smfor encodi ng negative
responses is discussed further in Appendix E

6.2. Responding to Address Queries

When a Multicast DNS responder sends a Milticast DNS response nessage
containing its own address records, it MJST include all addresses
that are valid on the interface on which it is sending the nessage,
and MUST NOT include addresses that are not valid on that interface
(such as addresses that may be configured on the host’s ot her
interfaces). For exanmple, if an interface has both an IPv6 |ink-

| ocal and an | Pv6 routabl e address, both should be included in the
response nessage so that queriers receive both and can nake their own
choi ce about which to use. This allows a querier that only has an

| Pv6 |ink-1ocal address to connect to the |ink-1ocal address, and a
di fferent querier that has an | Pv6 routable address to connect to the
| Pv6 routabl e address instead.

When a Multicast DNS responder places an |Pv4 or | Pv6 address record
(rrtype "A" or "AAAA") into a response nmessage, it SHOULD al so pl ace
any records of the other address type with the sane nane into the
addi tional section, if there is space in the message. This is to
provide fate sharing, so that all a device's addresses are delivered
atomcally in a single nessage, to reduce the risk that packet |oss
could cause a querier to receive only the | Pv4 addresses and not the
| Pv6 addresses, or vice versa.

In the event that a device has only | Pv4 addresses but no | Pv6
addresses, or vice versa, then the appropriate NSEC record SHOULD be
pl aced into the additional section, so that queriers can know with
certainty that the device has no addresses of that kind.

Sone Multicast DNS responders treat a physical interface with both

| Pv4 and |1 Pv6 address as a single interface with two addresses.

O her Multicast DNS responders may treat this case as logically two
interfaces (one with one or nore |Pv4 addresses, and the other wth
one or nore | Pv6 addresses), but responders that operate this way
MUST NOT put the corresponding automatic NSEC records in replies they
send (i.e., a negative |IPv4 assertion in their |IPv6 responses, and a
negative | Pv6 assertion in their |Pv4 responses) because this would
cause incorrect operation in responders on the network that work the
forner way.

6.3. Responding to Miltiquestion Queries
Mul ticast DNS responders MJIST correctly handl e DNS query nessages

contai ning nore than one question, by answering any or all of the
guestions to which they have answers. Unlike single-question
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qgueries, where responding without delay is allowed in appropriate
cases, for query nessages containing nore than one question, al
(non-def ensi ve) answers SHOULD be random y del ayed in the range
20-120 ns, or 400-500 ns if the TC (truncated) bit is set. This is
because when a query nessage contains nore than one question, a

Mul ticast DNS responder cannot generally be certain that other
responders will not also be simultaneously generating answers to

ot her questions in that query nessage. (Answers defending a nane, in
response to a probe for that nane, are not subject to this delay rule
and are still sent inmediately.)

6.4. Response Aggregation

When possi ble, a responder SHOULD, for the sake of network

ef ficiency, aggregate as nmany responses as possible into a single
Mul ticast DNS response nessage. For exanple, when a responder has
several responses it plans to send, each delayed by a different
interval, then earlier responses SHOULD be del ayed by up to an
additional 500 ns if that will permt themto be aggregated with
ot her responses scheduled to go out a little later.

6.5. Wldcard Queries (qtype "ANY" and qcl ass "ANY")

When respondi ng to queries using gtype "ANY" (255) and/or qcl ass
"ANY" (255), a Multicast DNS responder MJST respond with *ALL* of its
records that natch the query. This is subtly different from how
gtype "ANY" and qcl ass "ANY" work in Uni cast DNS

A common misconception is that a Unicast DNS query for qtype "ANY"
will elicit a response containing all matching records. This is
incorrect. |If there are any records that match the query, the
response is required only to contain at |east one of them not
necessarily all of them

Thi s somewhat surprising behavior is commonly seen with caching
(i.e., "recursive") nane servers. |If a caching server receives a
gtype "ANY" query for which it has at |east one valid answer, it is
allowed to return only those matching answers it happens to have
already in its cache, and it is not required to reconsult the

aut horitative name server to check if there are any nore records that
al so match the qtype "ANY" query.

For exanple, one might imagine that a query for qtype "ANY" for nane
"host . exanpl e. com’ would return both the IPv4 (A) and the | Pv6 (AAAA)

address records for that host. 1In reality, what happens is that it
depends on the history of what queries have been previously received
by intervening caching servers. |[If a caching server has no records

for "host.exanple.cont, then it will consult another server (usually
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the authoritative name server for the name in question), and, in that
case, it will typically return all IPv4 and | Pv6 address records.
However, if some other host has recently done a query for gtype "A"
for nanme "host.exanple.cont, so that the caching server already has

| Pv4 address records for "host.exanple.com in its cache but no |IPv6
address records, then it will return only the I Pv4 address records it
al ready has cached, and no | Pv6 address records.

Mul ticast DNS does not share this property that gtype "ANY" and
gclass "ANY" queries return sone undefined subset of the nmatching
records. Wen responding to queries using qtype "ANY" (255) and/or
gclass "ANY" (255), a Multicast DNS responder MUST respond with *ALL*
of its records that natch the query.

6.6. Cooperating Milticast DNS Responders

If a Multicast DNS responder ("A") observes some other Milticast DNS
responder ("B") send a Miulticast DNS response nmessage containing a
resource record with the sane nane, rrtype, and rrclass as one of A's
resource records, but *different* rdata, then

olf A s resource record is intended to be a shared resource
record, then this is no conflict, and no action is required.

olIf As resource record is intended to be a nmenber of a unique
resource record set owned solely by that responder, then this is
a conflict and MJUST be handl ed as described in Section 9,
"Conflict Resolution".

If a Multicast DNS responder ("A") observes sone other Milticast DNS
responder ("B") send a Miulticast DNS response nessage containing a
resource record with the sane nanme, rrtype, and rrclass as one of A's
resource records, and *identical* rdata, then

o If the TTL of B’ s resource record given in the nessage is at
| east half the true TTL from A's point of view, then no action
is required.

o If the TTL of B s resource record given in the nmessage is |ess
than half the true TTL from A’ s point of view, then A MJST mark
its record to be announced via nulticast. Queriers receiving
the record fromB would use the TTL given by B and, hence, may
del ete the record sooner than A expects. By sending its own
mul ticast response correcting the TTL, A ensures that the record
will be retained for the desired tine.
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These rules allow multiple Milticast DNS responders to offer the sane
data on the network (perhaps for fault-tol erance reasons) without
conflicting with each other.

6.7. Legacy Unicast Responses

If the source UDP port in a received Miulticast DNS query is not port
5353, this indicates that the querier originating the query is a
sinpl e resol ver such as described in Section 5.1, "One-Shot Milticast
DNS Queries", which does not fully inplement all of Milticast DNS

In this case, the Miulticast DNS responder MJST send a UDP response
directly back to the querier, via unicast, to the query packet’s
source | P address and port. This unicast response MJST be a
conventional unicast response as woul d be generated by a conventiona
Uni cast DNS server; for exanple, it MJST repeat the query ID and the
guestion given in the query nessage. In addition, the cache-flush
bit described in Section 10.2, "Announcements to Flush Qutdated Cache
Entries", MJUST NOT be set in | egacy unicast responses.

The resource record TTL given in a | egacy uni cast response SHOULD NOT
be greater than ten seconds, even if the true TTL of the Milticast
DNS resource record is higher. This is because Milticast DNS
responders that fully participate in the protocol use the cache
coherency mechani sns described in Section 10, "Resource Record TTL
Val ues and Cache Coherency", to update and invalidate stal e data.
Were uni cast responses sent to | egacy resolvers to use the sane high
TTLs, these |egacy resolvers, which do not inplenment these cache
coherency nechani snms, could retain stale cached resource record data
long after it is no |onger valid.

7. Traffic Reduction

A variety of techniques are used to reduce the anpunt of traffic on
the networKk.

7.1. Known- Answer Suppression

When a Multicast DNS querier sends a query to which it already knows
some answers, it popul ates the Answer Section of the DNS query
message with those answers.

Generally, this applies only to Shared records, not Unique records,
since if a Multicast DNS querier already has at |east one Unique
record in its cache then it should not be expecting further different
answers to this question, since the Unique record(s) it already has
conpri se the conplete answer, so it has no reason to be sending the
query at all. In contrast, having some Shared records in its cache
does not necessarily inply that a Multicast DNS querier will not
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receive further answers to this query, and it is in this case that it
is beneficial to use the Known-Answer |ist to suppress repeated
sendi ng of redundant answers that the querier already knows.

A Ml ticast DNS responder MJUST NOT answer a Miulticast DNS query if
the answer it would give is already included in the Answer Section
with an RR TTL at |east half the correct value. |If the RR TTL of the
answer as given in the Answer Section is less than half of the true
RR TTL as known by the Miulticast DNS responder, the responder MJST
send an answer so as to update the querier’s cache before the record
beconmes i n danger of expiration

Because a Miulticast DNS responder will respond if the remaining TTL
given in the Known-Answer list is less than half the true TTL, it is
superfluous for the querier to include such records in the Known-
Answer list. Therefore, a Multicast DNS querier SHOULD NOT incl ude
records in the Known- Answer |ist whose remaining TTL is | ess than
hal f of their original TTL. Doing so would sinply consunme space in
the nessage wi thout achieving the goal of suppressing responses and
woul d, therefore, be a pointless waste of network capacity.

A Multicast DNS querier MJST NOT cache resource records observed in
the Known- Answer Section of other Milticast DNS queries. The Answer
Section of Miulticast DNS queries is not authoritative. By placing
information in the Answer Section of a Miulticast DNS query, the
querier is stating that it *believes* the information to be true. It
is not asserting that the information *is* true. Sone of those
records may have come from other hosts that are no |onger on the
network. Propagating that stale information to other Milticast DNS
qgueriers on the network woul d not be hel pful.

7.2. Miltipacket Known- Answer Suppression

Sonetimes a Multicast DNS querier will already have too many answers
to fit in the Known- Answer Section of its query packets. In this
case, it should issue a Miulticast DNS query containing a question and
as many Known- Answer records as will fit. It MJST then set the TC

(Truncated) bit in the header before sending the query. It MJST

i medi ately foll ow the packet with another query packet containing no
guesti ons and as nmany nore Known- Answer records as will fit. |If
there are still too many records remaining to fit in the packet, it
again sets the TC bit and continues until all the Known-Answer
records have been sent.

A Multicast DNS responder seeing a Multicast DNS query with the TC

bit set defers its response for a tine period randomy selected in

the interval 400-500 ns. This gives the Miulticast DNS querier tine
to send additional Known-Answer packets before the responder
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responds. |If the responder sees any of its answers listed in the
Known- Answer |ists of subsequent packets fromthe querying host, it
MUST del ete that answer fromthe list of answers it is planning to
gi ve (provided that no other host on the network has al so issued a
guery for that record and is waiting to receive an answer).

If the responder receives additional Known-Answer packets with the TC
bit set, it SHOULD extend the del ay as necessary to ensure a pause of
400-500 s after the last such packet before it sends its answer.
Thi s opens the potential risk that a continuous stream of Known-
Answer packets could, theoretically, prevent a responder from
answering indefinitely. |In practice, answers are never actually

del ayed significantly, and should a situation arise where significant
del ays di d happen, that would be a scenario where the network is so
over| oaded that it would be desirable to err on the side of caution
The consequence of del aying an answer may be that it takes a user

| onger than usual to discover all the services on the |ocal network;
in contrast, the consequence of incorrectly answering before all the
Known- Answer packets have been received woul d be wasted capacity
sendi ng unnecessary answers on an al ready overl oaded network. In
this (rare) situation, sacrificing speed to preserve reliable network
operation is the right trade-off.

7.3. Duplicate Question Suppression

If a host is planning to transmt (or retransnit) a query, and it
sees anot her host on the network send a query containing the sane
"QM' question, and the Known-Answer Section of that query does not
contain any records that this host would not also put in its own
Known- Answer Section, then this host SHOULD treat its own query as
havi ng been sent. Wen multiple queriers on the network are querying
for the same resource records, there is no need for themto all be
repeat edly aski ng the same question

7.4. Duplicate Answer Suppression

If a host is planning to send an answer, and it sees another host on
the network send a response nessage containing the sane answer

record, and the TTL in that record is not less than the TTL this host
woul d have given, then this host SHOULD treat its own answer as
havi ng been sent, and not also send an identical answer itself. Wen
nmul tiple responders on the network have the sane data, there is no
need for all of themto respond.
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The opportunity for duplicate answer suppression occurs when a host
has received a query, and is delaying its response for sone pseudo-
randominterval up to 500 ns, as described el sewhere in this
docunent, and then, before the host sends its response, it sees sone
ot her host on the network send a response nessage containing the sane
answer record.

This feature is particularly useful when Miulticast DNS Proxy Servers
are in use, where there could be nore than one proxy on the network
giving Miulticast DNS answers on behal f of some other host (e.g.
because that other host is currently asleep and is not itself
respondi ng to queries).

8. Probing and Announcing on Startup

Typically a Multicast DNS responder should have, at the very |east,
address records for all of its active interfaces. Creating and
advertising an H NFO record on each interface as well can be usefu
to network administrators.

Whenever a Multicast DNS responder starts up, wakes up from sl eep
receives an indication of a network interface "Link Change" event, or
has any other reason to believe that its network connectivity nmay
have changed in sone relevant way, it MJST performthe two startup
steps bel ow. Probing (Section 8.1) and Announcing (Section 8.3).

8.1. Probing

The first startup step is that, for all those resource records that a
Mul ticast DNS responder desires to be unique on the local link, it
MUST send a Multicast DNS query asking for those resource records, to
see if any of themare already in use. The primary exanmple of this
is a host’s address records, which map its uni que host nane to its
uni que | Pv4 and/or | Pv6 addresses. All probe queries SHOULD be done
using the desired resource record nane and class (usually class 1
“"Internet"), and query type "ANY" (255), to elicit answers for al
types of records with that nane. This allows a single question to be
used in place of several questions, which is nore efficient on the
network. It also allows a host to verify exclusive ownership of a
nane for all rrtypes, which is desirable in nost cases. It would be
confusing, for exanple, if one host owned the "A" record for
"myhost.local.", but a different host owned the "AAAA" record for

t hat nane.
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The ability to place nore than one question in a Miulticast DNS query
is useful here, because it can allow a host to use a single nessage
to probe for all of its resource records instead of needing a

separ ate nessage for each. For exanple, a host can sinultaneously
probe for uniqueness of its "A" record and all its SRV records

[ RFC6763] in the sanme query nessage.

When ready to send its Milticast DNS probe packet(s) the host should
first wait for a short randomdelay time, uniformy distributed in
the range 0-250 ns. This randomdelay is to guard agai nst the case
where several devices are powered on sinultaneously, or severa

devi ces are connected to an Ethernet hub, which is then powered on
or some ot her external event happens that mnight cause a group of
hosts to all send synchroni zed probes.

250 ns after the first query, the host should send a second; then
250 ns after that, a third. |If, by 250 ns after the third probe, no
conflicting Multicast DNS responses have been received, the host may
nove to the next step, announcing. (Note that probing is the one
exception fromthe nornal rule that there should be at |east one
second between repetitions of the same question, and the interva

bet ween subsequent repetitions should at |east double.)

When sendi ng probe queries, a host MJST NOT consult its cache for
potential answers. Only conflicting Miulticast DNS responses received
"live" fromthe network are considered valid for the purposes of

det ermi ni ng whet her probi ng has succeeded or failed.

In order to allow services to announce their presence w thout

unr easonabl e delay, the tine window for probing is intentionally set
quite short. As a result of this, fromthe tine the first probe
packet is sent, another device on the network using that name has
just 750 nms to respond to defend its nane. On networks that are

sl ow, or busy, or both, it is possible for round-trip latency to
account for a few hundred mlliseconds, and software delays in slow
devi ces can add additional delay. Hence, it is inportant that when a
devi ce receives a probe query for a nane that it is currently using,
it SHOULD generate its response to defend that nane i medi ately and
send it as quickly as possible. The usual rules about random del ays
bef ore respondi ng, to avoid sudden bursts of sinultaneous answers
fromdifferent hosts, do not apply here since normally at nobst one
host should ever respond to a given probe question. Even when a
singl e DNS query nessage contains nmultiple probe questions, it would
be unusual for that nessage to elicit a defensive response fromnore
than one other host. Because of the nDNS nmulticast rate-linmiting
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rul es, the probes SHOULD be sent as "QU' questions with the unicast-
response bit set, to allow a defending host to respond i nmedi ately
via unicast, instead of potentially having to wait before replying
via multicast.

During probing, fromthe tinme the first probe packet is sent unti

250 ns after the third probe, if any conflicting Multicast DNS
response is received, then the probing host MJUST defer to the

exi sting host, and SHOULD choose new nanes for sonme or all of its
resource records as appropriate. Apparently conflicting Milticast
DNS responses received *before* the first probe packet is sent MJST
be silently ignored (see discussion of stale probe packets in Section
8.2, "Sinmultaneous Probe Tiebreaking", below). In the case of a host
probi ng using query type "ANY" as recommended above, any answer
containing a record with that name, of any type, MJST be considered a
conflicting response and handl ed accordingly.

If fifteen conflicts occur within any ten-second period, then the
host MUST wait at |east five seconds before each successive
addi ti onal probe attenpt. This is to help ensure that, in the event
of software bugs or other unanticipated problens, errant hosts do not
flood the network with a continuous streamof nulticast traffic. For
very sinple devices, a valid way to conply with this requirenent is
to always wait five seconds after any failed probe attenpt before
trying again.

If a responder knows by other means that its unique resource record
set nane, rrtype, and rrclass cannot already be in use by any ot her
responder on the network, then it SHOULD skip the probing step for
that resource record set. For exanple, when creating the reverse
address mappi ng PTR records, the host can reasonably assune that no
other host will be trying to create those sane PTR records, since
that would inply that the two hosts were trying to use the same IP
address, and if that were the case, the two hosts woul d be suffering
conmuni cati on probl ens beyond the scope of what Miulticast DNS is
designed to solve. Simlarly, if a responder is acting as a proxy,
taki ng over from another Milticast DNS responder that has already
verified the uni queness of the record, then the proxy SHOULD NOT
repeat the probing step for those records.

8.2. Simultaneous Probe Ti ebreaking

The astute reader will observe that there is a race condition

i nherent in the previous description. |If two hosts are probing for
the sane nane sinultaneously, neither will receive any response to
the probe, and the hosts could incorrectly conclude that they may
both proceed to use the nane. To break this symretry, each host
popul ates the query nmessage’s Authority Section with the record or
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records with the rdata that it would be proposing to use, should its

probi ng be successful. The Authority Section is being used here in a
way anal ogous to the way it is used as the "Update Section" in a DNS

Updat e nessage [ RFC2136] [ RFC3007].

When a host is probing for a group of related records with the sane
nane (e.g., the SRV and TXT record describing a DNS-SD service), only
a single question need be placed in the Question Section, since query
type "ANY" (255) is used, which will elicit answers for all records
with that name. However, for tiebreaking to work correctly in al
cases, the Authority Section must contain *all* the records and
proposed rdata being probed for uniqueness.

When a host that is probing for a record sees another host issue a
query for the same record, it consults the Authority Section of that
query. If it finds any resource record(s) there which answers the
query, then it conpares the data of that (those) resource record(s)
with its own tentative data. W consider first the sinple case of a
host probing for a single record, receiving a sinultaneous probe from
anot her host al so probing for a single record. The two records are
conpared and the | exicographically later data wins. This means that
if the host finds that its own data is |exicographically later, it
simply ignores the other host’s probe. |If the host finds that its
own data is |exicographically earlier, then it defers to the wi nning
host by waiting one second, and then begins probing for this record
again. The logic for waiting one second and then trying again is to
guard agai nst stal e probe packets on the network (possibly even stale
probe packets sent monents ago by this host itself, before some
configuration change, which may be echoed back after a short delay by
sone Ethernet switches and sone 802.11 base stations). If the

Wi nni ng simul taneous probe was froma real other host on the network,
then after one second it will have conpleted its probing, and wll
answer subsequent probes. [|f the apparently wi nning simultaneous
probe was in fact just an old stale packet on the network (rmaybe from
the host itself), then when it retries its probing in one second, its
probes will go unanswered, and it will successfully claimthe nane.

The determination of "lexicographically later" is performed by first
conparing the record class (excluding the cache-flush bit described
in Section 10.2), then the record type, then raw conparison of the

bi nary content of the rdata without regard for neaning or structure.
If the record classes differ, then the nunerically greater class is

consi dered "l exicographically later". Oherwise, if the record types
differ, then the nunerically greater type is considered
"l exi cographically later". If the rrtype and rrclass both nmatch,

then the rdata is conpared.
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In the case of resource records containing rdata that is subject to
nane conpression [ RFCL035], the nanes MJUST be unconpressed before
conparison. (The details of how a particular name is conpressed is
an artifact of how and where the record is witten into the DNS
nmessage; it is not an intrinsic property of the resource record
itself.)

The bytes of the raw unconpressed rdata are conpared in turn
interpreting the bytes as eight-bit UNSIGNED val ues, until a byte is
found whose value is greater than that of its counterpart (in which
case, the rdata whose byte has the greater value is deemed

| exi cographically later) or one of the resource records runs out of
rdata (in which case, the resource record which still has renaining
data first is deenmed |exicographically later). The following is an
exanpl e of a conflict:

MyPrinter.local. A 169.254.99. 200
MyPrinter.local. A 169.254.200.50

In this case, 169.254.200.50 is |exicographically later (the third
byte, with value 200, is greater than its counterpart with value 99),
so it is deened the wi nner.

Note that it is vital that the bytes are interpreted as UNSI GNED

val ues in the range 0-255, or the wong outcone may result. 1In the
exanpl e above, if the byte with value 200 had been incorrectly
interpreted as a signed eight-bit value, then it would be interpreted
as value -56, and the wong address record woul d be deened the

Wi nner.

8.2.1. Simultaneous Probe Tiebreaking for Miltiple Records

When a host is probing for a set of records with the same nane, or a
nmessage i s received containing nultiple tiebreaker records answering
a given probe question in the Question Section, the host’s records
and the tiebreaker records fromthe nessage are each sorted into
order, and then conpared pairw se, using the sanme conparison

techni que descri bed above, until a difference is found.

The records are sorted using the sane |exicographi cal order as
descri bed above, that is, if the record classes differ, the record

with the | ower class nunber comes first. |If the classes are the sane
but the rrtypes differ, the record with the |ower rrtype nunber cones
first. If the class and rrtype match, then the rdata is conpared

bytewi se until a difference is found. For exanple, in the common
case of advertising DNS-SD services with a TXT record and an SRV
record, the TXT record conmes first (the rrtype value for TXT is 16)
and the SRV record cones second (the rrtype value for SRV is 33).
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When conparing the records, if the first records match perfectly,

then the second records are conpared, and so on. |If either list of
records runs out of records before any difference is found, then the
list with records remaining is deened to have won the tiebreak. |If

both lists run out of records at the sane tine w thout any difference
being found, then this indicates that two devices are adverti sing
identical sets of records, as is sonetinmes done for fault tolerance,
and there is, in fact, no conflict.

8.3. Announci ng

The second startup step is that the Miulticast DNS responder MJST send
an unsolicited Miulticast DNS response containing, in the Answer
Section, all of its newy registered resource records (both shared
records, and uni que records that have conpl eted the probing step).

If there are too many resource records to fit in a single packet,
mul ti pl e packets shoul d be used.

In the case of shared records (e.g., the PTR records used by DNS-
Based Service Discovery [RFC6763]), the records are sinply placed as
is into the Answer Section of the DNS response.

In the case of records that have been verified to be unique in the
previous step, they are placed into the Answer Section of the DNS
response with the nost significant bit of the rrclass set to one.

The nost significant bit of the rrclass for a record in the Answer
Section of a response nessage is the Miulticast DNS cache-flush bit
and is discussed in nore detail below in Section 10.2, "Announcenents
to Flush Qutdated Cache Entries”.

The Multicast DNS responder MJST send at | east two unsolicited
responses, one second apart. To provide increased robustness agai nst
packet |oss, a responder MAY send up to eight unsolicited responses,
provided that the interval between unsolicited responses increases by
at least a factor of two with every response sent.

A Mul ticast DNS responder MJUST NOT send announcenents in the absence
of information that its network connectivity may have changed in sone
rel evant way. In particular, a Milticast DNS responder MJST NOT send
regul ar periodi c announcenments as a nmatter of course.

Whenever a Multicast DNS responder receives any Milticast DNS
response (solicited or otherwi se) containing a conflicting resource
record, the conflict MJUST be resol ved as described in Section 9,
"Conflict Resolution".
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8.4. Updating

At any tine, if the rdata of any of a host’'s Milticast DNS records
changes, the host MJST repeat the Announcing step described above to
updat e nei ghboring caches. For exanple, if any of a host’s IP
addresses change, it MJST re-announce those address records. The
host does not need to repeat the Probing step because it has already
establ i shed uni que ownership of that nane.

In the case of shared records, a host MJST send a "goodbye"
announcement with RR TTL zero (see Section 10.1, "Goodbye Packets")
for the old rdata, to cause it to be deleted from peer caches, before
announci ng the new rdata. |In the case of unique records, a host
SHOULD onit the "goodbye" announcenent, since the cache-flush bit on
the newly announced records will cause old rdata to be flushed from
peer caches anyway.

A host may update the contents of any of its records at any tine,
though a host SHOULD NOT update records nore frequently than ten
times per minute. Frequent rapid updates inpose a burden on the
network. |If a host has information to di ssem nate whi ch changes nore
frequently than ten times per minute, then it may be nore appropriate
to design a protocol for that specific purpose.

9. Conflict Resolution

A conflict occurs when a Miulticast DNS responder has a unique record
for which it is currently authoritative, and it receives a Milticast
DNS response nessage containing a record with the sane nane, rrtype
and rrclass, but inconsistent rdata. Wat nay be considered

i nconsi stent is context sensitive, except that resource records with
identical rdata are never considered inconsistent, even if they
originate fromdifferent hosts. This is to permt use of proxies and
other fault-tol erance nechani sns that nay cause nore than one
responder to be capable of issuing identical answers on the network.

A common exanple of a resource record type that is intended to be
uni que, not shared between hosts, is the address record that maps a
host’s nane to its | P address. Should a host w tness anot her host
announce an address record with the sane nane but a different |IP
address, then that is considered inconsistent, and that address
record is considered to be in conflict.

Whenever a Multicast DNS responder receives any Multicast DNS
response (solicited or otherw se) containing a conflicting resource
record in any of the Resource Record Sections, the Milticast DNS
responder MUST inmedi ately reset its conflicted unique record to
probing state, and go through the startup steps descri bed above in
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Section 8, "Probing and Announcing on Startup". The protocol used in
the Probing phase will determine a winner and a |oser, and the | oser
MUST cease using the name, and reconfigure.

It is very inmportant that any host receiving a resource record that
conflicts with one of its own MJST take action as described above.

In the case of two hosts using the sane host nane, where one has been
configured to require a unique host nane and the other has not, the
one that has not been configured to require a uni que host name wll
not perceive any conflict, and will not take any action. By
reverting to Probing state, the host that desires a uni que host name
will go through the necessary steps to ensure that a uni que host nane
i s obtained.

The recommended course of action after probing and failing is as
fol |l ows:

1. Programmatically change the resource record nane in an attenpt
to find a new nane that is unique. This could be done by
addi ng sone further identifying information (e.g., the node
nane of the hardware) if it is not already present in the nane,
or appending the digit "2" to the name, or increnenting a
nunber at the end of the name if one is already present.

2. Probe again, and repeat as necessary until a unique nane is
f ound.

3. Once an avail abl e uni que nane has been determ ned, by probing
wi t hout receiving any conflicting response, record this newy
chosen nane in persistent storage so that the device will use
the sane nane the next tinme it is power-cycl ed.

4. Display a nmessage to the user or operator informng themof the
nane change. For exanple:

The nane "Bob’s Music" is in use by another nusic server on
the network. Your nusic collection has been renaned to
"Bob’s Music (2)". |If you want to change this name, use
[describe appropriate menu itemor preference dial og here].

The details of how the user or operator is inforned of the new
nane depends on context. A desktop conputer with a screen

m ght put up a dialog box. A headless server in the closet nay
wite a nmessage to a log file, or use whatever nechanism

(email, SNWP trap, etc.) it uses to informthe adninistrator of
error conditions. On the other hand, a headl ess server in the
closet may not informthe user at all -- if the user cares,
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they will notice the nane has changed, and connect to the
server in the usual way (e.g., via web browser) to configure a
new nare.

5. After one mnute of probing, if the Miulticast DNS responder has
been unable to find any unused nane, it should |log an error
nessage to informthe user or operator of this fact. This
situation should never occur in normal operation. The only
situations that would cause this to happen would be either a
del i berate deni al -of -service attack, or some kind of very
obscure hardware or software bug that acts like a deliberate
deni al - of -service attack

These consi derations apply to address records (i.e., host nanmes) and
to all resource records where uni queness (or naintenance of sone
ot her defined constraint) is desired.

10. Resource Record TTL Val ues and Cache Coherency

As a general rule, the recommrended TTL value for Milticast DNS
resource records with a host nane as the resource record’ s name
(e.g., A AAAA, HINFO or a host nane contained within the resource
record’ s rdata (e.g., SRV, reverse mappi ng PTR record) SHOULD be 120
seconds.

The reconmmended TTL value for other Multicast DNS resource records is
75 m nutes.

A querier with an active outstanding query will issue a query nessage
when one or nore of the resource records in its cache are 80% of the
way to expiry. |If the TTL on those records is 75 minutes, this

ongoi ng cache mai nt enance process yields a steady-state query rate of
one query every 60 m nutes.

Any distributed cache needs a cache coherency protocol. [If Milticast
DNS resource records follow the recommendati on and have a TTL of 75
m nutes, that nmeans that stale data could persist in the systemfor a
little over an hour. Making the default RR TTL significantly | ower
woul d reduce the lifetime of stale data, but would produce too nuch
extra traffic on the network. Various techniques are available to

m nimze the inpact of such stale data, outlined in the five
subsecti ons bel ow.

10.1. Goodbye Packets
In the case where a host knows that certain resource record data is

about to become invalid (for exanple, when the host is undergoing a
cl ean shutdown), the host SHOULD send an unsolicited Milticast DNS
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10.

response packet, giving the same resource record name, rrtype,
rrclass, and rdata, but an RR TTL of zero. This has the effect of
updating the TTL stored in neighboring hosts’ cache entries to zero,
causi ng that cache entry to be pronptly del eted.

Queriers receiving a Multicast DNS response with a TTL of zero SHOULD
NOT i nmedi ately delete the record fromthe cache, but instead record
a TTL of 1 and then delete the record one second later. |In the case
of multiple Miulticast DNS responders on the network described in
Section 6.6 above, if one of the responders shuts down and
incorrectly sends goodbye packets for its records, it gives the other
cooperating responders one second to send out their own response to
"rescue" the records before they expire and are del et ed.

2. Announcenents to Flush Qutdated Cache Entries

VWhenever a host has a resource record with new data, or wth what

m ght potentially be new data (e.g., after rebooting, waking from

sl eep, connecting to a new network |link, or changing |IP address), the
host needs to inform peers of that new data. |n cases where the host
has not been continuously connected and participating on the network
link, it MJUST first probe to re-verify uni queness of its unique
records, as described above in Section 8.1, "Probing"

Havi ng conpl eted the Probing step, if necessary, the host MJST then
send a series of unsolicited announcenents to update cache entries in
its neighbor hosts. |In these unsolicited announcenents, if the
record is one that has been verified unique, the host sets the npst
significant bit of the rrclass field of the resource record. This
bit, the cache-flush bit, tells neighboring hosts that this is not a
shared record type. Instead of nerging this new record additively
into the cache in addition to any previous records with the sane
nane, rrtype, and rrclass, all old records with that name, rrtype,
and rrclass that were received nore than one second ago are decl ared
invalid, and marked to expire fromthe cache in one second.

The semantics of the cache-flush bit are as follows: nornally when a
resource record appears in a Resource Record Section of the DNS
response it means, "This is an assertion that this information is
true". Wen a resource record appears in a Resource Record Section
of the DNS response with the cache-flush bit set, it means, "This is
an assertion that this information is the truth and the whole truth,
and anyt hing you may have heard nore than a second ago regardi ng
records of this nane/rrtype/rrclass is no | onger true"

To accommpbdat e the case where the set of records from one host
constituting a single unique RRSet is too large to fit in a single
packet, only cache records that are nore than one second old are
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flushed. This allows the announci ng host to generate a quick burst
of packets back-to-back on the wire containing all the nenbers of the
RRSet. When receiving records with the cache-flush bit set, al
records ol der than one second are marked to be del eted one second in
the future. One second after the end of the little packet burst, any
records not represented within that packet burst will then be expired
fromall peer caches.

Any tinme a host sends a response packet containing sonme nmenbers of a
uni que RRSet, it MJIST send the entire RRSet, preferably in a single

packet, or if the entire RRSet will not fit in a single packet, in a
qui ck burst of packets sent as close together as possible. The host
MUST set the cache-flush bit on all nenbers of the uni que RRSet.

Anot her reason for waiting one second before deleting stale records
fromthe cache is to accommpdate bridged networks. For example, a
host’ s address record announcenent on a wireless interface may be
bridged onto a wired Ethernet and nay cause that sanme host’s Ethernet
address records to be flushed from peer caches. The one-second del ay
gi ves the host the chance to see its own announcenent arrive on the
wi red Ethernet, and inmediately re-announce its Ethernet interface’s
address records so that both sets remain valid and |live in peer
caches.

These rul es, about when to set the cache-flush bit and about sending
the entire rrset, apply regardl ess of *why* the response nessage is
bei ng generated. They apply to startup announcenments as described in
Section 8.3, "Announcing", and to responses generated as a result of
recei ving query messages.

The cache-flush bit is only set in records in the Resource Record
Sections of Multicast DNS responses sent to UDP port 5353.

The cache-flush bit MJST NOT be set in any resource records in a
response nessage sent in |egacy unicast responses to UDP ports ot her
t han 5353.

The cache-flush bit MJST NOT be set in any resource records in the
Known- Answer |ist of any query nessage.

The cache-flush bit MJST NOT ever be set in any shared resource
record. To do so would cause all the other shared versions of this
resource record with different rdata fromdifferent responders to be
i Mmediately deleted fromall the caches on the network.
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10.

The cache-flush bit does *not* apply to questions listed in the
Question Section of a Miulticast DNS message. The top bit of the
rrclass field in questions is used for an entirely different purpose
(see Section 5.4, "Questions Requesting Unicast Responses").

Note that the cache-flush bit is NOT part of the resource record
class. The cache-flush bit is the nost significant bit of the second
16-bit word of a resource record in a Resource Record Section of a
Mul ticast DNS nessage (the field conventionally referred to as the
rrclass field), and the actual resource record class is the |east
significant fifteen bits of this field. There is no Miulticast DNS
resource record class 0x8001. The value 0x8001 in the rrclass field
of a resource record in a Miulticast DNS response nessage indicates a
resource record with class 1, with the cache-flush bit set. Wen
receiving a resource record with the cache-flush bit set,

i mpl enent ati ons shoul d take care to nmask off that bit before storing
the resource record in nmenory, or otherw se ensure that it is given
the correct semantic interpretation

The reuse of the top bit of the rrclass field only applies to
conventional resource record types that are subject to caching, not
to pseudo-RRs |ike OPT [ RFC2671], TSI G [ RFC2845], TKEY [ RFC2930],
SI G [RFC2931], etc., that pertain only to a particular transport

| evel nessage and not to any actual DNS data. Since pseudo-RRs
shoul d never go into the Multicast DNS cache, the concept of a cache-
flush bit for these types is not applicable. |In particular, the
rrclass field of an OPT record encodes the sender’s UDP payl oad si ze,
and should be interpreted as a sixteen-bit |length value in the range
0-65535, not a one-bit flag and a fifteen-bit |ength.

3. Cache Flush on Topol ogy change

If the hardware on a given host is able to indicate physical changes
of connectivity, then when the hardware indicates such a change, the
host should take this information into account in its Milticast DNS
cache managenent strategy. For exanple, a host may choose to

i mediately flush all cache records received on a particul ar
interface when that cable is disconnected. Alternatively, a host may
choose to adjust the remaining TTL on all those records to a few
seconds so that if the cable is not reconnected quickly, those
records will expire fromthe cache.

Li kewi se, when a host reboots, wakes from sl eep, or undergoes sone
ot her simlar discontinuous state change, the cache managenent
strategy should take that information into account.
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10.4. Cache Flush on Failure Indication

Sonetimes a cache record can be determined to be stale when a client
attenpts to use the rdata it contains, and the client finds that
rdata to be incorrect.

For exanple, the rdata in an address record can be determned to be
incorrect if attenpts to contact that host fail, either because (for
an | Pv4 address on a local subnet) ARP requests for that address go
unanswer ed, because (for an IPv6 address with an on-link prefix) ND
requests for that address go unanswered, or because (for an address
on a renpte network) a router returns an | CVMP "Host Unreachabl e"
error.

The rdata in an SRV record can be determined to be incorrect if
attenpts to comunicate with the indicated service at the host and
port nunber indicated are not successful.

The rdata in a DNS-SD PTR record can be determned to be incorrect if
attenpts to look up the SRV record it references are not successful.

The software inplenmenting the Miulticast DNS resource record cache
shoul d provide a nechanismso that clients detecting stale rdata can
i nform the cache.

When the cache receives this hint that it should reconfirmsone
record, it MJST issue two or nore queries for the resource record in
di spute. If no response is received within ten seconds, then, even
though its TTL may indicate that it is not yet due to expire, that
record SHOULD be pronptly flushed fromthe cache.

The end result of this is that if a printer suffers a sudden power
failure or other abrupt disconnection fromthe network, its name my
continue to appear in DNS-SD browser lists displayed on users’
screens. Eventually, that entry will expire fromthe cache
naturally, but if a user tries to access the printer before that
happens, the failure to successfully contact the printer will trigger
the nore hasty denmise of its cache entries. This is a sensible
trade-of f between good user experience and good network efficiency.
If we were to insist that printers should di sappear fromthe printer
list within 30 seconds of becom ng unavailable, for all failure
nodes, the only way to achieve this would be for the client to pol
the printer at |east every 30 seconds, or for the printer to announce
its presence at |east every 30 seconds, both of which would be an

unr easonabl e burden on nobst networKks.
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10.

11.

5. Passive Observation O Failures (POOF)

A host observes the multicast queries issued by the other hosts on
the network. One of the mmjor benefits of also sending responses
using multicast is that it allows all hosts to see the responses (or
| ack thereof) to those queri es.

If a host sees queries, for which a record in its cache woul d be
expected to be given as an answer in a multicast response, but no
such answer is seen, then the host nmay take this as an indication
that the record may no | onger be valid.

After seeing two or nore of these queries, and seeing no multicast
response containing the expected answer within ten seconds, then even
though its TTL may indicate that it is not yet due to expire, that
record SHOULD be flushed fromthe cache. The host SHOULD NOT perform

its own queries to reconfirmthat the record is truly gone. |If every
host on a large network were to do this, it wuld cause a | ot of
unnecessary multicast traffic. |f host A sends multicast queries

that remai n unanswered, then there is no reason to suppose that host
B or any other host is likely to be any nore successful .

The previous section, "Cache Flush on Failure Indication", describes
a situation where a user trying to print discovers that the printer
is no |longer available. By inplenenting the passive observation
descri bed here, when one user fails to contact the printer, all hosts
on the network observe that failure and update their caches

accordi ngly.

Sour ce Address Check

Al Milticast DNS responses (including responses sent via unicast)
SHOULD be sent with IP TTL set to 255. This is recommended to
provi de backwards-conpatibility with ol der Milticast DNS queriers
(inmplementing a draft version of this docunment, posted in February
2004) that check the IP TTL on reception to deternine whether the
packet originated on the local |ink. These ol der queriers discard
all packets with TTLs ot her than 255.

A host sending Miulticast DNS queries to a |ink-local destination
address (including the 224.0.0.251 and FFO2::FB link-1ocal nulticast
addresses) MJST only accept responses to that query that originate
fromthe local link, and silently discard any other response packets.
Wthout this check, it could be possible for renpte rogue hosts to
send spoof answer packets (perhaps unicast to the victimhost), which
the receiving machine could msinterpret as having originated on the
l ocal Iink.
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The test for whether a response originated on the local |ink is done
in two ways:

* All responses received with a destination address in the IP
header that is the nDNS I Pv4 |ink-local multicast address
224.0.0.251 or the nDNS I Pv6 |ink-local multicast address
FFO2:: FB are necessarily deened to have originated on the |oca
l'ink, regardless of source IP address. This is essential to
all ow devices to work correctly and reliably in unusua
configurations, such as multiple |ogical |IP subnets overlayed on
a single link, or in cases of severe m sconfiguration, where
devi ces are physically connected to the sane link, but are
currently msconfigured with conpletely unrelated | P addresses
and subnet nasks.

* For responses received with a unicast destination address in the
| P header, the source IP address in the packet is checked to see
if it is an address on a local subnet. An |Pv4 source address
is determined to be on a local subnet if, for (one of) the
address(es) configured on the interface receiving the packet, (I
&M == (P &M, where | and Mare the interface address and
subnet mask respectively, P is the source |IP address fromthe
packet, '& represents the bitw se |ogical 'and operation, and

=" represents a bhitwise equality test. An IPv6 source address
is determned to be on the local link if, for any of the on-Ilink
| Pv6 prefixes on the interface receiving the packet (learned via
| Pv6 router advertisenents or otherw se configured on the host),
the first 'n" bits of the |IPv6 source address nmatch the first

'n’ bits of the prefix address, where 'n’ is the length of the
prefix being considered.

Since queriers will ignore responses apparently originating outside
the | ocal subnet, a responder SHOULD avoi d generating responses that
it can reasonably predict will be ignored. This applies particularly
in the case of overlayed subnets. |If a responder receives a query
addressed to the nDNS | Pv4 |ink-1ocal nulticast address 224.0.0. 251,
froma source address not apparently on the sane subnet as the
responder (or, in the case of IPv6, froma source |IPv6 address for

whi ch the responder does not have any address with the sane prefix on
that interface), then even if the query indicates that a unicast
response is preferred (see Section 5.4, "Questions Requesting Unicast
Responses"), the responder SHOULD el ect to respond by multicast
anyway, since it can reasonably predict that a unicast response with
an apparently non-local source address will probably be ignored.
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Speci al Characteristics of Milticast DNS Donmai ns

Unli ke conventional DNS nanes, names that end in ".local." have only
| ocal significance. The same is true of names within the 1 Pv4 |ink-
| ocal reverse mapping domain "254.169.in-addr.arpa.” and the |IPv6

I i nk-1ocal reverse nmapping domains "8.e.f.ip6.arpa.",
"9.e.f.ip6.arpa.", "a.e.f.ip6.arpa.", and "b.e.f.ip6.arpa.".

These names function primarily as protocol identifiers, rather than
as user-visible identifiers. Even though they may occasionally be
visible to end users, that is not their primary purpose. As such
these nanes should be treated as opaque identifiers. |In particular
the string "local" should not be translated or localized into

di fferent |anguages, nuch as the nane "local host" is not translated
or localized into different |anguages.

Conventi onal Unicast DNS seeks to provide a single unified nanespace,
where a given DNS query yields the sane answer no matter where on the
planet it is perfornmed or to which recursive DNS server the query is
sent. In contrast, each IP link has its own private ".local.",
"254.169.in-addr.arpa.” and |IPv6 |ink-local reverse mapping
nanespaces, and the answer to any query for a name within those
domai ns depends on where that query is asked. (This characteristic
is not unique to Miulticast DNS. Although the original concept of DNS
was a single global nanmespace, in recent years, split views,
firewalls, intranets, DNS geolocation, and the |ike have increasingly
nmeant that the answer to a given DNS query has beconme dependent on
the | ocation of the querier.)

The | Pv4 name server address for a Miulticast DNS domain is
224.0.0.251. The IPv6 name server address for a Miulticast DNS domain
is FFO2::FB. These are nulticast addresses; therefore, they identify
not a single host but a collection of hosts, working in cooperation
to maintain some reasonable facsimle of a conpetently nanaged DNS
zone. Conceptually, a Miulticast DNS domain is a single DNS zone;
however, its server is inplenented as a distributed process running
on a cluster of |oosely cooperating CPUs rather than as a single
process running on a single CPU

Mul ticast DNS dommins are not del egated fromtheir parent donmain via

use of NS (Nane Server) records, and there is also no concept of

del egati on of subdomains within a Miulticast DNS domain. Just because
a particular host on the network nay answer queries for a particular

record type with the nane "exanple.local." does not inply anything
about whether that host will answer for the nane
"child.exanple.local.", or indeed for other record types with the

nane "exanple.local.".
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There are no NS records anywhere in Milticast DNS donmmi ns. |nstead,
the Multicast DNS donmmins are reserved by | ANA, and there is
effectively an inplicit delegation of all Milticast DNS donmains to
the 224.0.0.251: 5353 and [ FF02:: FB]:5353 mul ticast groups, by virtue
of client software inplenmenting the protocol rules specified in this
docunent .

Mul ticast DNS zones have no SOA (Start of Authority) record. A
conventional DNS zone's SQA record contains information such as the
emai | address of the zone adninistrator and the nonotonically

i ncreasing serial nunber of the |l ast zone nodification. There is no
singl e hunman adm nistrator for any given Miulticast DNS zone, so there
is no emai|l address. Because the hosts mmnagi ng any gi ven Milti cast
DNS zone are only | oosely coordinated, there is no readily avail able
nonot oni cal ly increasing serial nunber to deternine whether or not
the zone contents have changed. A host holding part of the shared
zone could crash or be disconnected fromthe network at any tinme

wi thout informng the other hosts. There is no reliable way to
provide a zone serial nunber that woul d, whenever such a crash or

di sconnection occurred, inmmediately change to indicate that the
contents of the shared zone had changed.

Zone transfers are not possible for any Miulticast DNS zone.
Enabl i ng and Di sabling Milticast DNS

The option to fail-over to Multicast DNS for names not ending in
".local." SHOULD be a user-configured option, and SHOULD be di sabl ed
by default because of the possible security issues related to

uni ntended | ocal resolution of apparently global nanmes. Enabling

Mul ticast DNS for nanes not ending in ".local." nay be appropriate on
a secure isolated network, or on sone future network were nachines
exclusively use DNSSEC for all DNS queries, and have Milticast DNS
responders capabl e of generating the appropriate cryptographi c DNSSEC
si gnatures, thereby guarding agai nst spoofing.

The option to | ook up unqualified (relative) names by appendi ng
“.local." (or not) is controlled by whether ".local." appears (or
not) in the client’s DNS search |ist.

No special control is needed for enabling and disabling Milticast DNS
for names explicitly ending with ".local." as entered by the user

The user doesn’t need a way to disable Milticast DNS for names ending
with ".local.", because if the user doesn’'t want to use Milticast

DNS, they can achieve this by sinply not using those nanes. |If a
user *does* enter a name ending in ".local.", then we can safely
assune the user’s intention was probably that it should work. Having
user configuration options that can be (intentionally or
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unintentionally) set so that |ocal names don’'t work is just one nore
way of frustrating the user’'s ability to performthe tasks they want,
perpetuating the view that, "IP networking is too conplicated to
configure and too hard to use"

14. Considerations for Miultiple Interfaces

A host SHOULD defend its dot-local host nane on all active interfaces
on which it is answering Milticast DNS queries.

In the event of a nanme conflict on *any* interface, a host should
configure a new host nane, if it wi shes to maintain uniqueness of its
host nane.

A host may choose to use the sanme name (or set of nanmes) for all of
its address records on all interfaces, or it may choose to nmanage its
Mul ticast DNS interfaces independently, potentially answering to a
different nane (or set of nanes) on different interfaces.

Except in the case of proxying and other simlar specialized uses,
addresses in I Pv4d or I Pv6 address records in Milticast DNS responses
MJST be valid for use on the interface on which the response is being
sent.

Just as the sane link-local |IP address may validly be in use

simul taneously on different links by different hosts, the sanme |ink-
| ocal host nane may validly be in use simultaneously on different
links, and this is not an error. A nultihomed host with connections
to two different |links may be able to comrunicate with two different
hosts that are validly using the sanme nane. Wile this kind of nane
duplication should be rare, it nmeans that a host that wants to fully
support this case needs network programmng APls that allow
applications to specify on what interface to performa link-1Ioca

Mul ticast DNS query, and to discover on what interface a Milticast
DNS response was received.

There is one other special precaution that nultihomed hosts need to
take. It’'s common with today’'s | aptop conmputers to have an Ethernet
connection and an 802.11 [I| EEE. 802. 11] wirel ess connection active at
the sane tine. What the software on the |laptop conputer can’'t easily

tell is whether the wireless connection is in fact bridged onto the
sanme network segnment as its Ethernet connection. |[|f the two networks
are bridged together, then packets the host sends on one interface
will arrive on the other interface a few nilliseconds |later, and care

nmust be taken to ensure that this bridging does not cause probl ens:
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When the host announces its host name (i.e., its address records) on
its wireless interface, those announcenment records are sent with the
cache-flush bit set, so when they arrive on the Ethernet segment,
they will cause all the peers on the Ethernet to flush the host’s

Et hernet address records fromtheir caches. The Milticast DNS
protocol has a safeguard to protect against this situation: when
records are received with the cache-flush bit set, other records are
not del eted from peer caches i mediately, but are marked for deletion
in one second. Wen the host sees its own wrel ess address records
arrive on its Ethernet interface, with the cache-flush bit set, this
one-second grace period gives the host tine to respond and re-
announce its Ethernet address records, to reinstate those records in
peer caches before they are del eted.

As described, this solves one problem but creates another, because
when those Et hernet announcenent records arrive back on the wrel ess
interface, the host would again respond defensively to reinstate its
wirel ess records, and this process would continue forever,
continuously flooding the network with traffic. The Milticast DNS
protocol has a second safeguard, to solve this problem the cache-
flush bit does not apply to records received very recently, within
the last second. This neans that when the host sees its own Ethernet
address records arrive on its wireless interface, with the cache-
flush bit set, it knows there’'s no need to re-announce its wreless
address records again because it already sent themless than a second
ago, and this makes themimmune fromdel etion from peer caches. (See
Section 10.2.)

15. Considerations for Miltiple Responders on the Same Machine

It is possible to have nore than one Milticast DNS responder and/or
querier inplenmentation coexist on the same machi ne, but there are
some known i ssues.

15.1. Receiving Uni cast Responses

In nbst operating systems, incomng *nulticast* packets can be
delivered to *all* open sockets bound to the right port numnber
provided that the clients take the appropriate steps to allow this.
For this reason, all Milticast DNS i npl ementati ons SHOULD use the

SO _REUSEPORT and/ or SO REUSEADDR options (or equival ent as
appropriate for the operating systemin question) so they will all be
able to bind to UDP port 5353 and receive incom ng nulticast packets
addressed to that port. However, unlike nulticast packets, incom ng
uni cast UDP packets are typically delivered only to the first socket
to bind to that port. This means that "QJ' responses and ot her
packets sent via unicast will be received only by the first Milticast
DNS responder and/or querier on a system This limtation can be
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15.

15.

partially mtigated if Milticast DNS inpl enentati ons detect when they
are not the first to bind to port 5353, and in that case they do not
request "QU' responses. One way to detect if there is another

Mul ticast DNS i nplementation already running is to attenpt binding to
port 5353 wi thout using SO REUSEPORT and/or SO REUSEADDR, and if that
fails it indicates that sone other socket is already bound to this
port.

2. Muiltipacket Known-Answer |ists

VWhen a Multicast DNS querier issues a query with too many Known
Answers to fit into a single packet, it divides the Known-Answer |i st
into two or nore packets. Milticast DNS responders associate the
initial truncated query with its continuation packets by exani ni ng
the source | P address in each packet. Since two independent

Mul ticast DNS queriers running on the same machine will be sending
packets with the same source |IP address, from an outside perspective
they appear to be a single entity. |[If both queriers happened to send
the sanme nul ti packet query at the same tinme, with different Known-
Answer lists, then they could each end up suppressing answers that

t he ot her needs.

3. FEfficiency

If different clients on a machi ne were each to have their own

i ndependent Milticast DNS inpl enentation, they would | ose certain
efficiency benefits. Apart fromthe unnecessary code duplication
menory usage, and CPU load, the clients wouldn’t get the benefit of a
shared systemw de cache, and they would not be able to aggregate
separate queries into single packets to reduce network traffic.

4. Recommendati on

Because of these issues, this docunent encourages inplenenters to
design systens with a single Milticast DNS i npl enentation that
provides Milticast DNS services shared by all clients on that

machi ne, much as nost operating systens today have a single TCP

i mpl enentation, which is shared between all clients on that nachine.
Due to engineering constraints, there may be situations where
enbeddi ng a "user-level" Milticast DNS i nplementation in the client
application software is the nbst expedient solution, and while this
will usually work in practice, inplenmenters should be aware of the

i ssues outlined in this section
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Mul ti cast DNS Character Set

H storically, Unicast DNS has been used with a very restricted set of
characters. |Indeed, conventional DNS is usually limted to just
twenty-six letters, ten digits and the hyphen character, not even

al | owi ng spaces or other punctuation. Attenpts to remedy this for

Uni cast DNS have been badly constrai ned by the perceived need to
accommodat e ol d buggy | egacy DNS i npl enentations. In reality, the
DNS specification itself actually inmposes no linits on what
characters may be used in nanes, and good DNS i npl enentati ons handl e
any arbitrary eight-bit data without trouble. "Cdarifications to the
DNS Specification" [RFC2181] directly discusses the subject of

al | owabl e character set in Section 11 ("Nanme syntax"), and explicitly
states that DNS nanmes nay contain arbitrary eight-bit data. However,
the old rules for ARPANET host names back in the 1980s required host
nanes to be just letters, digits, and hyphens [ RFC1034], and since
the predom nant use of DNS is to store host address records, many
have assunmed that the DNS protocol itself suffers fromthe sane
limtation. It mght be accurate to say that there could be

hypot heti cal bad inplenmentations that do not handle eight-bit data
correctly, but it would not be accurate to say that the protoco
doesn’t all ow names containing eight-bit data.

Multicast DNS is a new protocol and doesn’t (yet) have ol d buggy

| egacy i nplenmentations to constrain the design choices. Accordingly,
it adopts the sinple obvious elegant solution: all names in Milticast
DNS MUST be encoded as preconposed UTF-8 [ RFC3629] " Net - Uni code"

[ RFC5198] text.

Sone users of 16-bit Unicode have taken to stuffing a "zero-w dth
nonbr eaki ng space" character (U+FEFF) at the start of each UTF-16
file, as a hint to identify whether the data is big-endian or little-
endian, and calling it a "Byte Order Mark" (BOM. Since there is
only one possible byte order for UTF-8 data, a BOMis neither
necessary nor permtted. Milticast DNS names MJST NOT contain a
"Byte Order Mark". Any occurrence of the Unicode character U+FEFF at
the start or anywhere else in a Miulticast DNS name MJUST be
interpreted as being an actual intended part of the nane,
representing (just as for any other |egal unicode value) an actua
literal instance of that character (in this case a zero-w dth non-

br eaki ng space character).

For nanmes that are restricted to US-ASCI| [RFC0020] letters, digits,
and hyphens, the UTF-8 encoding is identical to the US- ASCI
encoding, so this is entirely conpatible with existing host nanes.
For characters outside the US-ASCI| range, UTF-8 encoding is used.
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Mul ticast DNS i npl enmentati ons MJUST NOT use any other encodi ngs apart
from preconposed UTF-8 (US-ASCI| being considered a conpati bl e subset
of UTF-8). The reasons for selecting UTF-8 instead of Punycode

[ RFC3492] are discussed further in Appendix F

The sinple rules for case-insensitivity in Unicast DNS [ RFCL034]

[ RFC1035] also apply in Multicast DNS; that is to say, in nane
conparisons, the |owercase letters "a" to "z" (0x61 to Ox7A) natch
their uppercase equivalents "A" to "Z" (0x41 to Ox5A). Hence, if a
guerier issues a query for an address record with the nane

"nmyprinter.local.", then a responder having an address record with
the name "MyPrinter.local." should issue a response. No ot her
aut omati ¢ equi val ences should be assunmed. In particular, all UTF-8

mul ti byte characters (codes 0x80 and hi gher) are conpared by sinple
bi nary compari son of the raw byte values. Accented characters are
*not* defined to be automatically equivalent to their unaccented
counterparts. Were automatic equival ences are desired, this may be
achi eved through the use of programmtically generated CNAME records.
For exanple, if a responder has an address record for an accented
nane Y, and a querier issues a query for a name X, where X is the
same as Y with all the accents renpved, then the responder nmay issue
a response containing two resource records: a CNAME record "X CNAMVE
Y', asserting that the requested nane X (unaccented) is an alias for
the true (accented) nanme Y, followed by the address record for Y.

17. Milticast DNS Message Size

The 1987 DNS specification [ RFC1035] restricts DNS messages carried
by UDP to no nore than 512 bytes (not counting the IP or UDP
headers). For UDP packets carried over the wide-area Internet in
1987, this was appropriate. For link-local nulticast packets on
today’s networks, there is no reason to retain this restriction

G ven that the packets are by definition link-local, there are no
Path MIU i ssues to consi der.

Mul ticast DNS nessages carried by UDP may be up to the I P MIU of the
physical interface, |less the space required for the |IP header (20
bytes for IPv4; 40 bytes for I1Pv6) and the UDP header (8 bytes).

In the case of a single Miulticast DNS resource record that is too
large to fit in a single MIU-sized multicast response packet, a

Mul ticast DNS responder SHOULD send the resource record alone, in a
single | P datagram wusing multiple IP fragnents. Resource records
this large SHOULD be avoi ded, except in the very rare cases where
they really are the appropriate solution to the problem at hand.

| mpl ementers shoul d be aware that many sinple devices do not
reassenbl e fragnented | P datagrams, so |arge resource records SHOULD
NOT be used except in specialized cases where the inplenenter knows
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that all receivers inplenent reassenbly, or where the |large resource
record contains optional data which is not essential for correct
operation of the client.

A Ml ticast DNS packet larger than the interface MIU, which is sent
using fragnents, MJST NOT contain nore than one resource record.

Even when fragnmentation is used, a Miulticast DNS packet, including IP
and UDP headers, MJUST NOT exceed 9000 bytes.

Note that 9000 bytes is al so the maxi mum payl oad size of an Ethernet
"Junbo" packet [Junmbo]. However, in practice Ethernet "Junbo"
packets are not widely used, so it is advantageous to keep packets
under 1500 byt es whenever possible. Even on hosts that nornmally
handl e Et hernet "Junmbo" packets and I P fragment reassenbly, it is
becom ng nore common for these hosts to inplenment power-saving nodes
where the main CPU goes to sleep and hands of f packet reception tasks
to anore limted processor in the network interface hardware, which
may not support Ethernet "Junbo" packets or |IP fragment reassenbly.

18. Milticast DNS Message For mat

This section describes specific rules pertaining to the all owabl e
val ues for the header fields of a Miulticast DNS nessage, and ot her
nessage format consi derations.

18.1. ID (Query ldentifier)

Mul ticast DNS inplementati ons SHOULD |isten for unsolicited responses
i ssued by hosts booting up (or waking up fromsleep or otherw se
joining the network). Since these unsolicited responses nay contain
a useful answer to a question for which the querier is currently
awai ting an answer, Milticast DNS inpl enmentati ons SHOULD examni ne al
recei ved Miul ticast DNS response messages for useful answers, w thout
regard to the contents of the IDfield or the Question Section. In
Mul ticast DNS, knowi ng which particular query nessage (if any) is
responsible for eliciting a particular response nessage is | ess
interesting than knowi ng whet her the response nessage contains usefu
i nformati on.

Mul ticast DNS inpl ementati ons MAY cache data from any or al

Mul ticast DNS response nessages they receive, for possible future
use, provided of course that nornmal TTL aging is performed on these
cached resource records.

In nulticast query nessages, the Query ldentifier SHOULD be set to
zero on transm ssion.

Cheshire & Krochmal St andards Track [ Page 47]



RFC 6762 Mul ticast DNS February 2013

18.

18.

18.

18.

In nulticast responses, including unsolicited nmulticast responses,
the Query ldentifier MJUST be set to zero on transm ssion, and MJST be
i gnored on reception

In | egacy uni cast response nessages generated specifically in
response to a particular (unicast or nmulticast) query, the Query
Identifier MUST nmatch the ID fromthe query nessage.

2. @R (Qery/Response) Bit

In query messages the QR bit MJST be zero.
In response nessages the QR bit MJST be one.

3. OPCODE

In both nulticast query and multicast response nessages, the OPCODE
MJST be zero on transmi ssion (only standard queries are currently
supported over nulticast). Milticast DNS nessages received with an
OPCODE ot her than zero MJST be silently ignored.

4. AA (Authoritative Answer) Bit

In query messages, the Authoritative Answer bit MJST be zero on
transm ssion, and MJST be ignored on reception

In response nessages for Milticast domains, the Authoritative Answer
bit MJST be set to one (not setting this bit would inply there’'s sone
ot her place where "better" information may be found) and MJST be

i gnored on reception

5. TC (Truncated) Bit

In query nessages, if the TC bit is set, it neans that additiona
Known- Answer records may be follow ng shortly. A responder SHOULD
record this fact, and wait for those additional Known-Answer records,
bef ore deciding whether to respond. |If the TC bit is clear, it neans
that the querying host has no additional Known Answers.

In nulticast response nmessages, the TC bit MJST be zero on
transm ssi on, and MJST be ignored on reception.

In | egacy uni cast response nessages, the TC bit has the sane neaning
as in conventional Unicast DNS: it nmeans that the response was too
large to fit in a single packet, so the querier SHOULD reissue its
gquery using TCP in order to receive the |larger response.
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6. RD (Recursion Desired) Bit

In both nmulticast query and multicast response nessages, the
Recursi on Desired bit SHOULD be zero on transm ssion, and MJST be
i gnored on reception

7. RA (Recursion Available) Bit

In both nmulticast query and multicast response nessages, the
Recursi on Available bit MJST be zero on transm ssion, and MJST be
i gnored on reception

8. Z (Zero) Bit

In both query and response nessages, the Zero bit MJST be zero on
transm ssi on, and MJST be ignored on reception.

9. AD (Authentic Data) Bit

In both nmulticast query and multicast response nessages, the
Authentic Data bit [ RFC2535] MUST be zero on transm ssion, and MJST
be i gnhored on reception.

10. CD (Checking Disabled) Bit

In both nmulticast query and multicast response nessages, the Checking
Di sabl ed bit [ RFC2535] MUST be zero on transm ssion, and MJST be
i gnored on reception.

11. RCODE (Response Code)

In both nulticast query and multicast response nessages, the Response
Code MJST be zero on transmi ssion. Milticast DNS nmessages received
wi th non-zero Response Codes MUST be silently ignored.

12. Repurposing of Top Bit of qclass in Question Section

In the Question Section of a Miulticast DNS query, the top bit of the
gclass field is used to indicate that unicast responses are preferred
for this particular question. (See Section 5.4.)

13. Repurposing of Top Bit of rrclass in Resource Record Sections

In the Resource Record Sections of a Miulticast DNS response, the top
bit of the rrclass field is used to indicate that the record is a
menber of a unique RRSet, and the entire RRSet has been sent together
(in the same packet, or in consecutive packets if there are too nany
records to fit in a single packet). (See Section 10.2.)
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18.14. Nane Conpression

When generating Miulticast DNS nmessages, inplenentations SHOULD use
nanme conpressi on wherever possible to conpress the names of resource
records, by replacing some or all of the resource record nanme with a
conpact two-byte reference to an appearance of that data sonewhere
earlier in the nessage [ RFC1035].

This applies not only to Miulticast DNS responses, but also to
qgueries. Wen a query contains nore than one question, successive
guestions in the same nessage often contain simlar nanes, and
consequently nane conpressi on SHOULD be used, to save bytes. In
addi tion, queries may al so contain Known Answers in the Answer
Section, or probe tiebreaking data in the Authority Section, and
these nanes SHOULD simlarly be conpressed for network efficiency.

In addition to conmpressing the *nanes* of resource records, nanes
that appear within the *rdata* of the following rrtypes SHOULD al so
be conpressed in all Milticast DNS nessages:

NS, CNAME, PTR, DNAME, SOA, MX, AFSDB, RT, KX, RP, PX, SRV, NSEC

Until future | ETF Standards Action [RFC5226] specifying that nanmes in
the rdata of other types should be conpressed, nanes that appear
within the rdata of any type not |isted above MJUST NOT be conpressed.

| mpl ement ati ons receiving Milticast DNS nmessages MJUST correctly
decode conpressed nanes appearing in the Question Section, and
conpressed names of resource records appearing in other sections.

In addition, inplenmentations MJUST correctly decode conpressed nanmes
appearing within the *rdata* of the rrtypes |listed above. Were
possi bl e, inplenentati ons SHOULD al so correctly decode conpressed
nanes appearing within the *rdata* of other rrtypes known to the

i mpl enenters at the tinme of inplenentation, because such forward-
thi nki ng planning helps facilitate the depl oynent of future

i npl enentati ons that nay have reason to conpress those rrtypes. It
is possible that no future | ETF Standards Action [RFC5226] will be
created that mandates or pernits the conpression of rdata in new
types, but having inplenmentations designed such that they are capable
of deconpressing all known types hel ps keep future options open

One specific difference between Unicast DNS and Multicast DNS is that
Uni cast DNS does not all ow name conpression for the target host in an
SRV record, because Unicast DNS inplenmentations before the first SRV
specification in 1996 [ RFC2052] may not decode these conpressed
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records properly. Since all Milticast DNS i npl enentations were
created after 1996, all Milticast DNS inplenentations are REQU RED to
decode conpressed SRV records correctly.

In | egacy uni cast responses generated to answer |egacy queries, nane
conpressi on MUST NOT be perforned on SRV records.

Sunmary of Differences between Multicast DNS and Uni cast DNS

Mul ticast DNS shares, as much as possible, the famliar APls, nam ng
syntax, resource record types, etc., of Unicast DNS. There are, of
course, necessary differences by virtue of it using multicast, and by
virtue of it operating in a community of cooperating peers, rather
than a precisely defined hierarchy controlled by a strict chain of
formal delegations fromthe root. These differences are summuarized
bel ow.

Mul ticast DNS..
uses mul ti cast
uses UDP port 5353 instead of port 53
operates in well-defined parts of the DNS nanespace
has no SOA (Start of Authority) records
uses UTF-8, and only UTF-8, to encode resource record nanes
all ows nanes up to 255 bytes plus a term nating zero byte
al l ows nane conpression in rdata for SRV and other record types
all ows | arger UDP packets
allows nore than one question in a query nessage
defines consistent results for gtype "ANY" and gclass "ANY" queries
uses the Answer Section of a query to |list Known Answers
uses the TC bit in a query to indicate additional Known Answers
uses the Authority Section of a query for probe tiebreaking
ignores the Query ID field (except for generating | egacy responses)
doesn't require the question to be repeated in the response nessage
uses unsolicited responses to announce new records
uses NSEC records to signal nonexi stence of records
defines a unicast-response bit in the rrclass of query questions
defines a cache-flush bit in the rrclass of response records
uses DNS RR TTL O to indicate that a record has been del eted
reconmends AAAA records in the additional section when respondi ng
to rrtype "A" queries, and vice versa
nmoni tors queries to perform Duplicate Question Suppression
nonitors responses to perform Duplicate Answer Suppression..

and Ongoi ng Conflict Detection

and Opportunistic Caching

L S T I T R I R I N

* Ok X F
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20. | Pv6 Considerations

An | Pv4-only host and an | Pv6-only host behave as "ships that pass in
the night". Even if they are on the sane Ethernet, neither is aware
of the other’'s traffic. For this reason, each physical |ink my have
*two* unrelated ".local." zones, one for |Pv4 and one for |Pv6.

Since for practical purposes, a group of IPv4-only hosts and a group
of |1 Pv6-only hosts on the same Ethernet act as if they were on two
entirely separate Ethernet segnents, it is unsurprising that their
use of the ".local." zone should occur exactly as it would if they
really were on two entirely separate Ethernet segnents.

A dual -stack (v4/v6) host can participate in both ".local." zones,
and should register its nanme(s) and performits | ookups both using
| Pv4 and 1 Pv6. This enables it to reach, and be reached by, both

| Pv4d-only and I Pv6-only hosts. 1In effect, this acts like a
mul ti homed host, with one connection to the |ogical "IPv4 Ethernet
segnent”, and a connection to the logical "IPv6 Ethernet segnment"”.

When such a host generates NSEC records, if it is using the sanme host
name for its | Pv4 addresses and its | Pv6 addresses on that network
interface, its NSEC records should indicate that the host nane has
both A and AAAA records.

21. Security Considerations

The al gorithm for detecting and resolving nane conflicts is, by its
very nature, an algorithmthat assumes cooperating participants. |Its
purpose is to allow a group of hosts to arrive at a nutually disjoint
set of host nanes and other DNS resource record nanes, in the absence
of any central authority to coordinate this or nediate disputes. In
the absence of any higher authority to resolve disputes, the only
alternative is that the participants nust work together cooperatively
to arrive at a resol ution.

In an environnent where the participants are nutually antagonistic
and unwilling to cooperate, other mechani sns are appropriate, |ike
manual |y configured DNS.

In an environnent where there is a group of cooperating participants,
but clients cannot be sure that there are no antagonistic hosts on
the same physical link, the cooperating participants need to use

| Psec signatures and/ or DNSSEC [ RFC4033] signatures so that they can
di stingui sh Miulticast DNS nessages fromtrusted participants (which
they process as usual) from Miulticast DNS nessages from untrusted
partici pants (which they silently discard).
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If DNS queries for *global* DNS nanes are sent to the nDNS nul ticast
address (during network outages which di srupt comruni cation with the
greater Internet) it is *especially* inportant to use DNSSEC, because
the user may have the inpression that he or she is comrunicating with
some aut hentic host, when in fact he or she is really communicating
with some local host that is nerely masquerading as that nanme. This
is less critical for nanes ending with ".local.", because the user
shoul d be aware that those names have only | ocal significance and no
gl obal authority is inplied.

Most conputer users neglect to type the trailing dot at the end of a
fully qualified domain nanme, naking it a relative domain nane (e.g.
"www. exanpl e.conf). In the event of network outage, attenpts to
positively resolve the name as entered will fail, resulting in
application of the search list, including ".local.", if present. A
mal i ci ous host coul d masquerade as "ww. exanpl e.com" by answeri ng
the resulting Multicast DNS query for "wwv. exanple.comlocal.". To
avoid this, a host MJUST NOT append the search suffix ".local.", if
present, to any relative (partially qualified) host nane containing
two or nore labels. Appending ".local." to single-label relative
host nanes is acceptable, since the user shoul d have no expectation
that a single-label host nane will resolve as is. However, users who
have both "exanpl e.con and "local"™ in their search lists should be
aware that if they type "ww' into their web browser, it nmay not be
i mediately clear to them whether the page that appears is

"“www. exanpl e. coni’ or "ww. | ocal ".

Mul ticast DNS uses UDP port 5353. On operating systenms where only
privil eged processes are allowed to use ports bel ow 1024, no such
privilege is required to use port 5353.

| ANA Consi der ati ons

| ANA has allocated the UDP port 5353 for the Multicast DNS protoco
described in this docunent [SN].

| ANA has allocated the I1Pv4 |link-local nulticast address 224.0.0. 251
for the use described in this document [MZ4].

| ANA has allocated the IPv6 multicast address set FFOX :FB (where "X'
i ndi cates any hexadecimal digit from’'1 to 'F) for the use
described in this docunent [MC6]. Only address FFO02::FB (link-1oca
scope) is currently in use by deployed software, but it is possible
that in the future inplenenters may experinent with Milticast DNS
using | arger-scoped addresses, such as FFO5::FB (site-local scope)

[ RFC4291] .
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| ANA has inmplenmented the follow ng DNS records:

VDNS. MCAST. NET. IN A 224.0.0. 251
251.0.0.224. I N-ADDR. ARPA.  IN PTR NDNS. MCAST. NET.

Entries for the AAAA and correspondi ng PTR records have not been nade
as there is not yet an RFC providing direction for the nmanagenent of
the 1 P6. ARPA dormain relating to the IPv6 multicast address space.

The reuse of the top bit of the rrclass field in the Question and
Resource Record Sections nmeans that Milticast DNS can only carry DNS
records with classes in the range 0-32767. C asses in the range
32768 to 65535 are inconpatible with Multicast DNS. | ANA has noted
this fact, and if | ANA receives a request to allocate a DNS cl ass

val ue above 32767, | ANA will nake sure the requester is aware of this
i mplication before proceeding. This does not mean that all ocations
of DNS cl ass val ues above 32767 shoul d be denied, only that they
shoul d not be allowed until the requester has indicated that they are

aware of how this allocation will interact with Milticast DNS.
However, to date, only three DNS cl asses have been assigned by | ANA
(1, 3, and 4), and only one (1, "Internet") is actually in w despread

use, so this issue is likely to remain a purely theoretical one.

| ANA has recorded the |ist of domains bel ow as bei ng Speci al - Use
Domai n Nanes [ RFC6761]:

.l ocal

. 254.169. i n-addr. ar pa.
.8.e.f.ip6.arpa.
.9.e.f.ip6. arpa.
.a.e.f.ip6.arpa.
.b.e.f.ip6.arpa.

1. Dommi n Nane Reservati on Consi derati ons

The six donmmins |isted above, and any nanes falling within those
domains (e.g., "MyPrinter.local.", "34.12.254.169.in-addr.arpa.",

"I nk-Jet. pdl-datastream tcp.local.") are special [RFC6761] in the
foll owi ng ways:

1. Users may use these names as they woul d ot her DNS names,
entering them anywhere that they would otherw se enter a
conventional DNS nane, or a dotted decinal |Pv4 address, or a
literal 1Pv6 address.

Since there is no central authority responsible for assigning
dot -l ocal nanes, and all devices on the local network are
equally entitled to claimany dot-local nanme, users SHOULD be
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aware of this and SHOULD exerci se appropriate caution. In an
untrusted or unfamliar network environnent, users SHOULD be
aware that using a nanme |ike "www | ocal" may not actually
connect themto the web site they expected, and could easily
connect themto a different web page, or even a fake or spoof
of their intended web site, designed to trick theminto
reveal i ng confidential information. As always w th networking,

end-to-end cryptographic security can be a useful tool. For
exanpl e, when connecting with ssh, the ssh host key
verification process will informthe user if it detects that

the identity of the entity they are comunicating with has
changed since the last tine they connected to that nane.

Application software nmay use these nanes as they woul d other
simlar DNS nanes, and is not required to recognize the nanes
and treat themspecially. Due to the relative ease of spoofing
dot -l ocal nanes, end-to-end cryptographic security remains

i nportant when comunicating across a |local network, just as it
i s when communi cating across the global Internet.

Nane resolution APlIs and libraries SHOULD recogni ze t hese nanes
as special and SHOULD NOT send queries for these nanes to their
configured (unicast) caching DNS server(s). This is to avoid
unnecessary | oad on the root nane servers and ot her nane
servers, caused by queries for which those nane servers do not
have useful non-negative answers to give, and will not ever
have useful non-negative answers to give.

Caching DNS servers SHOULD recogni ze these nanes as special and
SHOULD NOT attenpt to look up NS records for them or otherw se
query authoritative DNS servers in an attenpt to resol ve these
nanes. |Instead, caching DNS servers SHOULD generate i medi ate
NXDOVAI N responses for all such queries they may receive (from
m sbehavi ng name resolver libraries). This is to avoid
unnecessary | oad on the root nane servers and ot her nane
servers.

Aut horitative DNS servers SHOULD NOT by default be configurable
to answer queries for these names, and, |ike caching DNS
servers, SHOULD generate i medi ate NXDOVAI N responses for al
such queries they may receive. DNS server software NMAY provide
a configuration option to override this default, for testing
pur poses or other specialized uses.

DNS server operators SHOULD NOT attenpt to configure
authoritative DNS servers to act as authoritative for any of
these nanes. Configuring an authoritative DNS server to act as
authoritative for any of these nanes may not, in many cases,
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yield the expected result. Since nanme resolver libraries and
caching DNS servers SHOULD NOT send queries for those nanes
(see 3 and 4 above), such queries SHOULD be suppressed before
they even reach the authoritative DNS server in question, and
consequently it will not even get an opportunity to answer

t hem

7. DNS Registrars MJST NOT allow any of these names to be
registered in the normal way to any person or entity. These
nanes are reserved protocol identifiers with special meaning
and fall outside the set of nanes available for allocation by
registrars. Attenpting to allocate one of these nanes as if it
were a normal domain name will probably not work as desired,
for reasons 3, 4, and 6 above.
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Appendi x A.  Design Rationale for Choice of UDP Port Nunber

Arguments were made for and agai nst using UDP port 53, the standard
Uni cast DNS port. Sone of the argunments are given below. The
argunents for using a different port were greater in nunber and nore
conpelling, so that option was ultimtely sel ected. The UDP port
"5353" was selected for its menonic sinmlarity to "53"

Arguments for using UDP port 53:
* This is "just DNS', so it should be the same port.

* There is |l ess work to be done updating old resolver libraries to do
sinmple Multicast DNS queries. Only the destination address need be

changed. In sone cases, this can be achi eved without any code
changes, just by adding the address 224.0.0.251 to a configuration
file.

Argunents for using a different port (UDP port 5353):

* This is not "just DNS". This is a DNS-like protocol, but
different.

* Changing resolver library code to use a different port nunber is
not hard. |n some cases, this can be achi eved w thout any code
changes, just by adding the address 224.0.0.251:5353 to a
configuration file.

* Using the sane port nunber makes it hard to run a Milticast DNS
responder and a conventional Unicast DNS server on the sane

machine. |If a conventional Unicast DNS server w shes to inplenent
Mul ticast DNS as well, it can still do that, by opening two
sockets. Having two different port nunbers allows this
flexibility.

* Sone VPN software hijacks all outgoing traffic to port 53 and
redirects it to a special DNS server set up to serve those VPN
clients while they are connected to the corporate network. It is
guesti onabl e whether this is the right thing to do, but it is
conmon, and redirecting link-1ocal multicast DNS packets to a
renote server rarely produces any useful results. It does mean
for exanple, that a user of such VPN software becones unable to
access their local network printer sitting on their desk right next
to their conputer. Using a different UDP port helps avoid this
particul ar probl em
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* On many operating systens, unprivileged software nmay not send or
recei ve packets on | ow nunbered ports. This nmeans that any
software sendi ng or receiving Miulticast DNS packets on port 53
woul d have to run as "root", which is an undesirable security risk.
Usi ng a hi gher-nunbered UDP port avoids this restriction.

Appendi x B. Design Rationale for Not Using Hashed Multicast Addresses

Sone di scovery protocols use a range of multicast addresses, and
determ ne the address to be used by a hash function of the name being
sought. Queries are sent via nmulticast to the address as indicated
by the hash function, and responses are returned to the querier via
unicast. Particularly in IPv6, where multicast addresses are
extremely plentiful, this approach is frequently advocated. For
exanpl e, I Pv6 Nei ghbor Discovery [ RFC4861] sends Nei ghbor
Solicitation messages to the "solicited-node multicast address”,
which is conputed as a function of the solicited | Pv6 address.

There are some di sadvantages to using hashed nulticast addresses like
this in a service discovery protocol

* When a host has a | arge nunmber of records with different nanes, the
host may have to join a | arge number of multicast groups. Each
time a host joins or leaves a nulticast group, this results in
I nternet Group Managenent Protocol (I1GW) or Milticast Listener
Di scovery (MLD) traffic on the network announcing this fact.
Joining a |large nunmber of multicast groups can place undue burden
on the Ethernet hardware, which typically supports a limted numnber
of multicast addresses efficiently. Wen this nunber is exceeded,
the Ethernet hardware may have to resort to receiving al
nmul ticasts and passing themup to the host networking code for
filtering in software, thereby defeating nmuch of the point of using
a nulticast address range in the first place. Finally, many |Pv6
stacks have a fixed linmt |PV6_MAX MEMBERSHI PS, and the code sinply
fails with an error if a client attenpts to exceed this limt.
Conmon val ues for |1 PV6_NMAX MEMBERSHI PS are 20 or 31

* Multiple questions cannot be placed in one packet if they don’'t al
hash to the same multicast address.

* Duplicate Question Suppression doesn’'t work if queriers are not
seei ng each other’s queries.

* Duplicate Answer Suppression doesn’'t work if responders are not
seei ng each other’s responses.

* Qpportunistic Caching doesn’t work.
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* (Ongoing Conflict Detection doesn’t work.
Appendi x C. Design Rationale for Maximum Milticast DNS Nane Length

Mul ticast DNS names may be up to 255 bytes long (in the on-the-wire
nmessage format), not counting the term nating zero byte at the end.

"Domai n Nanes - |nplenmentation and Specification" [RFCL035] says:
Various objects and paraneters in the DNS have size limts. They

are listed below. Some could be easily changed, others are nore
f undanent al

| abel s 63 octets or |ess
nanes 255 octets or |ess
the total length of a donmain nanme (i.e., |label octets and | abe

length octets) is restricted to 255 octets or |ess.

This text does not state whether this 255-byte limt includes the
term nating zero at the end of every nane.

Several factors lead us to conclude that the 255-byte Iimt does
*not* include the terminating zero:

olt is common in software engineering to have size limts that are a
power of two, or a nultiple of a power of two, for efficiency. For
exanpl e, an integer on a nodern processor is typically 2, 4, or 8
bytes, not 3 or 5 bytes. The nunber 255 is not a power of two, nor
is it to nost people a particularly noteworthy nunber. It is
noteworthy to conmputer scientists for only one reason -- because it
is exactly one *l ess* than a power of twd. Wen a size limt is
exactly one |l ess than a power of two, that suggests strongly that
the one extra byte is being reserved for sonme specific reason -- in
this case reserved, perhaps, to leave roomfor a termnating zero
at the end.

o In the case of DNS | abel lengths, the stated linmt is 63 bytes. As
with the total nanme length, this limt is exactly one less than a
power of two. This label length limt also excludes the |abe

length byte at the start of every label. Including that extra
byte, a 63-byte | abel takes 64 bytes of space in nenory or in a DNS
nmessage.
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olt is common in software engineering for the semantic "l ength" of
an object to be one less than the nunber of bytes it takes to store
that object. For exanple, in C strlen("foo") is 3, but
sizeof ("foo0") (which includes the term nating zero byte at the end)
is 4.

o The text describing the total length of a donain nane nentions
explicitly that |abel length and data octets are included, but does
not mention the termnating zero at the end. The zero byte at the
end of a domain name is not a |abel length. |Indeed, the value zero
is chosen as the term nating marker precisely because it is not a
| egal length byte value -- DNS prohibits enpty |abels. For
exanple, a name like "bad..nane." is not a valid domain nane
because it contains a zero-length [abel in the niddle, which cannot
be expressed in a DNS nessage, because software parsing the nessage
would misinterpret a zero |abel-length byte as being a zero "end of
nane" marker instead.

Finally, "Clarifications to the DNS Specification" [RFC2181] offers
additional confirmation that, in the context of DNS specifications,
the stated "l ength" of a domain name does not include the term nating
zero byte at the end. That docunent refers to the root nane, which
is typically witten as "." and is represented in a DNS nmessage by a
single lone zero byte (i.e., zero bytes of data plus a termnating
zero), as the "zero length full nanme":

The zero length full name is defined as representing the root of
the DNS tree, and is typically witten and di spl ayed as "."

This wordi ng supports the interpretation that, in a DNS context, when
tal ki ng about |engths of nanes, the terminating zero byte at the end

is not counted. |If the root nane (".") is considered to be zero

l ength, then to be consistent, the length (for exanple) of "org" has

to be 4 and the length of "ietf.org" has to be 9, as shown bel ow

| 0x00 | length = 0
| OX03 | o| r | g ] | Ox00 | length = 4
| Ox04 | i | e|] t | f ] Ox03 ] o] r | g ]| | 0OxO00 | length = 9
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Thi s means that the maxi num |l ength of a domain nane, as represented
in a Milticast DNS nessage, up to but not including the fina
term nating zero, nust not exceed 255 bytes.

However, many Uni cast DNS inpl enenters have read these RFCs
differently, and argue that the 255-byte Iimt does include the
term nating zero, and that the "Clarifications to the DNS

Speci fication" [RFC2181] statenent that "." is the "zero | ength ful
nane" was sinply a mi stake.

Hence, inplenmenters should be aware that other Unicast DNS

i npl enentations may limt the maxi mum donmain name to 254 bytes plus a
term nating zero, depending on how that inplenenter interpreted the
DNS specifications.

Conpliant Multicast DNS inpl ementati ons MIST support nanmes up to 255
bytes plus a term nating zero, i.e., 256 bytes total.

Appendi x D. Benefits of Milticast Responses

Sone peopl e have argued that sending responses via nulticast is
inefficient on the network. 1In fact, using nulticast responses can
result in a net lowering of overall nulticast traffic for a variety
of reasons, and provides other benefits too:

* Qpportunistic Caching. One nulticast response can update the
caches on all machines on the network. |f another machine |ater
wants to issue the sane query, and it already has the answer in its
cache, it may not need to even transmt that multicast query on the
network at all

* Duplicate Query Suppression. Wen nore than one nachi ne has the
same ongoi ng long-lived query running, every machi ne does not have
to transmt its own independent query. Wen one machine transmits
a query, all the other hosts see the answers, so they can suppress
their own queri es.

* Passive hservation O Failures (POOF). Wen a host sees a
mul ticast query, but does not see the corresponding nulticast
response, it can use this information to pronptly delete stale data
fromits cache. To achieve the sane |evel of user-interface
quality and responsiveness wi thout nulticast responses would
require | ower cache lifetines and nore frequent network polling,
resulting in a higher packet rate.

* Passive Conflict Detection. Just because a nane has been

previously verified to be unique does not guarantee it wll
continue to be so indefinitely. By allowing all Milticast DNS
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responders to constantly nmonitor their peers’ responses, conflicts
arising out of network topol ogy changes can be pronptly detected
and resolved. |If responses were not sent via nulticast, sone other
conflict detection mechani smwould be needed, imposing its own
addi ti onal burden on the network.

* Use on devices with constrained nmenory resources: Wen using
del ayed responses to reduce network collisions, responders need to
maintain a |list recording to whom each answer should be sent. The
option of multicast responses allows responders with limted
storage, which cannot store an arbitrarily long list of response
addresses, to choose to fail-over to a single nulticast response in
pl ace of multiple unicast responses, when appropriate.

* Qverlayed Subnets. In the case of overlayed subnets, nulticast
responses allow a receiver to know with certainty that a response
originated on the local link, even when its source address nmay

apparently suggest otherw se.

* Robustness in the face of msconfiguration: Link-local multicast
transcends virtually every concei vabl e network m sconfiguration
Even if you have a collection of devices where every device's IP
address, subnet mask, default gateway, and DNS server address are
all wong, packets sent by any of those devices addressed to a
l'ink-1ocal multicast destination address will still be delivered to
all peers on the local link. This can be extrenely hel pful when
di agnosi ng and rectifying network problens, since it facilitates a
di rect communi cati on channel between client and server that works
wi thout reliance on ARP, IP routing tables, etc. Being able to
di scover what | P address a device has (or thinks it has) is
frequently a very valuable first step in diagnosing why it is
unabl e to communi cate on the | ocal network.

Appendi x E. Design Rationale for Encoding Negative Responses

Al ternative nethods of asserting nonexi stence were considered, such
as using an NXDOMVAI N response, or emtting a resource record with
zero-length rdata

Usi ng an NXDOMAI N response does not work well with Miulticast DNS. A
Uni cast DNS NXDOMAI N response applies to the entire nessage, but for
efficiency Miulticast DNS allows (and encourages) nultiple responses

in a single nessage. |If the error code in the header were NXDOMAI N,
it would not be clear to which name(s) that error code applied.

Asserting nonexi stence by emtting a resource record with zero-length

rdata would nmean that there would be no way to differentiate between
a record that doesn’t exist, and a record that does exist, with zero-
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length rdata. By anal ogy, nost file systens today allow enpty files,
so a file that exists with zero bytes of data is not considered
equivalent to a filename that does not exist.

A benefit of asserting nonexistence through NSEC records instead of

t hrough NXDOVAI N responses is that NSEC records can be added to the
Addi tional Section of a DNS response to offer additional information
beyond what the querier explicitly requested. For exanple, in
response to an SRV query, a responder should include A record(s)
giving its I Pv4 addresses in the Additional Section, and an NSEC
record indicating which other types it does or does not have for this
nane. |f the responder is running on a host that does not support

| Pv6 (or does support IPv6 but currently has no I Pv6 address on that
interface) then this NSEC record in the Additional Section wll

i ndicate this absence of AAAA records. |In effect, the responder is
saying, "Here’s nmy SRV record, and here are mny | Pv4 addresses, and
no, | don’t have any |Pv6 addresses, so don’'t waste your tine
asking". Wthout this information in the Additional Section, it

woul d take the querier an additional round-trip to perform an
additional query to ascertain that the target host has no AAAA
records. (Arguably Unicast DNS could also benefit fromthis ability
to express nonexistence in the Additional Section, but that is

out side the scope of this docunent.)

Appendi x F. Use of UTF-8

After many years of debate, as a result of the perceived need to
acconmodat e certain DNS inpl ementations that apparently couldn’t
handl e any character that’s not a letter, digit, or hyphen (and
apparently never would be updated to renmedy this limtation), the
Uni cast DNS community settled on an extrenely baroque encoding call ed
"Punycode" [RFC3492]. Punycode is a remarkably ingeni ous encodi ng
solution, but it is conplicated, hard to understand, and hard to

i mpl enent, using sophisticated techniques including insertion unsort
codi ng, generalized variable-length integers, and bias adaptation
The resulting encoding is remarkably conpact given the constraints,
but it's still not as good as sinple straightforward UTF-8, and it’'s
hard even to predict whether a given input string will encode to a
Punycode string that fits within DNS' s 63-byte limt, except by
simply trying the encodi ng and seeing whether it fits. Indeed, the
encoded size depends not only on the input characters, but on the
order they appear, so the sane set of characters nay or may not
encode to a | egal Punycode string that fits within DNS' s 63-byte
limt, depending on the order the characters appear. This is
extremely hard to present in a user interface that explains to users
why one nanme is allowed, but another nane containing the exact sane
characters is not. Neither Punycode nor any other of the "ASCII -
Conpati bl e Encodi ngs" [ RFC5890] proposed for Uni cast DNS may be used
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in Multicast DNS nessages. Any text being represented internally in
some ot her representation nmust be converted to canonical preconposed
UTF-8 before being placed in any Milticast DNS nessage.

Appendi x G Private DNS Namespaces

The special treatnent of nanes ending in ".local." has been

i mpl enented in Macintosh conputers since the days of Mac GOS 9, and
continues today in Mac OS X and i OS. There are also inplenentations
for Mcrosoft Wndows [B4W, Linux, and other platforns.

Sone network operators setting up private internal networks
("intranets") have used unregistered top-level donmains, and sone may
have used the ".local" top-level domain. Using ".local" as a private
top-level domain conflicts with Milticast DNS and may cause probl ens
for users. dients can be configured to send both Milticast and

Uni cast DNS queries in parallel for these nanes, and this does all ow
nanes to be | ooked up both ways, but this results in additiona
network traffic and additional delays in nanme resolution, as well as
potentially creating user confusion when it is not clear whether any
given result was received via link-local nulticast froma peer on the
same link, or fromthe configured uni cast name server. Because of

this, we recomrend agai nst using ".local" as a private Unicast DNS
top-1evel domain. W do not recommend use of unregistered top-I|eve
domains at all, but should network operators decide to do this, the

follow ng top-1evel domai ns have been used on private interna
net wor ks wi thout the problens caused by trying to reuse ".local." for
thi s purpose:

.intranet.
.internal

.private.

. corp.

. homre.

.| an.

Appendi x H. Depl oynent History

In July 1997, in an enail to the net-thinkers@ hunper.vneng.com
mailing list, Stuart Cheshire first proposed the idea of running the
Appl eTal k Name Bi ndi ng Protocol [RFC6760] over IP. As a result of
this and rel ated | ETF di scussions, the | ETF Zeroconf worki ng group
was chartered Septenber 1999. After various working group

di scussions and other informal |ETF discussions, several Internet-
Drafts were witten that were loosely related to the general thenes
of DNS and multicast, but did not address the service discovery
aspect of NBP

Cheshire & Krochmal St andards Track [ Page 67]



RFC 6762 Mul ticast DNS February 2013

In April 2000, Stuart Cheshire registered | Pv4 nulticast address
224.0.0.251 with I ANA [ MZ4] and began witing code to test and
devel op the idea of perform ng NBP-1ike service discovery using
Mul ticast DNS, which was documented in a group of three Internet-
Drafts:

o0 "Requirenments for a Protocol to Replace the Appl eTal k Narme Bi ndi ng
Protocol (NBP)" [RFC6760] is an overview explaining the Appl eTal k
Nane Bi ndi ng Protocol, because nmany in the | ETF community had
little first-hand experience using Appl eTal k, and confusion in the
| ETF community about what AppleTal k NBP did was causi ng confusion
about what would be required in an | P-based repl acenent.

o "Di scovering Nanmed | nstances of Abstract Services using DNS' [N AS]
proposed a way to perform NBP-1ike service discovery using DNS-
conpati bl e names and record types.

o "Miulticast DNS" (this docunent) specifies a way to transport those
DNS- conpati bl e queri es and responses using |P nulticast, for zero-
configuration environments where no conventional Unicast DNS server
was avail abl e.

In 2001, an update to Mac OS 9 added resolver library support for
host nane | ookup using Miulticast DNS. |If the user typed a nane such
as "MyPrinter.local." into any piece of networking software that used
the standard Mac OS 9 nane | ookup APls, then those nane | ookup APIs
woul d recogni ze the name as a dot-local nane and query for it by
sendi ng sinple one-shot Miulticast DNS queries to 224.0.0.251: 5353.
This enabl ed the user to, for exanple, enter the nane

"MyPrinter.local." into their web browser in order to view a
printer’s status and configuration web page, or enter the nane
"MyPrinter.local." into the printer setup utility to create a print

queue for printing docunents on that printer.

Mul ticast DNS responder software, with full service discovery, first
began shipping to end users in volune with the [aunch of Mac CS X
10. 2 "Jaguar" in August 2002, and network printer makers (who had

hi storically supported AppleTalk in their network printers and were
receptive to | P-based technol ogies that could offer themsimlar
ease-of -use) started adopting Milticast DNS shortly thereafter.

I n Septenber 2002, Apple released the source code for the
nDNSResponder daenon as Open Source under Apple’s standard Apple
Publ i c Source License (APSL).

Mul ticast DNS responder software becane avail able for M crosoft

W ndows users in June 2004 with the launch of Apple’ s "Rendezvous for
W ndows" (now "Bonjour for Wndows"), both in executable form (a
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downl oadabl e installer for end users) and as Open Source (one of the
supported platforns within Apple’'s body of cross-platformcode in the
publicly accessi bl e nDNSResponder CVS source code repository) [BJ].

I n August 2006, Apple re-licensed the cross-platform nDNSResponder
source code under the Apache License, Version 2.0.

In addition to desktop and | aptop computers running Mac OS X and

M crosoft Wndows, Miulticast DNS is now inplemented in a w de range
of hardware devices, such as Apple’'s "AirPort" wirel ess base
stations, iPhone and iPad, and in home gateways from ot her vendors,
network printers, network caneras, TiVo DVRs, etc.

The Open Source comunity has produced many i ndependent

i mpl enentations of Multicast DNS, sone in Clike Apple’s
nDNSResponder daenon, and others in a variety of different |anguages
i ncl udi ng Java, Python, Perl, and C#/ Mono.

In January 2007, the | ETF published the Informational RFC "Link-Loca
Mul ticast Name Resolution (LLMNR)" [RFC4795], which is substantially
simlar to Multicast DNS, but inconpatible in sone small but

i mportant ways. In particular, the LLMNR design explicitly excluded
support for service discovery, which made it an unsuitabl e candi date
for a protocol to replace AppleTal k NBP [ RFC6760] .

While the original focus of Miulticast DNS and DNS-Based Service

Di scovery was for zero-configuration environnents w thout a
conventional Unicast DNS server, DNS-Based Service Discovery also

wor ks using Uni cast DNS servers, using DNS Update [ RFC2136] [ RFC3007]
to create service discovery records and standard DNS queries to query
for them Apple’ s Back to My Mac service, |launched with Mac OGS X
10.5 "Leopard" in Cctober 2007, uses DNS-Based Service Discovery over
Uni cast DNS [ RFC6281] .

In June 2012, Google s Android operating system added native support

for DNS-SD and Multicast DNS with the android. net. nsd. NsdManager
class in Android 4.1 "Jelly Bean" (APl Level 16) [NSD].
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