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Abst ract

Qperators worl dwi de are in various stages of preparing for or
deploying IPv6 in their networks. These operators often face
difficult challenges related to I Pv6 introduction, along with those
related to I Pv4 run-out. Operators will need to neet the

si mul t aneous needs of | Pv6 connectivity and continue support for |Pv4d
connectivity for |egacy devices with a stagnant supply of |Pv4
addresses. The IPv6 transition will take npst networks froman | Pv4-
only environment to an | Pv6-doni nant environment with |ong transition
peri ods varying by operator. This docunent hel ps provide a franmework
for wireline providers who are faced with the chall enges of

i ntroducing IPv6 along with neeting the | egacy needs of |Pv4
connectivity, utilizing well-defined and comrercially available |IPv6
transition technol ogi es.

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc6782.
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1

| ntroducti on

Thi s docunent sets out to help wireline operators in planning their

| Pv6 depl oynents while ensuring continued support for |Pv6-incapable
consumer devices and applications. This docunment identifies which
technol ogi es can be used increnentally to transition fromlIPv4-only
to an | Pv6-dom nant environnment with support for Dual Stack
operation. The end state or goal for npst operators will be

| Pv6-only, but the path to this final state will depend heavily on
the anmpbunt of |egacy equi pnent resident in end networks and
management of long-tail 1Pv4-only content. Although no single plan
will work for all operators, options |isted herein provide a baseline
that can be included in nany plans.

Thi s docunent is intended for wireline environnments that include
cable, DSL, and/or fiber as the access nethod to the end consuner.
Thi s docunent attenpts to follow the principles laid out in

[ RFC6180], which provides guidance on using |IPv6 transition

nmechani sns. This docunent will focus on technol ogi es that enabl e and
mature |Pv6 within the operator’s network, but it will also include a
cursory view of |Pv4 connectivity continuance. This docunment will
focus on transition technol ogies that are readily available in

of f-the-shel f Customer Prem ses Equi prent (CPE) devices and
commerci al ly avail abl e network equi prment.

Qperator Assunptions
For the purposes of this docunent, the authors assume the follow ng:

- The operator is considering deploying IPv6 or is in the process of
depl oyi ng | Pv6.

- The operator has a | egacy | Pv4 subscriber base that will continue
to exist for a period of tinme.

- The operator will want to mninize the level of disruption to the
exi sting and new subscri bers.

- The operator may also want to nininize the nunber of technol ogies
and functions that are needed to nediate any given set of
subscribers’ flows (overall preference for native IP flows).

- The operator is able to run Dual Stack in its own core network and
is able to transition its own services to support |Pv6.
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Based on these assunptions, an operator will want to utilize

technol ogies that mnimze the need to tunnel, translate, or nediate
flows to help optimze traffic flow and | ower the cost inpacts of
transition technol ogies. Transition technol ogy sel ections should be
made to nediate the non-dominant IP famly flows and all ow native
routing (I Pv4 and/or 1Pv6) to forward the dom nant traffic whenever
possible. This allows the operator to mninmize the cost of |Pv6
transition technol ogies by mnimzing the transition technol ogy

depl oyrment si ze.

An operator may al so choose to prefer nmore |Pv6-focused nodel s where
the use of transition technologies is based on an effort to enable

| Pv6 at the base | ayer as soon as possible. Sone operators may want
to pronote IPv6 early on in the depl oynment and have IPv6 traffic
performoptimally fromthe outset. This desire would need to be

wei ghed agai nst the cost and support impacts of such a choice and the
quality of experience offered to subscribers.

3. Reasons and Considerations for a Phased Approach

When faced with the chall enges described in the introduction
operators may want to consi der a phased approach when adding IPv6 to
an exi sting subscriber base. A phased approach allows the operator
to add in IPv6 while not ignoring | egacy |Pv4 connection
requirenents. Some of the mmin challenges the operator will face

i ncl ude the foll ow ng:

- | Pv4d exhaustion may occur |ong before all traffic is able to be
delivered over |1Pv6, necessitating |IPv4 address sharing.

- |IPve will pose operational challenges, since some of the software
is quite new and has had short run time in large production
envi ronnents and organi zations are also not acclimatized to
supporting | Pv6 as a service.

- Connectivity nodes will nove fromIPv4-only to Dual Stack in the
hone, changi ng functional behaviors in the consuner network and
i ncreasi ng support requirenents for the operator.

- Although I Pv6 support on CPEs is a newer phenonenon, there is a
strong push by operators and the industry as a whole to enable
| Pv6 on devices. As demand grows, |Pv6 enablement will no | onger
be optional but will be necessary on CPEs. Docunents like
[ RFC6540] provide useful tools in the short termto help vendors
and i npl ementors understand what "I Pv6 support” neans.
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These chal l enges will occur over a period of tinme, which nmeans that
the operator’s plans need to address the ever-changing requirenents

of the network and subscriber demand. Although phases will be
presented in this docunent, not all operators may need to enabl e each
di screte phase. It is possible that characteristics in individua
networks may allow certain operators to skip or junp to various
phases.

3.1. Relevance of |IPv6 and | Pv4

The delivery of high-quality unencunbered Internet service should be
the primary goal for operators. Wth the inm nent exhaustion of

I Pv4, 1Pv6 will offer the highest quality of experience in the |ong
term Even though the operator nay be focused on | Pv6 delivery, it
shoul d be aware that both IPv4 and IPv6 will play a role in the

I nternet experience during transition. The Internet is nmade of many
i nterconnecting systens, networks, hardware, software, and content
sources -- all of which will support IPv6 at different rates.

Many subscri bers use ol der operating systens and hardware that
support | Pv4-only operation. Internet subscribers don't buy IPv4 or

| Pv6 connections; they buy Internet connections, which demand the
need to support both IPv4 and I Pv6 for as |long as the subscriber’s
honme network demands such support. The operator may be able to

| everage one or the other protocol to help bridge connectivity on the
operator’s network, but the home network will l|ikely demand both | Pv4
and | Pv6 for sone tinme.

3.2. |1Pv4 Resource Chall enges

Since connectivity to I Pv4-only endpoints and/or content will renmain
conmon, | Pv4 resource chall enges are of key concern to operators.
The lack of new | Pv4 addresses for additional devices neans that
nmeeting the growth in demand of |Pv4 connections in sone networks
wi Il require address sharing.

Net works are growing at different rates, including those in energing
mar ket s and established networks based on the proliferation of

| nternet - based services and devices. |Pv4 address constraints wll
likely affect many, if not npbst, operators at some point, increasing
the benefits of IPv6. |Pv4 address exhaustion is a consideration

when sel ecting technologies that rely on IPv4 to supply |Pv6
services, such as 6rd (1 Pv6 Rapid Depl oynent on | Pv4 Infrastructures)
[ RFC5969]. Additionally, if native Dual Stack is considered by the
operator, challenges related to | Pv4 address exhaustion remain a
concern.
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Sone operators nay be able to reclaimsmall anmounts of |Pv4 addresses
through addressing efficiencies in the network, although this wll
have few | asting benefits to the network and will not meet | onger-
term connectivity needs. Secondary markets for |Pv4 addresses have
al so begun to arise, but it’s not well understood how this wll

conpl emrent overall demand for Internet growmh. Address transfers
will also be subject to narket prices and transfer rules governed by
the Regi onal Registries.

The | ack of new gl obal |1Pv4 address allocations will therefore force
operators to support sonme form of |Pv4 address sharing and nmay i npact
technol ogi cal options for transition once the operator runs out of
new | Pv4 addresses for assignnent.

3.3. IPv6 Introduction and Operational Mturity

The introduction of 1Pv6 will require new operational practices. The
| Pv4 environnent we have today was built over many years and natured
by experience. Although many of these experiences are transferable
fromIPv4 to | Pv6, new experience and practices specific to I Pv6 will

be needed.
Engi neering and operational staff will need to devel op experience
with Pv6. |nexperience may lead to early | Pv6 depl oynent

instability, and operators should consider this when selecting
technologies for initial transition. Qperators nay not want to
subject their mature IPv4 service to a "new | Pv6" path initially
while it may be going through grow ng pains. Dual Stack Lite
(DS-Lite) [RFC6333] and NAT64 [ RFC6146] are both technol ogi es that
require IPv6 to support connectivity to | Pv4d endpoints or content
over an | Pv6-only access network.

Further, some of these transition technol ogies are new and require
refinement within running code. Deploynent experience is required to
expose bugs and stabilize software in production environnents. Mny
supporting systenms are al so under devel opment and have newy

devel oped I Pv6 functionality, including vendor inplenentations of
DHCPv6, nmanagenent tools, nonitoring systens, diagnostic systens, and
| oggi ng, along with other el enents.

Al t hough the base technol ogical capabilities exist to enable and run
I Pv6 in nost environnents, organizational experience is low Unti

such tinme as each key technical nenber of an operator’s organization
can identify IPv6 and can understand its relevance to the IP service
offering, howit operates, and how to troubl eshoot it, the depl oynent
needs to mature and may be subject to events that inpact subscribers.
This fact should not incline operators to delay their 1Pv6 depl oynent

Kuar si ngh & Howar d I nf or mati onal [ Page 7]



RFC 6782

but should drive themto deploy |Pv6 sooner

Wreline |Increnenta

| Pv6 Novenmber 2012

to gai n nmuch- needed

experience before IPv6 is the only viable way to connect new hosts to

t he net wor k.

It should also be noted that although many transition technol ogies

may be new, and sone code related to access environments nay be new,
there is a large segnent of the networking fabric that has had | Pv6
avail able for a long period of tine and has had extended exposure in

producti on.

Operators may use this to their advantage by first

enabling IPv6 in the core network and then worki ng outward towards

the subscri ber edge.

3.4. Service Managenent

Servi ces are managed w t hin nost
gl eani ng and nonitoring of
Qperators will
met hods,

only new address types containing 128-bit
but often both IPv4 and I Pv6 at the sane tine.
and recordi ng del egated prefixes along with single

address types,

address assignnents, wll likely

Wth any Dual Stack service --

NAT64,

managed sinultaneously to help provide the ful
| Pv6 managenent
integrated into the servi ce nanagenent

This woul d indicate that
but needs to be well
i nfrastructure
that many systens will
unnonitored and inmpairnments wll

need to address such nmanagement tools,
and storage facilities (such as databases) to dea

whet her
or some other service -- two address fam|lies may need to be

In the early transition phases,
be m ssed,

networks and are often based on the

| Pv4 addresses assigned to endpoints.

troubl eshoot i ng
with not

| Pv6 addresses [ RFC2460]
Exami nati on of

requi re additional devel opnent.

nati ve, 6rd-based, DS-Lite
I nt ernet experience.
is not just a sinple add-in

it’s quite likely
and that I Pv6 services will go
go undet ect ed.

These issues may be worthy of consideration when sel ecting

technol ogi es that
connectivity.
i npact | Pv4 services.
3.5. Suboptim
Native delivery of |IPv4 and | Pv6
delivery of Internet services to
are wel |l understood and networks
traffic efficiently. Transition

normal path of traffic or reduce
efficiencies built for native IP

devices may not be |located on the nost optina

Kuar si ngh & Howar d

require I Pv6 as the base protoco
Instability of the IPv6 service in such a case would

| nf or mat i ona

to deliver |Pv4

Operation of Transition Technol ogi es

provides a solid foundation for
subscribers, since native |IP paths
are often optim zed to send such
technol ogi es, however, may alter the
the path MIU, renoving many network
flows. Tunneling and translation
path in line with the
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natural traffic flow (based on route conputation) and therefore may
i ncrease latency. These paths nmay al so i ntroduce additional points
of failure.

CGenerally, the operator will want to deliver native |IPv6 as soon as
possible and utilize transition technol ogi es only when required.
Transition technol ogi es may be used to provide continued access to

| Pv4 via tunneling and/or translation or nmay be used to deliver |Pv6
connectivity. The delivery of Internet or internal services should
be consi dered by the operator, since supplying connections using a
transition technology will reduce overall performance for the
subscri ber.

When choosi ng between various transition technol ogies, operators
shoul d consi der the benefits and drawbacks of each option. Some
technol ogies, like Carrier-Gade NAT (CGN)/ NAT444, utilize many

exi sting addressi ng and nmanagenent practices. Oher options, such as
DS-Lite and NAT64, renove the | Pv4 addressing requirenment to the
subscri ber prem ses device but require |Pv6 to be operational and
wel | support ed.

3.6. Future |IPv6 Network

An operator should al so be aware that |onger-term plans may incl ude

| Pv6-only operation in all or much of the network. The |Pv6-only
operation may be conpl enented by technol ogi es such as NAT64 for | ong-
tail IPv4 content reach. This longer-termview may be distant to
some but shoul d be considered when planning out networks, addressing,
and services. The needs and costs of maintaining two I P stacks will
eventual |y becone burdensone, and sinplification will be desirable.
perators should plan for this state and not nmake | Pv6 i nherently
dependent on | Pv4, as this would unnecessarily constrain the network.

O her design considerations and gui delines for running an | Pv6
networ k shoul d al so be considered by the operator. Guidance on
designing an I Pv6 network can be found in [IPv6-DESI G\ and

[ 1 Pv6- | CP- ASP- GUI DANCE] .

4. 1Pv6 Transition Technol ogy Anal ysis

Operators shoul d understand the main transition technol ogies for |1Pv6
depl oyment and I Pv4 run-out. This docunent provides a brief
description of sone of the mainstream and comrercially avail abl e
options. This analysis is focused on the applicability of

technol ogies to deliver residential services and | ess focused on
conmer ci al access, wireless, or infrastructure support.
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Thi s docunent focuses on those technol ogies that are comercially
avail abl e and in depl oynent.

4.1. Automatic Tunneling Using 6to4 and Teredo

Even when operators may not be actively deploying |IPv6, autonmatic
nmechani sns exi st on subscriber operating systens and CPE hardware.
Such technol ogi es include 6to4 [ RFC3056], which is npbst comonly used
with anycast relays [RFC3068]. Teredo [RFC4380] is also used w dely
by many I nternet hosts.

Docurents such as [ RFC6343] have been witten to hel p operators
under st and observed probl ens with 6to4 depl oynents and provi de

gui delines on how to inprove their perfornance. An operator may want
to provide local relays for 6to4 and/or Teredo to help inprove the
protocol’s performance for anbient traffic utilizing these |IPv6
connectivity methods. Experiences such as those described in

[ COMCAST- | Pv6- EXPERI ENCES] show that | ocal relays have proved
beneficial to 6to4 protocol perfornmance.

Operators should al so be aware of breakage cases for 6to4 if

non-[ RFC1918] addresses are used within CGV NAT444 zones. Many

of f-the-shelf CPEs and operating systens nmay turn on 6to4 wthout a
valid return path to the originating (local) host. This particular
use case can occur if any space other than [ RFC1918] is used,

i ncl udi ng Shared Address Space [ RFC6598] or space registered to
anot her organi zation (squat space). The operator can use 6to4
Provi der Managed Tunnels (6to4-PMI) [RFC6732] or attenpt to bl ock
6t 04 operation entirely by blocking the anycast ranges associ ated
with [ RFC3068] .

4.2. Carrier-Gade NAT (NAT444)

Carrier-Grade NAT (CAN), specifically as deployed in a NAT444
scenario [ CGN-REQS], may prove beneficial for those operators who

of fer Dual Stack services to subscriber endpoints once they exhaust
their pools of IPv4 addresses. CGNs, and address sharing overall
are known to cause certain challenges for the | Pv4 service [ RFC6269]
[ NAT444- 1 MPACTS] but may be necessary, dependi ng on how an operator
has chosen to deal with IPv6 transition and | egacy | Pv4 connectivity
requi renents.

In a network where | Pv4 address availability is | ow, CG\V NAT444 may

provi de continued access to | Pv4 endpoints. Sone of the advantages
of using CGEV NAT444 include simlarities in provisioning and
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activation nodels. |1Pv4 hosts in a CG\V NAT444 depl oynment will
likely inherit the same addressing and nanagenent procedures as

| egacy | Pv4 globally addressed hosts (i.e., DHCPv4, DNS (v4), TFTP,
TR- 069, etc.).

4.3. 6rd

6rd [ RFC5969] provides a way of offering IPv6 connectivity to

subscri ber endpoi nts when native | Pv6 addressing on the access
network is not yet possible. 6rd provides tunneled connectivity for

| Pv6 over the existing IPv4 path. As the access edge is upgraded and
subscri ber prem ses equi pnent is replaced, 6rd can be replaced by
native | Pv6 connectivity. 6rd can be delivered on top of a CGV
NAT444 depl oynent, but this would cause all traffic to be subject to
sone type of transition technol ogy.

6rd may al so be advantageous during the early transition period while
IPv6 traffic volunmes are low. During this period, the operator can
gai n experience with IPv6 in the core network and inprove the
operator’s peering framework to match those of the I Pv4 service. 6rd
scal es by adding relays to the operator’s network. Another advantage
of 6rd is that the operator does not need a DHCPv6 address assi gnnent
infrastructure and does not need to support IPv6 routing to the CPE
to support a delegated prefix (as it’s derived fromthe | Pv4 address
and other configuration paraneters).

Client support is required for 6rd operation and may not be avail abl e
on depl oyed hardware. 6rd deploynents may require the subscriber or
operator to replace the CPE. 6rd will also require paraneter
configuration that can be powered by the operator through DHCPv4,
manual |y provisioned on the CPE, or automatically provisioned through
sone ot her means. Manual provisioning would likely linmt deploynment
scal e.

4.4, Native Dual Stack

Native Dual Stack is often referred to as the "gold standard" of |Pv6
and | Pv4 delivery. It is a method of service delivery that is

al ready used in many existing | Pv6 deploynents. Native Dual Stack
does, however, require that native |IPv6 be delivered through the
access network to the subscriber premises. This technol ogy option is
desirable in many cases and can be used immediately if the access
networ k and subscriber prenises equi prent support native | Pv6.
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An operator who runs out of |Pv4 addresses to assign to subscribers
will not be able to provide traditional native Dual Stack
connectivity for new subscribers. In Dual Stack depl oynments where
sufficient | Pv4 addresses are not avail abl e, CG\V NAT444 can be used
on the | Pv4 path.

Delivering native Dual Stack would require the operator’s core and
access networks to support IPv6. Qher systens, |ike DHCP, DNS, and
di agnosti c/ managenent facilities, need to be upgraded to support |Pv6
as well. The upgrade of such systens nay often be non-trivial and
costly.

4.5. DS-Lite

DS-Lite [ RFC6333] is based on a native |Pv6 connection nodel where

| Pv4 services are supported. DS-Lite provides tunnel ed connectivity
for 1Pv4 over the IPv6 path between the subscriber’s network device
and a provider-nanaged gateway (Address Family Transition Router
(AFTR)) .

DS-Lite can only be used where there is a native | Pv6 connection
bet ween the AFTR and the CPE. This nmay mean that the technol ogy’ s
use may not be viable during early transition if the core or access
network | acks | Pv6 support. During the early transition period, a
significant amount of content and services nay by |Pv4-only.
Qperators may be sensitive to this and may not want the newer |Pv6
path to be the only bridge to IPv4 at that time, given the potentia
i mpact. The operator may al so want to nake sure that nost of its
internal services and a significant amunt of external content are
avai | abl e over 1 Pv6 before deploying DS-Lite. The availability of
services on I Pv6 would help | ower the denmand on the AFTRs.

By sharing | Pv4d addresses anong nmultiple endpoints, |ike CGV NAT444,
DS-Lite can facilitate continued support of |egacy |Pv4 services even
after | Pv4 address run-out. There are sone functional considerations
to take into account with DS-Lite, such as those described in

[ NAT444- 1 MPACTS] and in [ DSLI TE- DEPLOYMENT] .

DS-Lite requires client support on the CPE to function. The ability
to utilize DS-Lite will be dependent on the operator providing
DS-Lite-capable CPEs or retail availability of the supported client
for subscriber-acquired endpoints.

4.6. NAT64
NAT64 [ RFC6146] provides the ability to connect |Pv6-only connected

clients and hosts to | Pv4 servers w thout any tunneling. NAT64
requires that the host and home network support |Pv6-only nodes of

Kuar si ngh & Howar d I nf or mati onal [ Page 12]



RFC 6782 Wreline Increnental |Pv6 Novenmber 2012

operation. Honme networks do not comonly contain equipnent that is
100% | Pv6-capable. 1t is also not anticipated that common home
networks will be ready for | Pv6-only operation for a nunber of years.
However, |Pv6-only networking can be depl oyed by early adopters or

hi ghly controll ed networks [RFC6586].

Viability of NAT64 will increase in wireline networks as consuner

equi prent is replaced by | Pv6-capabl e versions. There are incentives
for operators to nove to | Pv6-only operation, when feasible; these
include the sinplicity of a single-stack access network.

5. 1Pv6 Transition Phases

The phases described in this docunment are not provided as a rigid set
of steps but are considered a guideline that should be anal yzed by
operators planning their IPv6 transition. Operators may choose to
skip steps based on technol ogi cal capabilities within their specific
networ ks (residential/corporate, fixed/ nobile), their business

devel opnent perspectives (which may affect the pace of migration
towards full IPv6), or a conbination thereof.

The phases are based on the expectation that |IPv6 traffic vol ume may
initially be I ow, and operator staff wll gain experience with |IPv6
over tine. As traffic volunes of IPv6 increase, |Pv4 traffic vol unes
will decline (in percentage relative to IPv6), until IPv6 is the

donmi nant address famly used. Operators nay want to keep the traffic
flow for the dominant traffic class (1 Pv4 vs. |Pv6) native to help
manage costs related to transition technol ogies. The cost of using
mul tiple technol ogies in succession to optim ze each stage of the
transition should al so be conpared agai nst the cost of changi ng and
upgr adi ng subscri ber connecti ons.

Addi ti onal guidance and information on utilizing IPv6 transition
mechani sns can be found in [RFC6180]. Also, guidance on increnenta
CON for IPv6 transition can be found in [ RFC6264] .

5.1. Phase 0 - Foundation
5.1.1. Phase 0 - Foundation: Training

Training is one of the nobst inportant steps in preparing an

organi zation to support |IPv6. Most people have little experience
with I Pv6, and many do not even have a solid grounding in |IPv4. The
i mpl enentation of IPv6 will likely produce nmany chal | enges due to

i mmat ure code on hardware, and the evolution of nmany applications and
systens to support IPv6. To properly deal with these inmpending or
current chal |l enges, organizations must train their staff on |Pv6.

Kuar si ngh & Howar d I nf or mati onal [ Page 13]



RFC 6782 Wreline Increnental |Pv6 Novenmber 2012

Trai ning should al so be provided within reasonable tinelines fromthe
actual |1 Pv6 deploynment. This neans the operator needs to plan in
advance as it trains the various parts of its organization. New
technol ogy and engi neering staff often receive little training
because of their depth of know edge but nust at |east be provided
opportunities to read docunentation, architectural white papers, and
RFCs. (Operations personnel who support the network and ot her systens
need to be trained closer to the deploynent tinmeframes so that they

i mredi ately use their newfound know edge before forgetting.

Subscri ber support staff would require much nore basic but |arge-
scal e training, since nany organi zati ons have nmassive call centers to
support the subscriber base. Tailored training will also be required
for marketing and sales staff to help them understand | Pv6 and build
it into the product devel opment and sal es process.

5.1.2. Phase 0 - Foundation: System Capabilities

An i nportant component with any | Pv6 network architecture and

i mpl ementation is the assessnent of the hardware and operating
capabilities of the deployed equi prent (and software). The
assessment needs to be conducted irrespective of how the operator
plans to transition its network. The capabilities of the instal

base will, however, inpact what technol ogi es and nodes of operation
may be supported and therefore what technol ogi es can be consi dered
for the transition. |If sone systens do not neet the needs of the

operator’s | Pv6 depl oynent and/or transition plan, the operator nay
need to plan for replacenment and/or upgrade of those systens.

5.1.3. Phase 0 - Foundation: Routing

The network infrastructure will need to be in place to support |Pv6.
This includes the routed infrastructure, along with addressing
principles, routing principles, peering policy, and rel ated network
functions. Since IPv6 is quite different fromIPv4 in several ways,
i ncludi ng the nunber of addresses that are made avail abl e, carefu
attention to a scal abl e and nanageabl e architecture is needed. One
such change is the notion of a del egated prefix, which deviates from
the common si ngl e-address phenonenon in | Pv4d-only depl oynents.

Depl oyi ng prefixes per CPE can |oad the routing tables and require a
routing protocol or route gleaning to manage connectivity to the
subscriber’s network. Delegating prefixes can be of specific

i mportance in access network environnents where downstream

subscri bers often nove between access nodes, raising the concern of
frequent renunbering and/or managi ng noverment of routed prefixes
within the network (comron in cabl e-based networks).
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5.1.4. Phase 0 - Foundation: Network Policy and Security

Many, but not all, security policies will nmap easily fromlIPv4 to

| Pv6. Some new policies may be required for issues specific to |IPv6
operation. This document does not highlight these specific issues
but raises the awareness that they are to be taken into consideration
and shoul d be addressed when delivering |Pv6 services. Oher |ETF
docunents, such as [RFC4942], [RFC6092], and [RFC6169], are excellent
resour ces.

5.1.5. Phase 0 - Foundation: Transition Architecture

Qperators should plan out their transition architecture in advance
(with roomfor flexibility) to help optimze howthey will build out
and scale their networks. Should operators consider nultiple
technol ogi es, |ike CG\V NAT444, DS-Lite, NAT64, and 6rd, they may want
to plan out where network resident equi pmrent may be | ocated and
potentially choose | ocations that can be used for all functiona
roles (i.e., placenent of a NAT44 translator, AFTR, NAT64 gateway,
and 6rd relays). Although these functions are not inherently
connected, additional managenent, diagnostic, and nonitoring
functions can be depl oyed al ongside the transition hardware without
the need to distribute these functions to an excessive or divergent
nunmber of | ocations.

Thi s approach may al so prove beneficial if traffic patterns change
rapidly in the future, as operators nay need to evolve their
transition infrastructure faster than originally anticipated. One
such exanple may be the novement from a CGV NAT44 nodel (Dual Stack)
to DS-Lite. Since both traffic sets require a translation function
(NAT44), synchroni zed pool managenent, routing, and nmanagement system
posi tioning can allow rapid novenent (the technol ogical neans to
re-provision the subscriber notwithstanding).

Operators should informtheir vendors of what technol ogies they plan
to support over the course of the transition to nmake sure the

equi prent is suited to support those nodes of operation. This is

i mportant for both network gear and subscriber premn ses equi prent.

Operators should also plan their overall strategy to nmeet the target
needs of an IPv6-only deploynent. As traffic noves to |IPv6, the
benefits of only a single stack on the access network may eventual ly
justify the renoval of IPv4 for sinmplicity. Planning for this
eventual nodel, no matter how far off this may be, will help
operators enbrace this end state when needed.
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5.1.6. Phase 0 - Foundation: Tools and Managenent

The operator should thoroughly analyze all provisioning and
management systens to develop requirements for each phase. This wll
i ncl ude concepts related to the 128-bit |1 Pv6 address, the notation of
an assigned IPv6 prefix (Prefix Delegation), and the ability to
detect either or both address famlies when deternmining if a

subscri ber has full Internet service.

If an operator stores usage information, this would need to be
aggregated to include both IPv4 and 1 Pv6 information as both address
fam lies are assigned to the sane subscriber. Tools that verify
connectivity may need to query the IPv4 and | Pv6 addresses.

5.2. Phase 1 - Tunnel ed | Pv6

Tunnel ed access to | Pv6 can be regarded as an early-stage transition
option by operators. Many network operators can depl oy native |Pv6
fromthe access edge to the peering edge fairly quickly but may not
be able to offer I Pv6 natively to the subscriber edge device. During
this period of tine, tunneled access to IPv6 is a viable alternative
to native IPv6. It is also possible that operators may be rolling
out IPv6 natively to the subscriber edge, but the time involved may
be long, due to logistics and other factors. Even while carefully
rolling out native | Pv6, operators can deploy relays for autonmatic
tunneling technol ogies |like 6to4 and Teredo. Were native IPv6 to
the access edge is a longer-term project, operators can consider 6rd
[ RFC5969] as an option to offer in-home |Pv6 access. Note that 6to4
and Teredo have different address selection [RFC6724] behaviors than
6rd. Additional guidelines on deploying and supporting 6to4 can be
found in [ RFC6343].

The operator can deploy 6rd relays into the network and scal e them as
needed to neet the early subscriber needs of IPv6. Since 6rd

requi res the upgrade or replacenent of CPE devices, the operator nmay
want to ensure that the CPE devices support not just 6rd but native
Dual Stack and other tunneling technol ogies, such as DS-Lite, if
possi bl e [I Pv6-CE-RTR-REQS]. 6rd clients are becomi ng available in
sone retail channel products and within the original equipnent

manuf acturer (CEM market. Retail availability of 6rd is inportant,
since not all operators control or have influence over what equi prent
i s deployed in the consunmer honme network. The operator can support
6rd access with unmanaged devi ces using DHCPv4 Option 212

(OPTI ON_6RD) [ RFC5969].
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Figure 1. 6rd Basic Mdel

6rd used as an initial transition technol ogy al so provides the added
benefit of a deterministic |Pv6e prefix based on the |IPv4 assigned
address. Many operational tools are available or have been built to
identify what | Pv4 (often dynami c) address was assigned to a
subscriber CPE. So, a sinple tool and/or nethod can be built to help
identify the 1 Pv6 prefix using the know edge of the assigned | Pv4
addr ess.

An operator may choose to not offer internal services over IPv6 if
tunnel ed access to IPv6 is used, since sone services generate a | arge
amount of traffic. Such traffic may include video content, |ike
IPTV. By limiting how nuch traffic is delivered over the 6rd
connection (if possible), the operator can avoid costly and conpl ex
scaling of the relay infrastructure

.2.1. 6rd Depl oynent Considerations

Depl oying 6rd can greatly speed up an operator’s ability to support

| Pv6 to the subscriber network if native |IPv6 connectivity cannot be
supplied. The speed at which 6rd can be deployed is highlighted in
[ RFC5569] .

The first core consideration is deploynent nodels. 6rd requires the
CPE (6rd client) to send traffic to a 6rd relay. These relays can
share a commopn anycast address or can use uni que addresses. Using an
anycast nodel, the operator can deploy all the 6rd relays using the
sane |Pv4d interior service address. As the |oad increases on the
depl oyed rel ays, the operator can deploy nore relays into the
network. The one drawback is that it may be difficult to nmanage the
traffic volume anong additional relays, since all 6rd traffic wll
find the nearest (in terns of 1GP cost) relay. The use of multiple
rel ay addresses can help provide nmore control but has the

di sadvant age of being nore conplex to provision. Subsets of CPEs
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across the network will require and contain different rel ay
information. An alternative approach is to use a hybrid nodel using
mul ti pl e anycast service | P addresses for clusters of 6rd rel ays,
shoul d the operator anticipate massive scaling of the environnent.
Thus, the operator has multiple vectors by which to scale the

servi ce.

Fomm e +
I I
| Pv4 Addr.X | 6rd |
- - - > | Relay |
R + / | |
| dient A | < - - e +

Fom e +

Separate | Pv4 Service Addresses

S +
| Cdient B | < - - A +
R + \ | |
- - - > 1 eérd |
[Pv4 Addr.Y | Relay |
I I
Fomm e m oo - +

I +
I I
| Pv4 Addr.X | 6rd |
- - - > | Relay |
Foommemmmm - + / | |
| dient A |- - - - Fommmaa +
e +
Conmon (Anycast) | Pv4 Service Addresses
TSR +
| dient B | - - - S +
Foommemmm- - + \ | |
---> 1 é6rd |
| Pv4 Addr.X | Relay |
I I
Fomm e +

Figure 3. 6rd Anycast |Pv4 Service Address Model

Provi sioning of the 6rd endpoints is affected by the depl oynent nodel
chosen (i.e., anycast vs. specific service |IP addresses). Using
multiple | P addresses may require nore planning and nanagement, as
subscri ber equipnment will have different sets of data to be
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provi sioned into the devices. The operator nmay use DHCPv4, nanua
provi si oning, or other nechanisns to provide paraneters to subscri ber

equi prent .
If the operator nanages the CPE, support personnel will need tools
able to report the status of the 6rd tunnel. Usage information can

be collected on the operator edge, but if source/destination flow
details are required, data nust be collected after the 6rd relay (the
| Pv6 side of the connection).

6rd [ RFC5969], |ike any tunneling option, is subject to a reduced
MIU, so operators need to plan to manage this type of environnent.
R + | Pv4 Encapsulation +------------ +
| +- - - - - - - - - - -+ |
| 6rd R + 6rd R
| | | Pv6 Packet | Rel ay | 1Pv6 Packet
| dient +--------mmmmaaiaaa + e
| - - - - - - - - - - -+ | N
- + A e + |
| |
| Pv4 (Tool s/ Mgnt) | Pv6 Fl ow Anal ysi s

Figure 4. 6rd Tools and Fl ow Managenent
5.3. Phase 2 - Native Dual Stack

Either as a followup phase to "tunneled IPv6" or as an initial step,
the operator may deploy native IPv6 down to the CPEs. This phase
woul d then allow both IPv6 and IPv4 to be natively accessed by the
subscri ber honme network w thout translation or tunneling. The native
Dual Stack phase can be rolled out across the network while the
tunnel ed 1 Pv6 service remains operational, if used. As areas begin
to support native |IPv6, subscriber hone equi pnent will generally
prefer using the | Pv6 addresses derived fromthe del egated | Pv6
prefix versus tunneling options as defined in [ RFC6724], such as 6to4
and Teredo. Specific care is needed when noving to native Dual Stack
frome6rd, as documented in [6rd- SUNSETTI NG .

Native Dual Stack is the best option at this point in the transition
and shoul d be sought as soon as possible. During this phase, the
operator can confidently nove both internal and external services to
| Pv6. Since there are no translation devices needed for this node of
operation, it transports both protocols (I1Pv6 and |IPv4) efficiently
Wit hin the network.

Kuar si ngh & Howar d I nf or mati onal [ Page 19]



RFC 6782 Wreline Increnental |Pv6 Novenmber 2012

5.3.1. Native Dual Stack Depl oynment Considerations

Native Dual Stack is a very desirable option for the IPv6 transition
if feasible. The operator must enable |IPv6 on the network core and
peering edge before attenpting to turn on native |Pv6 services.

Addi tionally, provisioning and support systens such as DHCPv6, DNS
and other functions that support the subscriber’s |IPv6 |nternet
connection need to be in place.

The operator must treat |Pv6 connectivity with the sane operationa

i mportance as | Pv4. A poor |IPv6 service may be worse than not
offering an I Pv6 service at all, as it will negatively inpact the
subscriber’s Internet experience. This nmay cause users or support
personnel to disable IPv6, limting the subscriber fromthe benefits
of I Pv6 connectivity as network perfornance inproves. New code and

| Pv6 functionality may cause instability at first. The operator will
need to nonitor, troubleshoot, and resolve issues pronptly.

Prefix assignnent and routing are new for common residentia
services. Prefix assignment is straightforward (DHCPv6 using
Identity Associations for Prefix Delegation (1A PDs)), but
installation and propagation of routing information for the prefix,
especially during access |layer instability, are often poorly
understood. The operator should devel op processes for renunbering
subscri bers who nove to new access nodes.

Operators need to keep track of the dynamically assigned |Pv4 address
along with the I Pv6 address and prefix. Any additional dynamc

el ements, such as auto-generated host nanes, need to be considered
and pl anned for.

5.4. Internmedi ate Phase for CGN

Acquiring nmore | Pv4 addresses is already challenging, if not

i mpossi bl e; therefore, address sharing nmay be required on the |Pv4
path of a Dual Stack depl oynent. The operator nmay have a preference
to nove directly to a transition technol ogy such as DS-Lite [ RFC6333]
or may use Dual Stack with CGAV NAT444 to facilitate | Pv4 connections.

CGN/ NAT444 requires | Pv4 addressi ng between the subscriber prenises
equi pment and the operator’s translator; this nmay be facilitated by
shared addresses [ RFC6598], private addresses [RFC1918], or anot her
address space. CGV NAT444 is only recommended to be used al ongsi de
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IPv6 in a Dual Stack deploynent and not on its own. Figure 5
provi des a conparative view of a traditional |Pv4 path versus one
that uses CQAV NAT444.

Fommm e o + aaa--
| | / \

IPv4 Flow | CGN | | |

- - -> + + < -> | |

Homoooee + / | | | |
| CPE | <- - -/ Fommmm e + | | Pv4d |
| --------- + | Net |
| |

Foeme - + | Pv4 Fl ow | |
| CPE | <= - - = - - - - - - - - - - - > |
[--------- + \ /

Figure 5: Overlay CGN Depl oynent

In the case of native Dual Stack, CGV NAT444 can be used to assist in
extendi ng connectivity for the I Pv4 path while the I Pv6 path renunins
native. For endpoints operating in an | Pv6+CGV NAT444 nodel, the
native IPv6 path is avail able for higher-quality connectivity,

hel pi ng host operation over the network. At the sane tine, the CGN
path nay offer | ess than optimal perfornance. These points are also
true for DS-Lite.

Fommmm e + -

| | / \

| Pv4 Fl ow | CGN | | | Pv4 |

- - -> + + < -> | Net |

R + / | | \ /
| | <= - -/ E R + ea-a--

| Dual |

| Sstack | -----

| CPE | | Pv6 Fl ow [ 1Pv6 \

| | <= - - = - - - - - - - - - - - > Net |

[--------- + \ /

Figure 6: Dual Stack with CGN

CG\ NAT444 depl oynents may nmake use of a nunber of address options,
whi ch include [RFC1918] or Shared Address Space [RFC6598]. It is

al so possible that operators may use part of their own Regi onal
Internet Registry (RIR) assigned address space for CGN zone
addressing if [RFCL918] addresses pose technical challenges in their
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networks. It is not recomended that operators use 'squat space’, as
it may pose additional challenges with filtering and policy contro
[ RFC6598] .

5.4.1. CGN Depl oynment Consi derations

CGN is often considered undesirable by operators but is required in
many cases. An operator who needs to depl oy CGN capabilities should
consi der the inpacts of the function on the network. CGNis often
depl oyed in addition to running |IPv4 services and shoul d not
negatively inpact the already working native |IPv4 service. CGNs will
be needed on a small scale at first and will grow to neet the demands
based on traffic and connection dynam cs of the subscriber, content,
and network peers.

The operator may want to deploy CG\s nore centrally at first and then
scal e the system as needed. This approach can hel p conserve the
costs of the system limting the depl oyed base and scaling it based
on actual traffic denmand. The operator should use a depl oynent nodel
and architecture that allow the systemto scale as needed.

o, + oo
| | / \
| OGN | I I
- - -> + < -> | |
R + / | | | |
I CPE | <= - -/ . + | 1Pv4 |
I I A I I
|--mmm + | . | Net |
too-m-- - + Centralized |
Hommmomom + I I CGN |
I I | CGN | I I
| CPE | <- >+ + < - - - - e - >
|--------- + | | \ /
R + o

Di stributed CGN
Figure 7: CGN Deploynent: Centralized vs. Distributed
The operator may be required to log translation informtion
[CGN-REQS]. This logging nay require significant investnent in

external systens that ingest, aggregate, and report such information
[ DETERM NI STI C- CQ\] .
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Since CGN has noticeable inpacts on certain applications
[ NAT444- 1 MPACTS], operators nmay deploy CGN only for those subscribers
who may be less affected by CGN (if possible).

5.5. Phase 3 - I Pv6-Only

Once native IPv6 is widely deployed in the network and well supported
by tools, staff, and processes, an operator nay consider supporting
only I1Pv6 to all or sone subscriber endpoints. During this fina
phase, |Pv4 connectivity may or may not need to be supported,
dependi ng on the conditions of the network, subscriber demand, and

| egacy device requirenents. |If |egacy |IPv4 connectivity is stil
denanded (e.g., for ol der nodes), DS-Lite [RFC6333] nmay be used to
tunnel the traffic. |If I1Pv4 connectivity is not required but access
to legacy I Pv4 content is, then NAT64 [ RFC6144] [RFC6146] can be
used.

5.5.1. DS-Lite

DS-Lite allows continued access for the | Pv4 subscriber base using
address sharing for IPv4 Internet connectivity but with only a single
| ayer of translation, as conmpared to CGN NAT444. This node of
operation also renoves the need to directly supply subscri ber
endpoints with an I Pv4 address, potentially sinplifying the
connectivity to the custoner (single address family) and supporting

| Pv6-only addressing to the CPE

The operator can al so nove Dual Stack endpoints to DS-Lite
retroactively to help optim ze the | Pv4d address-sharing depl oynent by
renovi ng the |1 Pv4 address assignment and routing component. To
mnimze traffic needing translation, the operator should have

al ready noved nost content to | Pv6 before the | Pv6-only phase is

i mpl ement ed.

Fomm e m oo - + a----
| / \
Encap | Pv4 Flow | AFTR | | 1Pv4d
------- + +---+ Net |
R + / | | \ /
| | / E S + a----
| DS-Lite +------- -
| | / \
| dient | | Pv6 Fl ow | 1Pv6
| R e I | Net |
| | \ /
T + e

Figure 8: DS-Lite Basic Mde
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If the operator had previously decided to enable a CG\V NAT444

depl oyment, it nay be able to co-locate the AFTR and CGV NAT444
processing functions within a conmon network | ocation to sinplify
capaci ty managenent and the engi neering of flows. This case may be
evident in a later transition stage, when an operator chooses to
optimze its network and | Pv6-only operation is feasible.

5.5.2. DS-Lite Deploynent Considerations

The sane depl oyment consi derati ons associated with native |Pv6

depl oynments apply to DS-Lite and NAT64. 1Pv4 will now be dependent
on | Pv6 service quality, so the I Pv6 network and services nust be
running well to ensure a quality experience for the end subscri ber
Tool s and processes will be needed to nmanage the encapsul ated | Pv4
service. |If flow analysis is required for IPv4 traffic, this may be
enabl ed at a point beyond the AFTR (after decapsul ati on) or where
DS-Lite-aware equi pment is used to process traffic m dstream

AT + | Pv6 Encapsulation +------------ +

| + - - - - - e - e - - a4

| AFTR  #---mmmmmme o i + AFTR Fom -
| | | Pv4 Packet | | 1 Pv4d Packet
| dient +--------------- + A
L --------- + A dommmea +

I
| Pv6 (Tool s/ Mynt) | Pv4 Packet Fl ow Anal ysis

—_— >

M dstream | Pv4 Packet Flow Anal ysis (Encapsul ati on Aware)
Figure 9: DS-Lite Tools and Fl ow Anal ysis

DS-Lite [ RFC6333] also requires client support on the subscriber
prem ses device. The operator nust clearly articulate to vendors
whi ch technol ogies will be used at which points, how they interact
with each other at the CPE, and how they will be provisioned. As an
exanpl e, an operator may use 6rd in the outset of the transition
then nove to native Dual Stack followed by DS-Lite.

DS-Lite [ RFC6333], like any tunneling option, is subject to a reduced
MIU, so operators need to plan to manage this type of environnent.
Addi tional considerations for DS-Lite deploynents can be found in

[ DSLI TE- DEPLOYNENT] .
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5.5.3. NAT64 Depl oynent Consi derations

The depl oyment of NAT64 assumes that the network assigns an | Pv6
address to a network endpoint that is translated to an | Pv4 address
to provide connectivity to IPv4 Internet services and content.
Experinments such as the one described in [ RFC6586] highlight issues
related to | Pv6-only depl oynents due to | egacy |IPv4 APIs and | Pv4d
literals. Many of these issues will be resolved by the eventua
renoval of this undesirable | egacy behavior. Operational depl oynment
nodel s, considerations, and experiences related to NAT64 have been
docunent ed i n [ NAT64- EXPERI ENCE] .

R + -
| | / \
IPv6 Flow | NAT64 | | IPv4 |
------- + DNS64 +---+ Net |
S + / | | \ /
| | / RRRREE + e
| IPV6  A-------
| | / \
| oy | | Pv6 Fl ow | 1Pv6 |
| e o e e | Net |
| | \ /
e e +

Fi gure 10: NAT64/ DNS64 Basi c Mode

To navigate sone of the limtations of NAT64 when dealing with | egacy
| Pv4 applications, the operator may choose to inplement 464XLAT

[ 464XLAT] if possible. As support for I1Pv6 on subscriber equi pment
and content increases, the efficiency of NAT64 increases by reducing
the need to translate traffic. NAT64 depl oynents woul d see an
overall decline in translator usage as nore traffic is pronoted to

| Pv6-to-1Pv6 native comruni cati on. NAT64 may play an inportant part
in an operator’s |late-stage transition, as it rempoves the need to
support | Pv4 on the access network and provides a solid go-forward
net wor ki ng nodel .

It should be noted, as with any technol ogy that utilizes address
sharing, that the I Pv4 public pool sizes (IPv4 transport addresses
per [RFC6146]) can pose linmts to |IPv4 server connectivity for the
subscri ber base. Qperators should be aware that some I Pv4d growh in
the near termis possible, so IPv4 translation pools need to be
noni t or ed
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6. Security Considerations

Operators should review the docunmentation related to the technol ogi es
selected for IPv6 transition. |In those reviews, operators should
under st and what security considerations are applicable to the chosen
technol ogies. As an exanple, [RFC6169] should be reviewed to
understand security considerations related to tunneling technol ogies.
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