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1. Introduction

Wth the shortage of | Pv4 addresses, it is expected that nore
Internet Service Providers (ISPs) may want to provide a service where
a public IPv4 address woul d be shared by nany subscribers. Each
subscriber is assigned a private address, and a Network Address
Transl ator (NAT) [RFC2663] situated in the ISP's network translates
the traffic between private and public addresses. Wen a second |Pv4
NAT is located at the customer edge, this results in tw |ayers of
NAT.

Thi s service can conceivably be offered al ongsi de others, such as

| Pv6 services or regular |Pv4 service assigning public addresses to
subscribers. Some |SPs started offering such a service |ong before
there was a shortage of |1Pv4 addresses, showing that there are
driving forces other than the shortage of |Pv4 addresses. One
approach to CGN depl oynent is described in [ RFC6264] .

Thi s docunent describes behavior that is required of those nmulti-

subscri ber NATs for interoperability. It is not an | ETF endor senent
of CGNs or a real specification for CGNs; rather, it is just a
m ni mal set of requirements that will increase the likelihood of

appl i cati ons worki ng across CGNs.

Because subscribers do not receive unique |Pv4 addresses, Carrier-
G ade NATs introduce substantial linmtations in conmunications

bet ween subscribers and with the rest of the Internet. In
particular, it is considerably nore involved to establish proxy
functionality at the border between internal and external real ns.
Sone applications may require substantial enhancenents, while sone
others may not function at all in such an environnment. Please see
"Issues with | P Address Sharing" [RFC6269] for details.
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Thi s docunent builds upon previous works describing requirenents for
generi ¢ NATs [ RFC4787] [ RFC5382] [ RFC5508]. These docunents, and their
updates if any, still apply in this context. What follows are

addi tional requirements, to be satisfied on top of previous ones.

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWVMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

Readers are expected to be famliar with "Network Address Transl ation
(NAT) Behavioral Requirenents for Unicast UDP' [RFC4787] and the
terns defined there. The following additional termis used in this
document :

Carrier-Grade NAT (CAV): A NAT-based [ RFC2663] | ogical function used
to share the sanme | Pv4 address anong several subscribers. A CGN
i s not managed by the subscribers.

Note that the term"carrier-grade" has nothing to do with the
quality of the NAT; that is left to discretion of inplementers.
Rather, it is to be understood as a topol ogical qualifier: the
NAT is placed in an ISP's network and translates the traffic of
potentially many subscribers. Subscribers have limted or no
control over the CG\, whereas they typically have full contro
over a NAT placed on their prenises.

Note al so that the CGN described in this document is |Pv4-only.
| Pv6 address translation is not considered.

However, the scenario in which the IPv4-only CGN | ogica
function is used may include | Pv6 el enents. For exanple, Dual-
Stack Lite (DS-Lite) [RFC6333] uses an | Pv4-only CGN | ogica
function in a scenario maki ng use of | Pv6 encapsul ation
Therefore, this document would al so apply to the CGN part of
DS-Lite.
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Figure 1 summarizes a comon network topology in which a CGN

oper at es.
i I nt er net
............... |
| | SP net wor k
Ext ernal pool:
192.0.2.1/26
+H------ ++ External realm
........... | CON  |...... ...
oo - ++ Internal realm
10.0.0.1 | |
| |
| | | SP net wor k
............. | |
| | Custoner prem ses
10. 0. 0. 100 | | 10.0.0.101
R R S ++
| CPE1 | CPE2 | etc.
S DI ++ At ----- ++
(I P addresses are only for exanple purposes)
Figure 1. CGN Network Topol ogy
Anot her possible topology is one for hotspots, where there is no

customer prem se or custoner

fairness is an issue.

prem ses equi prent ( CPE)
CGN serves a bunch of customers who don't trust each other;

Thi s,

however ,

but where a

hence,

One inmportant difference with the previous
topol ogy is the absence of a second |ayer of NAT.

has

no i npact on CGN requirenents since they are driven by fairness and

robustness in the service provided to customers,

bot h cases.
3. Requirenments for CGNs

VWhat follows is a |list of

requi rements for CGNs.

whi ch applies in

They are in

addition to those found in other documents such as [ RFC4787],

[ RFC5382], and [ RFC5508] .

REQ 1:

protocol, then it MJST ful fil
behavi oral requirenents.
fol |l ows:

a. "NAT Behavi ora

Perreault, et al

Requi renents for

Uni cast UDP"

Best Current Practice

If a CGN forwards packets containing a given transport
that transport protocol’s
Current applicable docunents are as

[ RFCA787]
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b. "Network Address Transl ati on (NAT) Behavi oral Requirenents for
TCP" [ RFC5382]

c. "NAT Behavioral Requirerments for | CV" [RFC5508]

d. "Network Address Transl ati on (NAT) Behavi oral Requirenents for
t he Dat agram Congestion Control Protocol (DCCP)" [RFC5597]

Any future NAT behavi oral requirements docunments for |Pv4
transport protocols will inpose additional requirenents for CG\s
on top of those stated here.

Justification: It is crucial for CG\s to naxim ze the set of
applications that can function properly across them The | ETF has
docunented the best current practices for UDP, TCP, |CWP, and
DCCP

REQ- 2: A CGN MJUST have a default "IP address pooling" behavior of
"Paired" (as defined in Section 4.1 of [RFC4787]). A CGN MAY
provi de a mechani sm for administrators to change this behavior on
an application protocol basis.

* \When multiple overlapping internal |IP address ranges share the
sanme external |P address pool (e.g., DS-Lite [RFC6333]), the
"I P address pooling" behavior applies to nappi ngs between
external |P addresses and internal subscribers rather than
bet ween external and internal |P addresses.

Justification: This stronger formof REQ 2 from[RFC4787] is
justified by the stronger need for not breaking applications that
depend on the external address renaining constant.

Note that this requirement applies regardl ess of the transport
protocol. In other words, a CGN nust use the same external |P
address mapping for all sessions associated with the sanme interna
| P address, be they TCP, UDP, |CWP, sonething else, or a mx of

di fferent protocols.

The justification for allow ng other behaviors is to allow the

adm ni strator to save external addresses and ports for application
protocols that are known to work fine with other behaviors in
practice. However, the default behavior MJST be "Paired".

REQ 3: The CGN function SHOULD NOT have any linitations on the size
or the contiguity of the external address pool. |In particular
the COGN function MJST be configurable with contiguous or non-
conti guous external |Pv4 address ranges.
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Justification: Gven the increasing rarity of |Pv4 addresses, it is
becom ng harder for an operator to provide |arge contiguous
address pools to CG\s. Additionally, operational flexibility may
requi re non-conti guous address pools for reasons such as
differentiated services, routing nanagement, etc.

The reason for having SHOULD i nstead of MJUST is to account for
[imtations inposed by avail able resources as well as constraints
i mposed for security reasons.

REQ 4: A CGN MJST support limting the nunber of external ports (or
equi valently, "identifiers" for ICMP) that are assigned per
subscri ber.

a. Per-subscriber limts MJST be configurable by the CGN
adm ni strator.

b. Per-subscriber Iimts MAY be configurable i ndependently per
transport protocol

c. Additionally, it is RECOMENDED that the CGN include
admi ni strator-adjustable thresholds to prevent a single
subscri ber from consum ng excessive CPU resources fromthe CGN
(e.g., rate-limt the subscriber’s creation of new nappings).

Justification: A CGN can be considered a network resource that is
shared by conpeting subscribers. Linmting the nunber of externa
ports assigned to each subscriber nitigates the denial -of-service
(DoS) attack that a subscriber could |aunch agai nst ot her
subscribers through the CG\ in order to get a | arger share of the
resource. It ensures fairness anong subscribers. Linmting the
rate of allocation mitigates a simlar attack where the CPU is the
resource being targeted instead of port numbers. However, this
requirement is not a MIUST because it is very hard to explicitly
call out all CPU consum ng events.

REQ 5: A CGN SHOULD support linmting the ambunt of state nenory
al | ocated per mappi ng and per subscriber. This may include
l[imting the nunber of sessions, the nunber of filters, etc.,
dependi ng on the NAT inplenmentation.

a. Limts SHOULD be configurable by the CGN adm nistrator.

b. Additionally, it SHOULD be possible to limt the rate at which
menory-consum ng state el enents are all ocat ed.
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Justification: A NAT needs to keep track of TCP sessions associ ated
with each mapping. This state consunes resources for which, in
the case of a CGN, subscribers may conpete. It is necessary to
ensure that each subscri ber has access to a fair share of the
CON' s resources. Limting the rate of allocation is intended to
prevent CPU resource exhaustion. Item"B" is at the SHOULD | eve
to account for the fact that neans other than rate limting may be
used to attain the sane goal

REQ 6: It MJST be possible to administratively turn off translation
for specific destination addresses and/or ports.

Justification: It is comon for a CGN adnministrator to provide
access for subscribers to servers installed in the ISP s network
in the external realm Wen such a server is able to reach the
internal realmvia normal routing (which is entirely controlled by
the 1SP), translation is unneeded. |In that case, the CGN may
forward packets without nodification, thus acting like a plain
router. This nmay represent an inportant efficiency gain

Figure 2 illustrates this use-case.

X1:x1 X1 x1l X2: x2
+---+from X1: x1 +---+from X1:x1 +-- -+
| C| to X2:x2 | | to X2:x2 | S

| 1| >>>5555>555>>] C | >>5>5>55>5>>>>| e

| i | G| | r |
| e | <<<<<<<<<c<c<g] N | <<<<<<<<| v |
| n |fromX2:x2 | | from X2: x2 | e |
| t | to Xl:x1l | | to X1:x1 | r |
+---+ +---+ +---+

Figure 2: CGN Pass- Thr ough

REQ 7: It is RECOVWENDED that a CGN use an "endpoi nt-i ndependent
filtering" behavior (as defined in Section 5 of [RFC4787]). If it
is known that "Address-Dependent Filtering" does not cause the
application-layer protocol to break (howto determne this is out
of scope for this docunent), then it MAY be used instead

Justification: This is a stronger formof REQ 8 from [RFC4787].
This is based on the observation that sone ganes and peer-to-peer

applications require EIF for the NAT traversal to work. 1In the
context of a CAN, it is inportant to minimze application
br eakage.
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REQ 8: Once an external port is deallocated, it SHOULD NOT be
reallocated to a new mapping until at |east 120 seconds have
passed, with the exceptions being:

a. |If the CON tracks TCP sessions (e.g., wth a state machine, as
in Section 3.5.2.2 of [RFC6146]), TCP ports MAY be reused
i medi at el y.

b. |If external ports are statically assigned to interna
addresses (e.g., address X with port range 1000-1999 is
assigned to subscriber A, 2000-2999 to subscriber B, etc.),
and the assignnent renmmi ns constant across state | oss, then
ports MAY be reused i mredi ately.

c. |If the allocated external ports used address-dependent or
addr ess-and- port -dependent filtering before state |oss, they
MAY be reused inmedi ately.

The I ength of tinme and the nmaxi mum nunber of ports in this state
MUST be configurable by the CGN admi nistrator.

Justification: This is necessary in order to prevent collisions
bet ween ol d and new mappi ngs and sessions. It ensures that al
establ i shed sessions are broken instead of redirected to a
di fferent peer.

The exceptions are for cases where reusing a port imredi ately does
not create a possibility that packets would be redirected to the
wong peer. One can imagi ne other exceptions where mappi ng
collisions are avoided, thus justifying the SHOULD | evel for this
requi renent.

The 120 seconds val ue corresponds to the Maxi mum Segnent Lifetime
(MBL) from [ RFCO793].

Note that this requirement also applies to the case when a CGN
| oses state (due to a crash, reboot, failover to a cold standby,

etc.). In that case, ports that were in use at the tine of state
| oss SHOULD NOT be reallocated until at |east 120 seconds have
passed.

REQ- 9: A CGN MJST inplenment a protocol giving subscribers explicit
control over NAT nmappi ngs. That protocol SHOULD be the Port
Control Protocol [RFC6887].

Justification: Allow ng subscribers to nmanipul ate the NAT state

table with PCP greatly increases the |ikelihood that applications
wi Il function properly.
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A study of PCP-less CGN inpacts can be found in [ NAT444]. Anot her
study considering the effects of PCP on a peer-to-peer file
sharing protocol can be found in [BlI TTORRENT].

REQ 10: CCGN i npl ementers SHOULD meke their equi pment manageabl e
St andar ds- based nmanagenent usi ng standards such as "Definitions of
Managed Objects for NAT" [ RFC4008] i s RECOVMENDED

Justification: It is anticipated that CG\Ns will be primarily
depl oyed in I SP networks where the need for nmanagement is
critical. This requirenent is at the SHOULD | evel to account for
the fact that sone CGN operators may not need managenent
functionality.

Note also that there are efforts within the IETF toward creating a
MB tailored for CG\s (e.g., [NAT-MB]).

REQ 11: When a CGN is unable to create a dynam ¢ mappi ng due to
resource constraints or admnistrative restrictions (i.e.
guot as) :

a. it MJST drop the original packet;

b. it SHOULD send an | CMP Destinati on Unreachabl e nessage with
code 1 (Host Unreachable) to the sender

c. it SHOULD send a notification (e.g., SNW trap) towards a
management system (if configured to do so); and

d. it MJST NOT del ete existing mappings in order to "nake roonf
for the new one. (This only applies to normal CGN behavi or,
not to manual operator intervention.)

Justification: This is a slightly different formof REQ 8 from
[ RFC5508]. Code 1 is preferred to code 13 because it is listed as
a "soft error"” in [RFC1122], which is inportant because we don’t
want TCP stacks to abort the connection attenpt in this case. See
[ RFC5461] for details on TCP's reaction to soft errors.

Sending I CVP errors and SNMP traps may be rate-linited for
security reasons, which is why requirenments B and C are SHOULDs,
not MJSTs.

Applications generally handl e connection establishment failure
better than established connection failure. This is why dropping
the packet initiating the new connection is preferred over

del eting existing mappings. See also the rationale in Section 6
of [ RFC5508].
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4.

Loggi ng

It may be necessary for CGN administrators to be able to identify a
subscri ber based on external |Pv4 address, port, and timestanp in
order to deal with abuse. When multiple subscribers share a single
external address, the source address and port that are visible at the
destinati on host have been translated fromthe ones originated by the
subscri ber.

In order to be able to do this, the CGN would need to log the
followi ng information for each mapping created (this list is for
i nformati onal purposes only and does not constitute a requirenent):

o transport protoco

0 subscriber identifier (e.g., internal source address or tunne
endpoi nt identifier)

o external source address
o external source port
o timestanp

By "subscriber identifier" we nmean information that uniquely
identifies a subscriber. For exanple, in a traditional NAT scenari o,
the internal source address would be sufficient. 1In the case of DS-
Lite, many subscribers share the sanme internal address and the
subscriber identifier is the tunnel endpoint identifier (i.e., the
B4's | Pv6 address).

A di sadvant age of | oggi ng mappings is that CGNs under heavy usage may
produce | arge anpbunts of |ogs, which may require | arge storage
vol une.

REQ 12: A CGN SHOULD NOT | og destination addresses or ports unless
required to do so for administrative reasons.

Justification: Destination |ogging at the CGN creates privacy
i ssues. Furthernore, readers should be aware of | o0gging
recommendations for Internet-facing servers [ RFC6302]. Wth
conpliant servers, the destination address and port do not need to
be | ogged by the CGN. This can help reduce the anpbunt of | ogging.

This requirenment is at the SHOULD | evel to account for the fact
that there may be ot her reasons for |ogging destination addresses
or ports. One such reason might be that the renote server is not
foll owi ng [ RFC6302] .
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5.

Port All ocation Scheme

A CGN s port allocation scheme is subject to three conpeting
requi renents:

REQ 13: A CGN' s port allocation schenme SHOULD maxi m ze port
utilization.

Justification: External ports are one of the resources being shared
by a CG\. Efficient managenment of that resource directly inpacts
the quality of a subscriber’s Internet connection

Sone schenes are very efficient in their port utilization. In
that sense, they have good scaling properties (nothing is wasted).
O hers will systematically waste ports.

REQ 14: A CGN s port allocation schene SHOULD m nim ze | og vol une.
Justification: Huge |log volunes can be problematic to CGN operators.

Sonme schenes create one log entry per mapping. Ohers allow
mul ti pl e mappings to generate a single log entry, which sometines
can be expressed very conpactly. Wth sone schenmes, the | ogging
frequency can approach that of DHCP servers.

REQ 15: A CGN s port allocation schene SHOULD nmeke it hard for
attackers to guess port nunbers.

Justification: Easily guessed port numbers put subscribers at risk
of the attacks described in [ RFC6056].

Sone schenes provide very good security in that ports nunbers are
not easily guessed. Qhers provide poor security to subscribers.

A CGN i npl enentation’s choice of port allocation schene optimzes to
satisfy one requirenent at the expense of another. Therefore, these
are soft requirenents (SHOULD as opposed to MJST).

Depl oynment Consi derati ons
Several issues are encountered when CGNs are used [ RFC6269]. There

is current work in the | ETF toward all eviating sone of these issues.
For exanple, see [ NAT- REVEAL].
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7.

9.

9.

Security Considerations

If a malicious subscriber can spoof another subscriber’s CPE, it may
cause a DoS to that subscriber by creating mappings up to the all owed
[imt. An ISP can prevent this with ingress filtering, as described
in [ RFC2827] .

Thi s docunent recommends endpoint-independent filtering (EIF) as the
default filtering behavior for CG\Ns. EIF has security considerations
that are discussed in [RFC4787].

NATs sonetinmes perform fragnent reassenbly. CGNs would do so at
presunably high data rates. Therefore, the reader should be famliar
with the potential security issues described in [RFC4963].
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