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Increasing TCP' s Initial Wndow
Abst r act

Thi s docunent proposes an experinent to increase the pernmtted TCP
initial window (IW frombetween 2 and 4 segnents, as specified in
RFC 3390, to 10 segments with a fallback to the existing
recomendati on when perfornance i ssues are detected. It discusses
the notivation behind the increase, the advantages and di sadvant ages
of the higher initial wi ndow, and presents results from severa

| arge-scal e experinents showi ng that the higher initial w ndow

i mproves the overall performance of nmany web services without
resulting in a congestion collapse. The docunment closes with a

di scussi on of usage and depl oynent for further experinmental purposes
recormended by the | ETF TCP Mai ntenance and M nor Extensions (TCPM
wor ki ng group.

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l documents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc6928
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1. Introduction

Thi s docunent proposes to raise the upper bound on TCP's initia

wi ndow (IW to 10 segnents (maxi num 14600 B). It is patterned after
and borrows heavily from RFC 3390 [ RFC3390] and earlier work in this
area. Due to lingering concerns about possible side effects to other
fl ows sharing the same network bottl eneck, sone of the
recomrendati ons are conditional on additional nonitoring and

eval uati on.

The primary argunment in favor of raising |Wfollows fromthe evol ving
scale of the Internet. Ten segnents are likely to fit into queue
space avail able at any broadband access |ink, even when there are a
reasonabl e nunber of concurrent connecti ons.

Lower speed links can be treated with environment-specific
configurations, such that they can be protected from being
overwhel ned by large initial w ndow bursts without inposing a
suboptimal initial w ndow on the rest of the Internet.

Thi s docunent reviews the advantages and di sadvantages of using a
larger initial w ndow and includes summari es of several |arge-scale
experiments showing that an initial wi ndow of 10 segnents (IW.O0)
provi des benefits across the board for a variety of bandw dth (BW,
round-trip tine (RTT), and bandwi dt h-del ay product (BDP) cl asses.
These results show significant benefits for increasing |Wfor users
at nuch snaller data rates than had been previously anticipated.
However, at initial wi ndows |arger than 10, the results are m xed.
We believe that these mxed results are not intrinsic but are the
consequence of various inplenentation artifacts, including overly
aggressive applications enploying many si nultaneous connecti ons.

We recommend that all TCP inplenmentations have a settable TCP | W
paranmeter, as long as there is a reasonable effort to nmonitor for
possible interactions with other Internet applications and services
as described in Section 12. Furthernore, Section 10 details why 10
segnents nay be an appropriate value, and while that val ue may
continue to rise in the future, this docunment does not include any
supporting evidence for values of IWIlarger than 10.

In addition, we introduce a mnor revision to RFC 3390 and RFC 5681
[ RFC5681] to elimnate resetting the initial w ndow when the SYN or
SYN ACK is | ost.

The docunent closes with a discussion of the consensus fromthe TCPM
wor ki ng group on the near-termusage and depl oynent of IWO in the
I nt ernet.
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A conpl enentary set of slides for this proposal can be found at
[ CD10] .

1.1. Term nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

2. TCP Modification

Thi s docunent proposes an increase in the permtted upper bound for
TCP's initial window (IW to 10 segnents, depending on the maxi mum
segnent size (MSS). This increase is optional: a TCP MAY start with
an initial windowthat is smaller than 10 segnents.

More precisely, the upper bound for the initial w ndow will be
mn (10*MSS, max (2*MsS, 14600)) (1)

Thi s upper bound for the initial w ndow size represents a change from
RFC 3390 [ RFC3390], which specified that the congesti on wi ndow be
initialized between 2 and 4 segnents, depending on the MSS.

Thi s change applies to the initial w ndow of the connection in the
first round-trip tine (RTT) of data transmission during or follow ng
the TCP three-way handshake. Neither the SYNNACK nor its ACK in the
t hree-way handshake shoul d increase the initial w ndow size.

Note that all the test results described in this document were based
on the regul ar Ethernet MIU of 1500 bytes. Future study of the
effect of a different MTU nay be needed to fully validate (1) above.

Furt hernore, RFC 3390 states (and RFC 5681 [ RFC5681] has simlar
text):

If the SYN or SYNACK is lost, the initial w ndow used by a sender
after a correctly transnmtted SYN MJUST be one segnent consisting
of MSS bytes.

The proposed change to reduce the default retransm ssion tineout
(RTO to 1 second [RFC6298] increases the chance for spurious SYN or
SYN ACK retransni ssion, thus unnecessarily penalizing connections
with RTT > 1 second if their initial windowis reduced to 1 segnent.
For this reason, it is RECOMVENDED that inplementations refrain from
resetting the initial windowto 1 segment, unless there have been
nore than one SYN or SYN ACK retransm ssions or true | oss detection
has been nade.
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TCP i npl enentati ons use slow start in as many as three different
ways: (1) to start a new connection (the initial wi ndow); (2) to
restart transnission after a long idle period (the restart w ndow);
and (3) to restart transmission after a retransmt timeout (the |oss
wi ndow). The change specified in this document affects the val ue of
the initial window. Optionally, a TCP MAY set the restart w ndow to
the mni mum of the value used for the initial w ndow and the current
val ue of cwnd (in other words, using a larger value for the restart
wi ndow shoul d never increase the size of cwnd). These changes do NOT
change the | oss wi ndow, which nust remain 1 segment of MSS bytes (to
permt the | owest possible wi ndow size in the case of severe
congestion).

Furthernore, to linmt any negative effect that a larger initia

wi ndow may have on links with limted bandwi dth or buffer space,

i mpl enent ati ons SHOULD fall back to RFC 3390 for the restart w ndow
(RW if any packet loss is detected during either the initial w ndow
or a restart window, and nore than 4 KB of data is sent.

| mpl enent ati ons nust al so foll ow RFC 6298 [ RFC6298] in order to avoid
spurious RTO as described in Section 9.

3. Implenentation |Issues

The HTTP 1.1 specification allows only two sinultaneous connections
per donmmin, while web browsers open nore simultaneous TCP connections
[Ste08], partly to circumvent the small initial windowin order to
speed up the | oading of web pages as descri bed above.

VWhen web browsers open simultaneous TCP connections to the sane
destination, they are working agai nst TCP's congestion contro
nechani sns [ FF99]. Conbining this behavior with larger initia

wi ndows further increases the burstiness and unfairness to other
traffic in the network. |If a larger initial w ndow causes harmto
any other flows, then local application tuning will reveal that
havi ng fewer concurrent connections yields better performance for
sone users. Any content provider deploying W0 in conjunction with
content distributed across nmultiple donmains is explicitly encouraged
to perform neasurenent experinents to detect such problens, and to
consi der reduci ng the number of concurrent connections used to
retrieve their content.

Sone inplementations advertise a snmall initial receive w ndow (Table
2 in [Duk10]), effectively limting how much wi ndow a renote host nay
use. |In order to realize the full benefit of the large initia

wi ndow, inplenentations are encouraged to advertise an initia
recei ve wi ndow of at |east 10 segments, except for the circunstances
where a larger initial wi ndowis deenmed harnful. (See Section 8

bel ow. )

Chu, et al. Experi ment al [ Page 5]



RFC 6928 Increasing TCP's Initial Wndow April 2013

The TCP Sel ective Acknow edgnent (SACK) option [ RFC2018] was t hought
to be required in order for the larger initial w ndowto perform
wel | . But measurenents fromboth a testbed and live tests showed that
| W10 wi t hout the SACK option outperforms |IW3 with the SACK option
[CW0] .

4. Background

The TCP congesti on wi ndow was introduced as part of the congestion
control algorithmby Van Jacobson in 1988 [Jac88]. The initial value
of one segnment was used as the starting point for newy established
connections to probe the avail able bandwi dth on the network.

Today's Internet is donminated by web traffic running on top of short-
lived TCP connections [IOR2009]. The relatively small initial w ndow
has becone a limting factor for the performance of many web
applications.

The gl obal Internet has continued to grow, both in speed and
penetration. According to the latest report from Akamai [AKAMLO],
the gl obal broadband (> 2 Mips) adoption has surpassed 50%

propel ling the average connection speed to reach 1.7 Mips, while the
narrowband (< 256 Kbps) usage has dropped to 5% In contrast, TCP' s
initial window has remained 4 KB for a decade [ RFC2414],
corresponding to a bandwidth utilization of |ess than 200 Kbps per
connection, assuming an RTT of 200 nms.

A large proportion of flows on the Internet are short web
transacti ons over TCP and conpl ete before exiting TCP slow start.
Speedi ng up the TCP fl ow startup phase, including circumenting the
initial window limt, has been an area of active research (see

[ Sch08] and Section 3.4 of [RFC6077]). Numerous proposals exist

[ LAIW7] [RFCA782] [PRAKSO02] [PK98]. Some require router support

[ RFCA782] [PK98], hence are not practical for the public Internet.

O hers suggested bold, but often radical ideas, likely requiring nore
years of research before standardi zati on and depl oynent.

In the mean tinme, applications have responded to TCP's "slow' start.
Web sites use multiple subdomains [Bel 10] to circunvent HTTP 1.1
regul ati on on two connections per physical host [RFC2616]. As of
today, major web browsers open multiple connections to the sane site
(up to six connections per donmain [Ste08] and the nunber is grow ng).
This trend is to renedy HTTP serialized downl oad to achieve
paral | el i sm and hi gher performance. But it also inplies that today
nost access links are severely under-utilized, hence having nultiple
TCP connections inproves performance nost of the tinme. Wile raising
the initial congestion wi ndow may cause congestion for certain users
of these browsers, we argue that the browsers and other application
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need to respect HTITP 1.1 regul ation and stop increasing the nunber of
si mul taneous TCP connections. W believe a nodest increase of the
initial windowwi Il help to stop this trend and provi de the best
interimsolution to i nprove overall user performance and reduce the
server, client, and network | oad.

Not e t hat persistent connections and pipelining are designed to
address sone of the above issues with HTTP [ RFC2616]. Their presence
does not diminish the need for a larger initial w ndow, e.g., data
fromthe Chrone browser shows that 35% of HTTP requests are made on
new TCP connections. CQur test data al so shows significant |atency
reduction with the large initial w ndow even in conjunction with
these two HTTP features [Dukl10].

Al so note that packet paci ng has been suggested as a possible
mechani smto avoid | arge bursts and their associated harm [ VHI7].
Pacing is not required in this proposal due to a strong preference
for a sinple solution. W suspect for packet bursts of a noderate
size, packet pacing will not be necessary. This seens to be
confirmed by our test results.

More di scussion of the increase in initial w ndow, including the
choi ce of 10 segments, can be found in [Dukl10] and [ CD10].

5. Advantages of Larger Initial Wndows

5.1 Reduci ng Latency
An increase of the initial window from3 segnents to 10 segments
reduces the total transfer time for data sets greater than 4 KB by up
to 4 round trips.
The tabl e bel ow conpares the nunmber of round trips between | W3 and
I W10 for different transfer sizes, assunming infinite bandw dth, no

packet |oss, and the standard del ayed ACKs with | arge del ayed- ACK
tinmer.
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| total segnents | | W3 | | WE10 |

GQORrPRDRMWWONNNRERRERPE

For exanple, with the larger initial w ndow, a transfer of 32
segnents of data will require only 2 rather than 5 round trips to
conpl et e.

5.2. Keeping Up with the G omh of Wb Cbject Size

RFC 3390 stated that the main notivation for increasing the initia
wi ndow to 4 KB was to speed up connections that only transnmt a snal
amount of data, e.g., email and web. The majority of transfers back
then were less than 4 KB and could be completed in a single RTT

[A'l 00].

Si nce RFC 3390 was published, web objects have gotten significantly
| arger [Chu09] [RJ10]. Today only a small percentage of web objects
(e.g., 10% of Coogle' s search responses) can fit in the 4 KBinitia
wi ndow. The average HITP response size of gmail.com a highly
scripted web site, is 8 KB (Figure 1 in [Duk10]). The average web
page, including all static and dynam c scripted web objects on the
page, has seen even greater growth in size [RJI10]. HITP pipelining
[ RFC2616] and new web transport protocols such as SPDY [ SPDY] all ow
multiple web objects to be sent in a single transaction, potentially
benefiting froman even larger initial windowin order to transfer an
entire web page in a small nunber of round trips.

5.3. Recovering Faster from Loss on Under-Utilized or Wrel ess Links
A greater-than-3-segnment initial w ndow increases the chance to
recover packet |oss through Fast Retransmit rather than the |engthy

initial RTO[RFC5681]. This is because the fast retransmt al gorithm
requires three duplicate ACKs as an indication that a segnent has
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been | ost rather than reordered. Wile newer |oss recovery

techni ques such as Limted Transnit [RFC3042] and Early Retransmt

[ RFC5827] have been proposed to hel p speeding up | oss recovery froma
smal | er wi ndow, both algorithms can still benefit fromthe | arger
initial w ndow because of a better chance to receive nmore ACKs.

6. Disadvantages of Larger Initial Wndows for the Individua
Connecti on

The larger bursts froman increase in the initial w ndow may cause
buf fer overrun and packet drop in routers with small buffers, or
routers experiencing congestion. This could result in unnecessary
retransmt tineouts. For a |arge-w ndow connection that is able to
recover without a retransmt tineout, this could result in an
unnecessarily early transition fromthe slowstart to the congestion-
avoi dance phase of the w ndow i ncrease al gorithm

Premat ure segnent drops are unlikely to occur in uncongested networks
with sufficient buffering, or in noderately congested networks where
the congested router uses active queue nanagenent (such as Random
Early Detection [FJ93] [RFC2309] [RFC3150]).

Insufficient buffering is nore likely to exist in the access routers
connecting slower links. A recent study of access router buffer size
[ DGHSO7] reveals the majority of access routers provision enough
buffer for 130 ns or longer, sufficient to cover a burst of nore than
10 packets at 1 Mops speed, but possibly not sufficient for browsers
openi ng si mul t aneous connecti ons.

A testbed study [CWMO0] on the effect of the larger initial w ndow
with five sinultaneously opened connections reveal ed that, even with
limted buffer size on slow links, W10 still reduced the tota

| atency of web transactions, although at the cost of higher packet
drop rates as conpared to | W3

Sone TCP connections will receive better performance with the | arger
initial window, even if the burstiness of the initial w ndow results
in premature segnment drops. This will be true if (1) the TCP
connection recovers fromthe segrment drop without a retransmt
timeout, and (2) the TCP connection is ultimately limted to a smal
congestion w ndow by either network congestion or by the receiver’s
advertised w ndow.
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7.

Di sadvant ages of Larger Initial Wndows for the Network

An increase in the initial w ndow nmay increase congestion in a
network. However, since the increase is one tine only (at the

begi nning of a connection), and the rest of TCP's congestion backoff
nmechanismremains in place, it’s unlikely the increase by itself wll
render a network in a persistent state of congestion, or even
congestion collapse. This seens to have been confirmed by the |arge-
scal e web experinments described |ater.

It should be noted that the above may not hold if applications open a
| arge nunber of sinultaneous connecti ons.

Until this proposal is widely deployed, a fairness issue nay exi st
between flows adopting a larger initial w ndow vs. flows that are
conpliant with RFC 3390. Although no severe unfairness has been
detected on all the known tests so far, further study on this topic
may be warrant ed.

Sone of the discussions from RFC 3390 are still valid for |W10.

Moreover, it is worth noting that although TCP NewReno i ncreases the
chance of duplicate segnents when trying to recover multiple packet

| osses froma |large wi ndow, the w de support of the TCP Sel ective
Acknowl edgrment (SACK) option [ RFC2018] in all mmjor OSes today should
keep the volune of duplicate segnments in check

Recent neasurements [Get11] provide evidence of extremely |arge
gueues (in the order of one second or nore) at access networks of the
Internet. Wile a significant part of the buffer bloat is
contributed by | arge downl oads/ upl oads such as video files, emils
with large attachnents, backups and downl oad of novies to disk, some
of the problemis also caused by web browsi ng of image-heavy sites
[Get11l]. This queuing delay is generally considered harnful for
responsi veness of |atency-sensitive traffic such as DNS queri es,

Addr ess Resol ution Protocol (ARP), DHCP, Voice over IP (VolP), and
ganm ng. |WE10 can exacerbate this probl em when doing short

downl oads, such as web browsing [Get11-1]. The mitigations proposed
for the broader problem of buffer bloating are also applicable in
this case, such as the use of Explicit Congestion Notification (ECN),
Active Queue Managenent (AQM) schenes [CoDel], and traffic
classification (QoS).
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8.

10.

10.

Mtigation of Negative | npact

Much of the negative inmpact froman increase in the initial windowis
likely to be felt by users behind slowlinks with linted buffers.
The negative inpact can be mtigated by hosts directly connected to a
| owspeed |ink advertising an initial receive wi ndow smaller than 10
segnents. This can be achieved either through manual configuration
by the users or through the host stack auto-detecting the | ow

bandwi dt h |i nks.

Addi ti onal suggestions to inprove the end-to-end perfornmance of slow
links can be found in RFC 3150 [ RFC3150].

Interactions with the Retransm ssion Tiner

A large initial w ndow increases the chance of spurious RTO on a | ow
bandwi dt h path, because the packet transmi ssion time will dom nate
the round-trip tinme. To minimze spurious retransni ssions,

i mpl enentati ons MJUST fol |l ow RFC 6298 [ RFC6298] to restart the
retransm ssion timer with the current value of RTO for each ACK

recei ved that acknow edges new dat a.

For a nore detail ed discussion, see RFC 3390, Section 6.
Experinmental Results From Large-Scale Custer Tests

In this section, we sumrmarize our findings fromlarge-scale |Internet
experiments with an initial w ndow of 10 segnents conducted via
Coogle’s front-end infrastructure serving a diverse set of
applications. W present results fromtwo data centers, each chosen
because of the specific characteristics of subnets served: AvgDC has
connection bandwi dths closer to the worl dw de average reported in

[ AKAMLO], with a median connection speed of about 1.7 Mops; Sl owDC
has a |l arger proportion of traffic from sl ow bandw dth subnets wth
nearly 20% of traffic from connections bel ow 100 Kbps; and a third
was bel ow 256 Kbps.

Gui ded by neasurenents data, we answer two key questions: what is the
| at ency benefit when TCP connections start with a higher initial
wi ndow, and on the flip side, what is the cost?

1. The Benefits

The average web search | atency inprovenent over all responses in
AvgDC is 11.7% (68 ns) and 8.7% (72 ns) in SlowbC. W further

anal yzed the data based on traffic characteristics and subnet
properties such as bandwi dth (BW, round-trip time (RTT), and

bandwi dt h-del ay product (BDP). The average response | atency inproved
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across the board for a variety of subnets with the |argest benefits
of over 20% from high RTT and hi gh BDP networ ks, wherein nost
responses can fit within the pipe. Correspondingly, responses from
| ow RTT pat hs experienced the snallest inprovenents -- about 5%

Contrary to what we expected, responses from | ow bandw dth subnets
experienced the best |atency inprovenents (between 10-20% in the
0-56 Kbps and 56-256 Kbps buckets. W specul ate | ow BW net wor ks
observe inproved |l atency for two plausible reasons: 1) fewer slow
start rounds: unlike many | arge- BW networks, | ow BWsubnets with

di al -up nodens have inherently large RTTs; and 2) faster |oss
recovery: an initial window |larger than 3 segnments increases the
chances of a | ost packet to be recovered through Fast Retransmit as
opposed to a |l engthy RTO

Responses of different sizes benefited to varying degrees; those

| arger than 3 segnments naturally denonstrated | arger inprovenents,
because they finished in fewer rounds in slow start as conpared to
the baseline. |In our experinments, response sizes |less than or equa
to 3 segnents al so denobnstrated small |atency benefits.

To find out how individual subnets performed, we anal yzed average

| atency at a /24 subnet |evel (an approximtion to a user base that
is offered simlar set of services by a common ISP). W find that,
even at the subnet granularity, latency inproved at all quantiles
ranging from>5-11%

10.2. The Cost

To quantify the cost of raising the initial w ndow, we anal yzed the
data specifically for subnets with | ow bandw dth and BDP

retransm ssion rates for different kinds of applications, as well as
| atency for applications operating with nultiple concurrent TCP
connections. From our neasurenents, we found no evidence of negative
| atency inpacts that correlate to BWor BDP al one, but in fact both
ki nds of subnets denpbnstrated | atency inprovenents across averages
and quantil es.

As expected, the retransm ssion rate increased nodestly when
operating with larger initial congestion wi ndow The overal

increase in AvgDC is 0.3% (from 1.98%to 2.29% and in SlowDC is 0.7%
(from3.54%to 4.21% . |In our investigation, with the exception of
one application, the larger window resulted in a retransm ssion

i ncrease of less than 0.5%for services in the AvgDC. The exception
is the Maps application that operates with multiple concurrent TCP
connections, which increased its retransm ssion rate by 0.9%in AvgDC
and 1.85%in Sl owDC (from 3.94%to 5.79% .
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11.

In our experinents, the percentage of traffic experiencing

retransm ssions did not increase significantly, e.g., 90% of web
search and maps experienced zero retransm ssion in Sl owbC
(percentages are higher for AvgDC); a break up of retransm ssions by
percentiles indicate that nost increases come fromthe portion of
traffic already experiencing retransm ssions in the baseline with
initial window of 3 segnents.

One of the worst-case scenarios where | atency can be adversely

i npacted due to bottl eneck buffer overflowis represented by traffic
patterns from applications using multiple concurrent TCP connections,
all operating with a large initial window Qur investigation shows
that such a traffic pattern has not been a problemin AvgDC where al
these applications, specifically maps and i mage thunbnails,
denonstrated i nproved | atencies varying from2-20% In the case of

Sl owDC, while these applications continued showi ng a | atency

i mprovenent in the mean, their |latencies in higher quantiles (96 and
above for maps) indicated i nstances where latency with |arger w ndow
is worse than the baseline, e.g., the 99% | atency for maps has

i ncreased by 2.3% (80 ns) when conpared to the baseline. There is no
evi dence from our neasurenents that such a cost on latency is a
result of subnet bandwi dth al one. Although we have no way of know ng
fromour data, we conjecture that the ampunt of buffering at

bottl eneck links plays a key role in the performance of these
applications.

Further details on our experiments and anal ysis can be found in
[ Duk10] and [ DCCMLO] .

O her Studies

Besi des the large-scale Internet experinents described above, a
nurmber of other studi es have been conducted on the effects of WO in
various environments. These tests were summari zed below, with nore
di scussion in Appendi x A

A conplete list of tests conducted, with their results and rel ated
studi es, can be found at the [IWO0] Iink.

1. [Sch08] described an earlier evaluation of various Fast Startup
approaches, including the "Initial-Start" of 10 MSS.

2. [ DCCMLO] presented the result from Google's |arge-scale |IWO
experiments, with a focus on areas with highly nultiplexed Iinks
or limted broadband depl oyment such as Africa and South America.
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3. [CW0] contained a testbed study on |WO0 performance over slow
links. 1t also studied how short flows with a larger initia
wi ndow mi ght affect the throughput performance of other
coexi sting, long-lived, bulk data transfers.

4. [Schll] conpared |WO0 agai nst a nunber of other fast startup
schenes, and concluded that 1W0 works rather well and is al so
quite fair.

5. [JNDK10] and later [JNDK10-1] studied the effect of 1WO over
cel lul ar networks.

6. [AERGL1] studied the effect of |larger sizes of initial congestion
wi ndows, anpbng ot her things, on end users’ page load tine from
Yahoo!'s Content Delivery Network.

Usage and Depl oyment Recommendati ons

Further experinments are required before a larger initial w ndow shal
be enabl ed by default in the Internet. The existing nmeasurenent
results indicate that this does not cause significant harmto other
traffic. However, w despread use in the Internet could reveal issues
not known yet, e.g., regarding fairness or inpact on |atency-
sensitive traffic such as Vol P.

Therefore, special care is needed when using this experinental TCP
extension, in particular on |arge-scale systens originating a
significant amount of Internet traffic or on | arge nunbers of

i ndi vi dual consuner-1|evel systens that have simlar aggregate inpact.
Anyone (stack vendors, network administrators, etc.) turning on a
larger initial w ndow SHOULD ensure that the performance is nonitored
before and after that change. Key netrics to nonitor are the rate of
packet | osses, ECN marking, and segment retransm ssions during the
initial burst. The sender SHOULD cache such informati on about
connection setups using an initial w ndow |larger than allowed by RFC
3390, and new connections SHOULD fall back to the initial w ndow
allowed by RFC 3390 if there is evidence of performance issues.
Further experinments are needed on the design of such a cache and
correspondi ng heuri sti cs.

O her relevant netrics that may indicate a need to reduce the IW

i nclude an increased overall percentage of packet |oss or segnent
retransm ssions as well as application-level netrics such as reduced
data transfer conmpletion tines or inpaired nedia quality.

It is inmportant also to take into account hosts that do not i nplenent
a larger initial wi ndow Furthernore, any deploynent of 1WO should
be aware that there are potential side effects to real-tine traffic
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13.

(such as VolP). |If users observe any significant deterioration of

performance, they SHOULD fall back to an initial wi ndow as all owed by
RFC 3390 for safety reasons. An increased initial w ndow MJST NOT be
turned on by default on systens wi thout such nonitoring capabilities.

The I ETF TCPM working group is very nmuch interested in further
reports fromexperinents with this specification and encourages the
publication of such neasurenent data. By now, there are no adequate
studi es avail able that either prove or do not prove the inmpact of
W0 to real-time traffic. Further experinentation in this direction
i s encouraged.

If no significant harmis reported, a foll ow up docurment may revisit
the question on whether a larger initial w ndow can be safely used by
default in all Internet hosts. Resolution of these experinments and
tighter specifications of the suggestions here m ght be grounds for a
future Standards Track document on the same topic.

It is recognized that if I1WO0 is causing harmto other traffic, that
this may not be readily apparent to the software on the hosts using
IWL0. I n some cases, a local systemor network adm nistrator may be
able to detect this and to selectively disable 1W0. In the genera
case, however, since the harmnmay occur on a renote network to other
cross-traffic, there may be no good way at all for this to be
detected or corrected. Current experience and anal ysis does not

i ndi cate whether this is a real issue, beyond a hypothetical one. As
use of IWLO becones nore preval ent, nonitoring and analysis of flows
t hroughout the network will be needed to assess the inpact across the
spect rum of scenarios found on the real Internet.

Rel at ed Proposal s

Two ot her proposals [All10] [Toul2] have been published to raise
TCP’s initial wi ndow size over a large timescale. Both aim at
reduci ng the uncertain inpact of a larger initial w ndow at an
Internet-wi de scale. Moreover, [Toul2] seeks an algorithmto
automate the adjustrment of |Wsafely over a | ong peri od.

Al t hough a nodest, static increase of IWto 10 nmay address the near-
termneed for better web performance, much work is needed fromthe
TCP research community to find a long-termsolution to the TCP fl ow
startup problem

Chu, et al. Experi ment al [ Page 15]



RFC 6928 Increasing TCP's Initial Wndow April 2013

14.

15.

16.

17.

17.

Security Considerations

Thi s docunent di scusses the initial congestion w ndow pernmitted for

TCP connections. Al though changing this val ue may cause nore packet
loss, it is highly unlikely to |lead to a persistent state of network
congestion or even a congestion collapse. Hence, it does not raise

any known new security issues with TCP

Concl usi on

Thi s docunent suggests a sinple change to TCP that will reduce the
application | atency over short-lived TCP connections or links with

I ong RTTs (saving several RTTs during the initial slowstart phase)
with little or no negative inpact over other flows. Extensive tests
have been conducted through both testbeds and | arge data centers with
nost results showing inproved latency with only a small increase in
the packet retransm ssion rate. Based on these results, we believe a
nodest increase of IWto 10 is the best solution for the near-term
depl oyment, while scaling IWover the long run renains a challenge
for the TCP research comunity.
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Appendi x A, List of Concerns and Correspondi ng Test Results

Concerns have been raised since the initial draft of this docunent
was posted, based on a set of |arge-scale experiments. To better
understand the inpact of a larger initial window and in order to
confirmor dismss these concerns, additional tests have been
conducted using either large-scale clusters, sinulations, or rea
testbeds. The following attenpts to conpile the list of concerns and
summari ze findings fromrel evant tests.

0 How conplete are various tests in covering many different traffic
patterns?

The | arge-scale Internet experinments conducted at Google's front-
end infrastructure covered a large portfolio of services beyond
web search. It included Gmil, Google Mips, Photos, News, Sites,
| mmges, etc., and covered a wide variety of traffic sizes and
patterns. One notable exception is YouTube, because we don't
think the large initial wi ndow will have nmuch nmaterial inpact,

ei ther positive or negative, on bulk data services.

[ CWMO0] contains sone results froma testbed study on how short
flows with a larger initial w ndow m ght affect the throughput
performance of other coexisting, long-lived, bulk data transfers.

0 Larger bursts fromthe increase in the initial w ndow cause
significantly nore packet drops.

Al the tests conducted on this subject ([Dukl10] [Schll] [Schl1-1]
[CWO0]) so far have shown only a npdest increase of packet drops.
The only exception is fromthe testbed study [ CWO0] under
extremely high | oad and/or sinultaneous opens. But under those
conditions, both W3 and |1 W10 suffered very hi gh packet |oss
rates.

o Alarge initial w ndow may severely inmpact TCP performance over
highly multiplexed links still common in devel opi ng regions.

Qur | arge-scal e experinments described in Section 10 above al so
covered Africa and South America. Measurenent data fromthose
regi ons [ DCCMLO] reveal ed i nmproved | atency, even for those
services that enploy multiple sinultaneous connections, at the
cost of a small increase in the retransnmission rate. It seens
that the round-trip savings froma larger initial w ndow nore than
make up the tinme spent on recovering nore | ost packets.

Sim | ar phenomena have al so been observed fromthe testbed study
[CWL0] .
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o Wy 10 segnments?

Questions have been raised on how the nunmber 10 was picked. W
have tried different sizes in our |arge-scale experinents, and
found that 10 segments seemto give nost of the benefits for the
services we tested while not causing significant increase in the
retransm ssion rates. Going forward, 10 segnents nay turn out to
be too small when the average of web object sizes continues to
grow. But a schene to "right size" the initial w ndow
automatically over long timescal es has yet to be devel oped.

o More thorough analysis of the inpact on slow links is needed.

Al t hough [ Duk10] showed the large initial w ndow reduced the
average |l atency even for the dialup link class of only 56 Kbps in
bandwi dt h, nmore studi es were needed in order to understand the
effect of 1WO on slow links at the mcroscopic level. [CMO] was
conducted for this purpose.

Testbeds in [CAO] emulated a 300 ms RTT, bottleneck |ink

bandwi dth as | ow as 64 Kbps, and route queue size as |ow as 40
packets. A large conbination of test parameters were used.

Al nost all tests showed varyi ng degrees of |atency inprovenent
fromIWE10, with only a nbdest increase in the packet drop rate
until a very high |load was injected. The testbed result was
consistent with both the |arge-scale data center experinents

[ CD10] [DCCMLO] and a separate study using the Network Sinulation
Cradle (NSC) framework [Schll] [Schill-1].

o Howwill the larger initial window affect flows with initia
wi ndows of 4 KB or |ess?

Flows with the larger initial windowwll likely grab nore

bandwi dth from a bottl eneck |ink when conpeting against flows with
smaller initial w ndows, at least initially. Howlong will this
"unfairness" last? WII there be any "capture effect” where flows
with larger initial w ndow possess a disproportional share of
bandwi dt h beyond just a few round trips?

If there is any "unfairness" issue fromflows with different
initial windows, it did not show up in the |arge-scale
experinments, as the average |atency for the bucket of al
responses |less than 4 KB did not seemto be affected by the
presence of nmany other |arger responses enploying large initia
wi ndow. As a matter of fact, they seenmed to benefit fromthe
large initial w ndow too, as shown in Figure 7 of [Duk10].
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The sane phenonenon seens to exist in the testbed experinents
[CWMO0]. Flows with IW3 only suffered slightly when conpeting
against flows with IWF10 in light to nmediumloads. Under high

| oad, both flows’ |atency inproved when m xed together. Also

| ong-1ived, background bul k-data fl ows seemed to enjoy higher

t hroughput when runni ng agai nst nany foreground short flows of

| W10 t han agai nst short flows of |IW3. One plausible explanation
was that |W10 enabl ed short flows to conpl ete sooner, |eaving
nore roomfor the long-1lived, background fl ows.

A study using an NSC simul ator has al so concluded that |W10 works
rather well and is quite fair against | W3 [Schl1ll] [Schl1-1].

o Howwll a larger initial w ndow performover cellular networks?
Sone sinul ation studies [JNDK10] [JNDK10-1] have been conducted to
study the effect of a larger initial w ndow on wireless |inks from

2G to 4G networks (EGDE/ HSPA/LTE). The overall result seenms m xed
in both raw perfornance and the fairness index.
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