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1. Introduction

[ RFC3746] specifies the Forwarding and Control El enment Separation
(ForCES) franmework. |In the framework, Control El enents (CES)
configure and manage one or nore separate Forwardi ng El enents (FEs)
within a Network Element (NE) by use of a ForCES protocol. [RFC5810]
specifies the ForCES protocol. [RFC5812] specifies the Forwarding

El ement (FE) nodel. 1In the nodel, resources in FEs are described by
cl asses of Logical Function Blocks (LFBs). The FE npdel defines the
structure and abstract semantics of LFBs and provi des XM. schema for
the definitions of LFBs.

Thi s docunent conforms to the specifications of the FE node

[ RFC5812] and specifies detailed definitions of classes of LFBs,

i ncluding detailed XM. definitions of LFBs. These LFBs forma base
LFB library for ForCES. LFBs in the base library are expected to be
conbined to forman LFB topology for a typical router to inplenent IP
forwarding. 1t should be enphasized that an LFB is an abstraction of
functions rather than inplenentation details. The purpose of the LFB
definitions is to represent functions so as to provide

i nteroperability between separate CEs and FEs.
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More LFB classes with nore functions may be developed in the future
and documented by the IETF. Vendors may al so devel op proprietary LFB
cl asses as described in the FE nodel [RFC5812].

2. Term nol ogy and Conventi ons
2.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2.2. Definitions

Thi s docunent follows the term nol ogy defined by the ForCES protoco
in [ RFC5810] and by the ForCES FE nodel in [RFC5812]. The
definitions below are repeated for clarity.

Control Element (CE) - Alogical entity that inplenents the ForCES
protocol and uses it to instruct one or nore FEsS on how to process
packets. CEs handle functionality such as the execution of

control and signaling protocols.

Forwardi ng Elenent (FE) - A logical entity that inplenents the
For CES protocol. FEs use the underlying hardware to provide per-
packet processing and handling as directed/controlled by one or
nore CEs via the ForCES protocol

For CES Network Elenent (NE) - An entity conposed of one or nore
CEs and one or nore FEs. To entities outside an NE, the NE
represents a single point of managenent. Simlarly, an NE usually
hides its internal organization fromexternal entities.

Logi cal Function Block (LFB) - The basic building block that is
operated on by the ForCES protocol. The LFB is a well-defined,

| ogically separable functional block that resides in an FE and is
controlled by the CE via the ForCES protocol. The LFB may reside
at the FE's data path and process packets or may be purely an FE
control or configuration entity that is operated on by the CE
Note that the LFB is a functionally accurate abstraction of the
FE' s processing capabilities but not a hardware-accurate
representation of the FE i npl enmentation.

FE Model - The FE nodel is designed to nodel the |ogica

processi ng functions of an FE, which is defined by the ForCES FE
nodel docunent [RFC5812]. The FE nodel proposed in this docunent

i ncl udes three conmponents: the LFB nodeling of individual Logica
Functional Blocks (LFB nodel), the logical interconnection between
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LFBs (LFB topol ogy), and the FE-level attributes, including FE
capabilities. The FE nodel provides the basis to define the

i nformation el enents exchanged between the CE and the FE in the
For CES protocol [RFC5810].

FE Topol ogy - A representation of howthe multiple FEs within a
single NE are interconnected. Sonetines this is called inter-FE
t opol ogy, to be distinguished fromintra-FE topology (i.e., LFB

t opol ogy) .

LFB C ass and LFB Instance - LFBs are categorized by LFB cl asses.
An LFB instance represents an LFB class (or type) existence.

There may be multiple instances of the same LFB class (or type) in
an FE. An LFB class is represented by an LFB class I D, and an LFB
instance is represented by an LFB instance ID. As a result, an
LFB class I D associated with an LFB instance |ID uniquely specifies
an LFB exi stence.

LFB Metadata - Metadata is used to comruni cate per-packet state

fromone LFB to another but is not sent across the network. The
FE nmodel defines how such netadata is identified, produced, and

consunmed by the LFBs. It defines the functionality but not how
netadata is encoded within an inplenmentation

LFB Conponent - QOperational paranmeters of the LFBs that nust be
visible to the CEs are conceptualized in the FE nodel as the LFB
conponents. The LFB conponents include, for exanple, flags,
singl e paraneter arguments, conplex argunents, and tables that the
CE can read and/or wite via the ForCES protocol (see bel ow).

LFB Topol ogy - Representation of how the LFB instances are
logically interconnected and pl aced al ong the data path within one
FE. Sonetimes it is also called intra-FE topol ogy, to be

di stingui shed frominter-FE topol ogy.

Data Path - A conceptual path taken by packets within the
forwarding plane inside an FE. Note that nore than one data path
can exist within an FE

For CES Protocol - Wiile there may be multiple protocols used
within the overall ForCES architecture, the term "ForCES protocol”
and "protocol" refer to the Fp reference points in the ForCES
franmework in [ RFC3746]. This protocol does not apply to CE-to-CE
conmuni cati on, FE-to-FE conmunication, or to communication between
FE and CE nanagers. Basically, the ForCES protocol works in a
nmast er - sl ave node in which FEs are slaves and CEs are nmasters.
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Physical Port - A port refers to a physical nedia input port or
out put port of an FE. A physical port is usually assigned with a
physical port |ID, abbreviated with a PHYPortlD. This docunent

mai nly deals with physical ports with Ethernet nedia.

Logical Port - A conceptually virtual port at the data |ink |ayer
(L2) or network layer (L3). A logical port is usually assigned
with a logical port ID abbreviated with a Logical PortlD. The

| ogi cal ports can be further categorized with an L2 | ogical port
or an L3 logical port. An L2 |logical port can be assigned with an
L2 | ogical port ID, abbreviated with an L2PortID. An L3 |ogica
port can be assigned with an L3 | ogical port ID, abbreviated with
an L3PortID. MAC-|layer VLAN ports belong to |logical ports, and
they belong to L2 |ogical ports.

LFB Port - The connection points where one LFB can be connected to
another within an FE. As described in [RFC5812], the CE can
connect LFBs together by establishing connections between an

out put port of one LFB instance and an input port of another LFB

i nstance. Also see Section 3.2 of [RFC5812] for nore details.

Singleton Port - A named input or output port of an LFB. This
port is referred to by a name. Wen the context is clear, the
term"singleton" by itself is used to refer to a singleton port.

Group Port - A naned collection of input or output ports of an
LFB. A group port is referred to by a nane. A group port

consi sts of a nunmber of port instances, which are referred to by a
conbi nati on of a name and an i ndex.

LFB Class Library - The LFB class library is a set of LFB classes
that has been identified as the nost common functions found in
nost FEs and hence shoul d be defined first by the For CES Worki ng
Group. The LFB class library is defined by this docunent.
3. Overview
3.1. Scope of the Library
It is intended that the LFB cl asses described in this docunent are

designed to provide the functions of a typical router. [RFCL812]
specifies that a typical router is expected to provide functions to:
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(1) Interface to packet networks and inplenent the functions
required by that network. These functions typically include:

* Encapsul ating and decapsul ating the I P datagranms with the
connected network framng (e.g., an Ethernet header and
checksuny,

* Sending and receiving |IP datagrans up to the naximum si ze
supported by that network (this size is the network’s Maxi num
Transm ssion Unit or MIU),

* Translating the I P destination address into an appropriate
net wor k- | evel address for the connected network (e.g., an
Et hernet hardware address), if needed, and

* Responding to network flow control and error indications, if
any.

(2) Conformto specific Internet protocols including the Internet
Protocol (IPv4 and/or |Pv6), Internet Control Message Protoco
(ICwP), and others as necessary.

(3) Receive and forward Internet datagrans. Inportant issues in
this process are buffer nanagenent, congestion control, and
fairness.

* Recogni ze error conditions and generate | CVMP error and
i nformati on messages as required.

* Drop datagrans whose time-to-live fields have reached zero.

* Fragnment datagrans when necessary to fit into the MIU of the
next link or interface.

(4) Choose a next-hop destination for each |IP datagram based on the
information in its routing database.

(5) Usually support an interior gateway protocol (IGP) to carry out
di stributed routing and reachability algorithms with the other
routers in the same autononobus system |In addition, sone
routers will need to support an exterior gateway protocol (EGP)
to exchange topol ogical information with other autononous
systens. For all routers, it is essential to provide the
ability to manage static routing itens.

(6) Provide network managenment and system support facilities,

i ncl udi ng | oadi ng, debuggi ng, status reporting, statistics
guery, exception reporting, and control
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The classical IP router utilizing the ForCES franework constitutes a
CE running some controlling IGP and/or EGP function or static route
setup and FEs inpl enented by use of Logical Function Bl ocks (LFBs)
conforming to the FE nodel [RFC5812] specification. The CE, in
conformance to the For CES protocol [RFC5810] and the FE node

[ RFC5812] specifications, instructs the LFBs on the FE how to treat
recei ved/ sent packets.

Packets in an I P router are received and transmitted on physica
media typically referred to as "ports". Different physical nedia
wi Il have different ways for encapsul ati ng outgoing franes and
decapsul ating incom ng franmes. The different physical nedia wll
al so have different attributes that influence its behavior and how
franes get encapsul ated or decapsul ated. This docunment will only
deal with Ethernet physical nedia. Future documents may deal with
ot her types of nedia. This docurment will also interchangeably refer
to a port as an abstraction that constitutes a physical |ayer (PHY)
and a Media Access Control (MAC) |ayer, as described by LFBs like
Et her PHYCop, Ether MACI n, and Et her MACQut .

| P packets emanating fromport LFBs are then processed by a
validation LFB before being further forwarded to the next LFB. After
the validation process, the packet is passed to an LFB where an IP
forwarding decision is made. In the IP Forwarding LFBs, a Longest
Prefix Match LFB is used to |l ook up the destination information in a
packet and sel ect a next-hop index for sending the packet onward. A
next - hop LFB uses the next-hop index netadata to apply the proper
headers to the I P packets and direct themto the proper egress. Note
that in the process of |IP packet processing, in this docunment, we are
adhering to the weak-host npbdel [RFCL1122] since that is the nost
usabl e nodel for a packet processing a Network El enment.

3.2. Overview of LFB Classes in the Library
It is critical to classify functional requirenents into various
cl asses of LFBs and construct a typical but also flexible enough base
LFB library for various |IP forwarding equi prents.

3.2.1. LFB Design Choices

A few design principles were factored into choosi ng what the base
LFBs | ook Iike:

o |If a function can be designed by either one LFB or two or nore

LFBs with the same cost, the choice is to go with two or nore LFBs
so as to provide nore flexibility for inplenenters.
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3.2.2.

Thi

An LFB shoul d take advantage of its independence as much as

possi bl e and have minimal coupling with other LFBs. The coupling
may be fromLFB attributes definitions as well as physical

i mpl enent ati ons.

Unl ess there is a clear difference in functionality, simlar
packet processing in the base LFB library should not be
represented sinultaneously as two or nore LFBs. For instance, it
shoul d not be sinmultaneously defined with two different LFBs for
the sanme next-hop processing. OQherwise, it nmay add extra burden
on inplementation to achieve interoperability.

LFB C ass G oupi ngs

s docunent defines groups of LFBs for typical router function

requi renents:

(1)

(2)

(3)

Wang,

A group of Ethernet-processing LFBs are defined to abstract the
packet processing for Ethernet as the port nmedia type. As

Et hernet is the nost popular nmedia type with rich processing
features, Ethernet nedia processing LFBs were a natural choice.
Definitions for processing of other port nedia types |ike Packet
over SONET (POS) or Asynchronous Transfer Mde (ATM may be
incorporated in the library in future versions of this docunent
or in a separate docunent. The followi ng LFBs are defined for
Et her net processi ng:

* Et her PHYCop (Section 5.1.1)

* EtherMACIn (Section 5.1.2)

* FEtherCassifier (Section 5.1.3)

* EtherEncap (Section 5.1.4)

* Ether MACQut (Section 5.1.5)

A group of LFBs are defined for IP packet validation process.
The following LFBs are defined for |IP validation processing:

* | Pv4Validator (Section 5.2.1)
* | Pv6Validator (Section 5.2.2)

A group of LFBs are defined to abstract |IP forwarding process.
The following LFBs are defined for |IP forwardi ng processing:

* | Pv4Ucast LPM (Section 5.3.1)
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* | Pv4Next Hop (Section 5.3.2)
* | Pv6Ucast LPM (Section 5. 3.3)
* | Pv6Next Hop (Section 5.3.4)

(4) A group of LFBs are defined to abstract the process for redirect
operation, i.e., data packet transm ssion between CE and FEs.
The following LFBs are defined for redirect processing:

* Redirectln (Section 5.4.1)
* RedirectQut (Section 5.4.2)

(5) A group of LFBs are defined for abstracting sone general purpose
packet processing. These processing processes are usually
general to many processing locations in an FE LFB topol ogy. The
following LFBs are defined for redirect processing:

*  Basi cMet adat aDi spatch (Section 5.5.1)
* CenericSchedul er (Section 5.5.2)
3.2.3. Sample LFB C ass Application

Al t hough Section 7 will present use cases for the LFBs defined in

this document, this section shows a sinple sanple LFB cl ass

application in advance so that readers can get a quick overl ook of

the LFB cl asses with the usage.

Figure 1 shows a sinple LFB processing path for Ethernet packets
entered from Et hernet physical ports.

+--m - - + S R +

| | Et her PHYI n | | fromsome LFB(s) that
| | <---mmmmmie - | Ether |<---------- generate Ethernet

| | | MACQut | packet s

| | | LFB |

| Et her | Fo----- +

| PHY | oo +

| Cop | | |

| LFB | Et her PHYCQut | Ether| to sone LFB(s) that

| === - > MMCIn|---------- > may classify Ethernet
| | | LFB | packets and do | P-1ayer
| | | | processi ng

+--m - - + S R +

Figure 1. A Sinple Sample LFB Use Case
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In the figure, Ethernet packets fromouter networks enter via the

Et her PHYCop LFB (Section 5.1.1), which describes Ethernet copper
interface properties (like the link speed) at the physical |ayer.
After physical-1ayer processing, Ethernet packets are delivered to
the EtherMACIn LFB (Section 5.1.2) to describe its MAC-| ayer
processing functions (like locality check). The packets after the

Et her MACIn LFB may require further processing to inplenent various
functions (like IP-layer forwarding); therefore, some LFBs may foll ow
the EtherMACIn LFB in topology to describe foll owed processing

functi ons.

Meanwhi | e, packets generated by sone LFB(s) nmay need to be subnmitted
to outer physical networks. The process is described in the figure
by an Et her MACQut LFB (Section 5.1.5) at the MAC | ayer and the

Et her PHYCop LFB at the physical |ayer.

3.3. Document Structure

Base type definitions, including data types, packet frane types, and
net adata types, are presented in advance for definitions of various
LFB cl asses. Section 4 ("Base Types") provides a description on the
base types used by this LFB library. To enabl e extensive use of
these base types by other LFB class definitions, the base type
definitions are provided as a separate library.

Wthin every group of LFB classes, a set of LFBs are defined for

i ndi vidual function purposes. Section 5 ("LFB C ass Descriptions")
provi des text descriptions on the individual LFBs. Note that for a
conplete definition of an LFB, a text description and an XM
definition are required.

LFB classes are finally defined by XML with specifications and schena
defined in the ForCES FE nodel [RFC5812]. Section 6 ("XM. for LFB

Li brary") provides the conplete XM. definitions of the base LFB

cl asses library.

Section 7 provides several use cases on how sone typical router
functions can be inplemented using the base LFB library defined in
this document.

4. Base Types
The FE nodel [RFC5812] has specified predefined (built-in) atomc
data types: char, uchar, intl1l6, uintl6, int32, uint32, int64, uint64,

string[ N, string, byte[N, boolean, octetstring[N, float16,
float 32, and fl oat 64.
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Note that, unlike the Sinple Network Managenent Protocol (SNWVP)

i nformati on nodel, called the Structure of Managenent |nformation
(SM) [RFC2578], the FE nodel has not defined specific atonic data
types for counting purposes. This docunent al so does not define
specific counter types. To describe LFB elenents for packet
statistics, which actually requires counters on packets, an unsigned

integer, like an uint32 or an uint64, is adopted. This docunent
states that any LFB el ement defined for counting purposes is
specified to nmonotonically increase until it reaches a maxi mum val ue,

when it waps around and starts increasing again fromzero. This
docunent al so states that how the unsigned integer el enent night be
mai ntai ned to cope with issues |ike counter discontinuities when a
counter waps or is reset for any reason is an inplenentation’s
issue. If a CE is expected to understand nore neani ngs of the
counter element than stated above, a private definition on the

el ement between the CE and FE may be required.

Based on the atom c data types and with the use of type definition
el ements in the FE nodel XM. schenm, new data types, packet frane
types, and netadata types can be defi ned.

To define a base LFB library for typical router functions, a set of
base data types, franme types, and netadata types should be defined.
This section provides a brief description of the base types and a
full XM. definition of themas well.

The base type XML definitions are provided with a separate XM
library file nanmed "BaseTypelLi brary”. Users can refer to this
library by the statenent:

<l oad |ibrary="BaseTypeLi brary" location="..."/>
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Data types defined in the base type library are categorized by the
conpound struct, and conpound array.

foll owi ng types: atomc,

4.1.1. Atonic

The following data types are defined as atomic data types and put in

the base type library:

Data Type Nane Brief Description

| Pv4Addr | Pv4 address

| Pv6Addr | Pv6 address

| EEEMAC | EEE MAC addr ess

LANSpeedType LAN speed by val ue types

Dupl exType Dupl ex types

Port St at usType The possible types of port status, used for
both admi nistrative and operative status

VI anl DType The type of VLAN ID

VI anPriorityType The type of VLAN priority
SchdDi sci pl i neType Schedul i ng di scipline type

4.1.2. Conpound Struct

The foll owi ng conpound struct types are defined in the base type

['ibrary:

Data Type Name

Et her Di spat chEntryType
VI anl nput Tabl eEnt ryType
EncapTabl eEntryType
MACI nSt at sType

MACCQut St at sType

Et her C assi fySt at sType

| Pv4Prefi xl nf oType

| Pv6Prefi xl nfoType

| Pv4Next Hopl nf oType

| Pv6Next Hopl nf oType

| Pv4Val i dat or St at sType
| Pv6Val i dat or St at sType
| Pv4Ucast LPMSt at sType
| Pv6Ucast LPMSt at sType
QueueSt at sType

Met adat aDi spat chType

Wang, et al.

Brief Description

Entry type
Entry type
Entry type
Statistics
Statistics
Entry type

for Ethernet dispatch table

for VLAN i nput table

for Ethernet encapsul ation table
type for Ether MACln LFB

type for Ether MACQut LFB

for statistics table in

Et herd assifier LFB

Entry type
Entry type
Entry type
Entry type
Statistics
Statistics
Statistics
Statistics
Entry type
Entry type

for IPv4 prefix table

for IPv6 prefix table

for 1 Pv4d next-hop table

for 1Pv6 next-hop table
type in I Pv4validator LFB
type in I Pvbvalidator LFB
type in | Pv4dUcast LPM LFB
type in I Pv6Ucast LPM LFB
for queue depth table

for metadata dispatch table
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4.1.3. Conpound Array

Conpound array types are nostly created based on conpound struct
types for LFB table components. The follow ng conpound array types
are defined in this base type library:

Data Type Nane Brief Description

Et her C assi fySt at sTabl eType Type for Ethernet classifier statistics
information table

Et her Di spat chTabl eType Type for Ethernet dispatch table

VI anl nput Tabl eType Type for VLAN input table

EncapTabl eType Type for Ethernet encapsul ati on table
| Pv4Prefi xTabl eType Type for 1Pv4 prefix table

| Pv6Prefi xTabl eType Type for 1 Pv6 prefix table

| Pv4Next HopTabl eType Type for | Pv4 next-hop table

| Pv6Next HopTabl eType Type for |1 Pv6 next-hop table

Met adat aDi spat chTabl eType Type for Metadata dispatch table
QueueSt at sTabl eType Type for Queue depth table

4.2. Frame Types

According to the FE nodel [RFC5812], frame types are used in LFB
definitions to define packet frame types that an LFB expects at its

i nput port and that the LFB emts at its output port. The <franmeDef>
element in the FE nodel is used to define a new frane type

The following frane types are defined in the base type library:

Frame Nane Brief Description

Et hernet | | An Ethernet |l frane

ARP An ARP packet frame

| Pv4 An | Pv4 packet frane

| Pv6 An | Pv6 packet frane

| Pv4Uni cast An | Pv4 unicast packet frane

| Pv4Mul ti cast An I Pv4 nulticast packet frane
| Pv6Uni cast An | Pv6 uni cast packet frane

| Pv6Mul ti cast An I Pv6 nulticast packet frane
Arbitrary Any type of packet frames
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4.3. Metadata Types

LFB nmetadata is used to conmuni cate per-packet state fromone LFB to
anot her. The <mnetadataDef> elenment in the FE nodel is used to define
a new net adata type

The foll owing netadata types are currently defined in the base type
library.

Met adata Name Metadata ID Brief Description

PHYPort | D 1 Met adata i ndicating a physical port ID

Sr cVAC 2 Met adata i ndicating a source MAC address

Dst MAC 3 Met adata i ndicating a destination MAC
addr ess

Logi cal Port1 D 4 Met adata of a | ogical port ID

Et her Type 5 Met adat a i ndi cati ng an Ethernet type
VI anl D 6 Met adata of a VLAN ID

VI anPriority 7 Met adata of a VLAN priority

Next Hopl Pv4Addr 8 Met adata representing a next-hop | Pv4

addr ess
Next Hopl Pv6Addr 9 Met adat a representing a next-hop | Pv6
addr ess
HopSel ect or 10 Met adata indicating a hop sel ector
Exceptionl D 11 Met adat a i ndi cati ng exception types for
exceptional cases during LFB processing
Val i dateErrorI D 12 Met adata indicating error types when a
packet passes validation process
L3Port1 D 13 Met adata indicating ID of an L3 |ogica
port
Redi r ect | ndex 14 Met adata that CE sends to Redirectln LFB

i ndi cating an associ ated packet a group
out put port index of the LFB

Medi aEncapl nf ol ndex 15 A search key a packet uses to |l ook up a
table in related LFBs to select an
encapsul ati on nedi a
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4.4, XM for Base Type Library

<?xm version="1.0" encodi ng="UTF-8""?>
<LFBLi brary xm ns="urn:ietf:params: xm :ns:forces:|fbnodel:1.0"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schema- i nst ance"
provi des="BaseTypelLi brary">
<f r ameDef s>
<f r ameDef >
<name>Et her net Al | </ name>
<synopsi s>Packet wi th any Ethernet type</synopsis>
</ f rameDef >
<f r ameDef >
<nane>Et her net | | </ name>
<synopsi s>Packet with Ethernet || type</synopsis>
</ f rameDef >
<f r aneDef >
<name>ARP</ name>
<synopsi s>ARP packet </ synopsi s>
</ frameDef >
<f r ameDef >
<name>| Pv4</ nanme>
<synopsi s>l Pv4 packet </ synopsi s>
</ f rameDef >
<f r ameDef >
<nane>| Pv6</ nanme>
<synopsi s>l Pv6 packet </ synopsi s>
</ f rameDef >
<f r aneDef >
<namne>| Pv4Uni cast </ name>
<synopsi s>l Pv4 uni cast packet </ synopsi s>
</ frameDef >
<f r ameDef >
<name>| Pv4Mul ti cast </ nane>
<synopsi s>l Pv4 nul ti cast packet</synopsi s>
</ f rameDef >
<f r ameDef >
<nane>| Pv6Uni cast </ nanme>
<synopsi s>l Pv6 uni cast packet </ synopsi s>
</ f rameDef >
<f r aneDef >
<name>| Pv6Mul ti cast </ nane>
<synopsi s>l Pv6 nul ti cast packet</synopsi s>
</ frameDef >
<f r ameDef >
<nanme>Ar bi trary</ nane>
<synopsi s>Any type of packet</synopsi s>
</ f rameDef >
</ frameDef s>
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<dat aTypeDef s>
<dat aTypeDef >
<nane>| Pv4Addr </ nanme>
<synopsi s>l Pv4 addr ess</synopsi s>
<t ypeRef >byt e[ 4] </t ypeRef >
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv6Addr </ nanme>
<synopsi s>l Pv6 addr ess</synopsi s>
<t ypeRef >byt e[ 16] </t ypeRef >
</ dat aTypeDef >
<dat aTypeDef >
<nane>| EEEMAC</ nanme>
<synopsi s>l EEE MAC addr ess</ synopsi s>
<t ypeRef >byt e[ 6] </ t ypeRef >
</ dat aTypeDef >
<dat aTypeDef >
<nanme>LANSpeedType</ nane>
<synopsi s>LAN speed type</synopsi s>
<at omi c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0x00000000" >
<nanme>LAN SPEED NONE</ nane>
<synopsi s>Not hi ng connect ed</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000001" >
<nane>LAN SPEED 10Mk/ name>
<synopsi s>10M Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000002" >
<name>LAN_SPEED 100MK/ name>
<synopsi s>100M Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000003" >
<nanme>LAN SPEED 1G</ nane>
<synopsi s>1G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000004" >
<nane>LAN SPEED 10G</ name>
<synopsi s>10G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000005" >
<nanme>LAN_SPEED 40G</ nane>
<synopsi s>40G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000006" >
<nanme>LAN SPEED 100G</ nane>
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<synopsi s>100G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000007" >
<nane>LAN SPEED 400G</ nane>
<synopsi s>400G Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000008" >
<nanme>LAN_SPEED 1T</nane>
<synopsi s>1T Et her net </ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000009" >
<nanme>LAN SPEED OTHER</ nane>
<synopsi s>O her LAN speed type</synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x0000000A" >
<nane>LAN SPEED AUTO</ nane>
<synopsi s>LAN speed by auto negoti ati on</synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<name>Dupl exType</ nane>
<synopsi s>Dupl ex node type</synopsi s>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0x00000001" >
<nanme>Aut o</ nane>
<synopsi s>Aut 0 negoti ati on</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000002" >
<nane>Hal f Dupl ex</ name>
<synopsi s>Hal f dupl ex</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="0x00000003" >
<nane>Ful | Dupl ex</ nane>
<synopsi s>Ful | dupl ex</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Port St at usType</ nanme>
<synopsi s>
Type for port status, used for both adm nistrative and
operative status.
</ synopsi s>
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<at om c>
<baseType>uchar </ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<name>Di sabl ed</ nane>
<synopsi s>Port di sabl ed</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="1">
<nane>Up</ name>
<synopsi s>Port up</synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="2">
<nanme>Down</ nanme>
<synopsi s>Port down</synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nane>MACI nSt at sType</ name>
<synopsi s>
Data type defined for statistics in EtherMACIn LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>NunPacket sRecei ved</ name>
<synopsi s>Nunber of packets received</synopsis>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent | D="2">
<nanme>NunPacket sDr opped</ nane>
<synopsi s>Nunber of packets dropped</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>MACQut St at sType</ nane>
<synopsi s>
Data type defined for statistics in Ether MACOut LFB
</ synopsi s>
<struct>
<conmponent conponent| D="1">
<nanme>NunPacket sTransni t t ed</ nane>
<synopsi s>Nunber of packets transnitted</synopsis>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent | D="2">
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<nanme>NunPacket sDr opped</ nane>
<synopsi s>Nunber of packets dropped</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Et her Di spat chEntryType</ nane>
<synopsi s>
Data type defined for entry of Ethernet dispatch
table in EtherC assifier LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>Logi cal Port | D</ nane>
<synopsi s>Logi cal port |D</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Et her Type</ nane>
<synopsi s>
The Ethernet type of the Ethernet packet.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packi ng efficiency.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nanme>LFBQut put Sel ect | ndex</ nane>
<synopsi s>
Index for a packet to select an instance in the
group output port of EtherC assifier LFB to output.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
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<nane>Et her Di spat chTabl eType</ nane>
<synopsi s>
Data type defined for Ethernet dispatch table in
Et herCl assifier LFB. The table is conposed of an array
of entries with EtherD spatchEntryType data type.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Et her Di spat chEnt ryType</typeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<nane>VI| anl DType</ nane>
<synopsi s>Data type for VLAN | D</synopsi s>
<at omi c>
<baseType>ui nt 16</ baseType>
<rangeRestriction>
<al | onedRange m n="0" max="4095"/>
</rangeRestriction>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>VI anPri orityType</ nane>
<synopsi s>Data type for VLAN priority</synopsis>
<at omi ¢c>
<baseType>uchar </ baseType>
<rangeRestriction>
<al | onedRange mi n="0" nmax="7"/>
</rangeRestriction>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>VI anl nput Tabl eEnt r yType</ name>
<synopsi s>
Data type for entry of VLAN input table in Etherd assifier
LFB. Each entry of the table contains an incom ng port ID,
a VLAN ID and a logical port ID. Every input packet is
assigned with a new | ogical port ID according to the
packet incoming port ID and the VLAN ID.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>| ncom ngPort | D</ nane>
<synopsi s>The i ncom ng port |D</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nanme>VI anl D</ name>
<synopsi s>The VLAN | D</ synopsi s>
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<t ypeRef >Vl anl DType</t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packi ng efficiency.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<nane>Logi cal Port | D</ nane>
<synopsi s>The | ogi cal port |D</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>VI anl nput Tabl eType</ nane>
<synopsi s>
Data type for the VLAN input table in Etherd assifier
LFB. The table is conposed of an array of entries with
VI anl nput Tabl eEnt ryType.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Vl anl nput Tabl eEnt r yType</ t ypeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Et her C assi f ySt at sType</ nane>
<synopsi s>
Data type for entry of statistics table in Etherd assifier
LFB.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>Et her Type</ nane>
<synopsi s>
The Ethernet type of the Ethernet packet.
</ synopsi s>
<t ypeRef >ui nt 16</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space nmainly for purpose of padding
and packi ng efficiency.
</ synopsi s>
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<t ypeRef >ui nt 16</t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>Packet sNunx/ nane>
<synopsi s>Packet s nunber </ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>Et her C assi f ySt at sTabl eType</ nanme>
<synopsi s>
Data type for statistics table in EtherC assifier LFB
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Et her Cl assi fySt at sType</typeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv4Val i dat or St at sType</ nane>
<synopsi s>
Data type for statistics in IPv4validator LFB.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>badHeader Pkt s</ nane>
<synopsi s>Nunber of packets wi th bad header </ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent | D="2">
<nane>badTot al Lengt hPkt s</ nane>
<synopsi s>
Nunber of packets with bad total |ength
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>badTTLPkt s</ name>
<synopsi s>Nunber of packets with bad TTL</synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent | D="4">
<nane>badChecksunPkt s</ name>
<synopsi s>Nunber of packets with bad checksunx/synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >

Wang, et al. St andards Track [ Page 23]



RFC 6956 For CES LFB Library June 2013

<dat aTypeDef >
<nane>| Pv6Val i dat or St at sType</ nane>
<synopsi s>
Data type for statistics in IPv6validator LFB.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>badHeader Pkt s</ nane>
<synopsi s>Nunber of packets wi th bad header </ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent | D="2">
<nane>badTot al Lengt hPkt s</ nane>
<synopsi s>
Nunber of packets with bad total |ength.
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>badHopLi m t Pkt s</ nane>
<synopsi s>
Nunber of packets with bad hop limt.
</ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv4Pr ef i xI nf oType</ nane>
<synopsi s>Data type for entry of IPv4 |ongest prefix match
table in I Pv4Ucast LPM LFB. The destination |Pv4 address
of every input packet is used as a search key to | ook up
the table to find out a next-hop sel ector.</synopsis>
<struct>
<conponent conponent| D="1">
<nane>| Pv4Addr ess</ nanme>
<synopsi s>The destination | Pv4 address</synopsi s>
<t ypeRef >| Pv4Addr </t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>Pr ef i x| en</ nanme>
<synopsi s>The prefix | ength</synopsi s>
<at om c>
<baseType>uchar </ baseType>
<rangeRestriction>
<al | onedRange mi n="0" max="32"/>
</rangeRestriction>
</ atom c>
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</ conponent >
<conponent conponent| D="3">
<name>ECMPFI ag</ nane>
<synopsi s>The ECMP fl ag</synopsi s>
<at om c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<nane>Fal se</ nane>
<synopsi s>
ECVWP fal se, indicating the route
does not have multiple next hops.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="true">
<nanme>Tr ue</ nane>
<synopsi s>
ECMP true, indicating the route
has mul tipl e next hops.
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ conponent >
<conponent conponent | D="4">
<nane>Def aul t Rout eFl ag</ nanme>
<synopsi s>Default route fl ag</synopsi s>
<at om c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<nane>Fal se</ nane>
<synopsi s>
Default route false, indicating the
route is not a default route.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="true">
<nanme>Tr ue</ nanme>
<synopsi s>
Default route true, indicating the
route is a default route.
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ conponent >
<conponent conponent | D="5">
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<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space nmainly for purpose of padding
and packi ng efficiency.
</ synopsi s>
<t ypeRef >uchar </ t ypeRef >
</ conponent >
<conponent conponent| D="6">
<name>HopSel ect or </ name>
<synopsi s>
The HopSel ect or produced by the prefix matching LFB
which will be output to downstream LFB to find next-
hop information.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv4Pr ef i xTabl eType</ name>
<synopsi s>
Data type for | Pv4 |ongest prefix match table in
| PvdUcast LPM LFB. Entry of the table is
of | PvdPrefixlnfoType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >l Pv4Prefi xI nf oType</typeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv4Ucast LPMSt at sType</ nane>
<synopsi s>
Data type for statistics in | Pv4Ucast LPM LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>| nRevdPkt s</ name>
<synopsi s>Nunber of received i nput packets.</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>FwdPkt s</ name>
<synopsi s>Nunber of forwarded packets. </synopsis>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="3">
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<nane>NoRout ePkt s</ name>
<synopsi s>
Nunber of packets with no route found.
</ synopsi s>
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv6Prefi xI nf oType</ name>
<synopsi s>Data type for entry of IPv6 |ongest prefix match
table in I Pv6Ucast LPM LFB. The destination | Pv6 address
of every input packet is used as a search key to | ook up
the table to find out a next-hop sel ector.</synopsis>
<struct>
<conponent conponent| D="1">
<nane>| Pv6Addr ess</ name>
<synopsi s>The destination | Pv6 address</synopsi s>
<t ypeRef > Pv6Addr </ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>Pr ef i x| en</ nanme>
<synopsi s>The prefix | ength</synopsi s>
<at om c>
<baseType>uchar </ baseType>
<rangeRestriction>
<al | onedRange mi n="0" max="128"/>
</rangeRestriction>
</ atom c>
</ conponent >
<conponent conponent| D="3">
<name>ECMPFI ag</ nane>
<synopsi s>ECMP fl| ag</ synopsi s>
<at om c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<nane>Fal se</ nane>
<synopsi s>ECWP f al se</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="true">
<nanme>Tr ue</ nane>
<synopsi s>ECVP t rue</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ conponent >
<conponent conponent | D="4">
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<nane>Def aul t Rout eFl ag</ nane>
<synopsi s>Default route fl ag</synopsi s>
<at omi c>
<baseType>bool ean</ baseType>
<speci al Val ues>
<speci al Val ue val ue="fal se">
<nane>Fal se</ nane>
<synopsi s>Def aul t fal se</synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="true">
<nanme>Tr ue</ nane>
<synopsi s>Default route true</synopsis>
</ speci al Val ue>
</ speci al Val ues>
</ at oni c>
</ conponent >
<conponent conponent| D="5">
<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packing efficiency.
</ synopsi s>
<t ypeRef >uchar </ t ypeRef >
</ conponent >
<conponent conponent| D="6">
<nanme>HopSel ect or </ nanme>
<synopsi s>
The HopSel ector produced by the prefix matching LFB
which will be output to downstream LFB to find next-
hop information.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv6Pr ef i xTabl eType</ nane>
<synopsi s>
Data type for |1 Pv6 | ongest prefix match table in
| Pv6Ucast LPM LFB. Entry of the table is
of | PvePrefixlnfoType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >l Pv6Prefi xI nf oType</typeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
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<nane>| Pv6Ucast LPMSt at sType</ nane>
<synopsi s>Data type for statistics in |IPv6Ucast LPM LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>|l nRevdPkt s</ name>
<synopsi s>Nunber of received i nput packets</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>FwdPkt s</ nane>
<synopsi s>Nunber of forwarded packets</synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>NoRout ePkt s</ name>
<synopsi s>
Nunber of packets with no route found.
</ synopsi s>
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv4Next Hopl nf oType</ nane>
<synopsi s>
Data type for entry of |IPv4 next-hop information table
in | PvdNext Hop LFB. The table uses a hop sel ector
recei ved fromupstream LFB as a search key to | ook up
i ndex of the table to find the next-hop infornation.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>L3Port | D</ nane>
<synopsi s>
The 1D of the logical output port that is to pass
ont o downstream LFB, indicating what port to the
nei ghbor is as defined by L3.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent | D="2">
<nanme>MTrU</ name>
<synopsi s>
Maxi mum Transni ssion Unit for outgoing port
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
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<conponent conponent| D="3">
<name>Next Hopl PAddr </ nane>
<synopsi s>The next-hop | Pv4 address</synopsi s>
<t ypeRef > Pv4Addr </ t ypeRef >
</ conponent >
<conponent conponent | D="4">
<nanme>Medi aEncapl nf ol ndex</ nane>
<synopsi s>
The index passed onto a downstream encapsul ation
LFB, used there as a search key to | ookup further
encapsul ation information
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="5">
<name>LFBCQut put Sel ect | ndex</ nane>
<synopsi s>
The index for the | PvdNext Hop LFB to choose an
instance in the group output port of the LFB to
out put .
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>| Pv4Next HopTabl eType</ nane>
<synopsi s>
Data type for |Pv4 next-hop table in | Pv4dNext Hop LFB
Entry of the table is of |Pv4NextHoplnfoType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef > Pv4Next Hopl nf oType</ t ypeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv6Next Hopl nf oType</ nane>
<synopsi s>
Data type for entry of IPv6 next-hop information table
in I Pv6Next Hop LFB. The table uses a hop sel ector
recei ved fromupstream LFB as a search key to | ook up
i ndex of the table to find the next-hop infornation.
</ synopsi s>
<struct>
<conponent conponent| D="1">
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<nane>L3Port | D</ nane>
<synopsi s>
The 1D of the |ogical output port that is to pass
ont o downstream LFB, indicating what port to the
nei ghbor is as defined by L3.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>MI'U</ nane>
<synopsi s>
Maxi mum Transni ssion Unit for outgoing port
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>Next Hopl PAddr </ nane>
<synopsi s>The next-hop | Pv6 address</synopsi s>
<t ypeRef > Pv6Addr </ t ypeRef >
</ conponent >
<conponent conponent| D="4">
<name>Medi aEncapl nf ol ndex</ name>
<synopsi s>
The i ndex passed onto a downstream encapsul ati on
LFB, used there as a search key to | ookup further
encapsul ation information
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent | D="5">
<nanme>LFBQut put Sel ect | ndex</ nane>
<synopsi s>
The index for the | Pv6Next Hop LFB to choose an instance
in the group output port of the LFB to output.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>| Pv6Next HopTabl eType</ nane>
<synopsi s>
Data type for | Pv6 next-hop table in | Pv6Next Hop LFB
Entry of the table is of |Pv6NextHoplnfoType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >l Pv6Next Hopl nf oType</t ypeRef >
</ array>
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</ dat aTypeDef >
<dat aTypeDef >
<name>EncapTabl eEnt r yType</ nanme>
<synopsi s>
Data type for entry of Ethernet encapsulation table in
Et herEncap LFB. The LFB uses the Medi aEncapl nf ol ndex
received fromupstream LFB as index of the table to
find encapsul ation infornmation of every packet.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nane>Dst Mac</ nane>
<synopsi s>
Destinati on MAC address for Ethernet encapsul ation of
the packet.
</ synopsi s>
<t ypeRef >| EEEMAC</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Sr cMac</ name>
<synopsi s>
Source MAC address for Ethernet encapsul ati on of the
packet .
</ synopsi s>
<t ypeRef >| EEEMAC</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<nane>VI anl D</ nane>
<synopsi s>The VLAN |I D assigned to the packet</synopsi s>
<t ypeRef >Vl anl DType</t ypeRef >
</ conponent >
<conponent conponent | D="4">
<nane>Reser ved</ nane>
<synopsi s>
A reserved bit space mainly for purpose of padding
and packi ng efficiency.
</ synopsi s>
<t ypeRef >ui nt 16</t ypeRef >
</ conponent >
<conponent conponent| D="5">
<name>L2Port | D</ nane>
<synopsi s>
The L2 | ogical output port ID for the packet.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
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<dat aTypeDef >
<nanme>EncapTabl eType</ nane>
<synopsi s>
Data type for Ethernet encapsul ation table in EtherEncap
LFB. Entry of the table is of EncapTabl eEntryType data
type.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >EncapTabl eEnt r yType</ t ypeRef >
</ array>
</ dat aTypeDef >
<dat aTypeDef >
<nanme>Met adat abi spat chType</ nane>
<synopsi s>
Data type for entry of netadata dispatch table used in
Basi cMet adat aDi spatch LFB. The LFB uses a netadata val ue
as a search key to look up the table to find an index of
the LFB group output port to output the packet.
</ synopsi s>
<struct>
<conponent conponent| D="1">
<name>Met adat aVal ue</ nane>
<synopsi s>The val ue of the dispatch netadata</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<nane>Cut put | ndex</ name>
<synopsi s>
I ndex of a group output port for outgoing packets.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<nane>Met adat aDi spat chTabl eType</ nane>
<synopsi s>
Data type for netadata di spatch table used in
Basi cMet adat aDi spatch LFB. Met adata val ue of
the table is also defined as a content key field.
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >Met adat aDi spat chType</t ypeRef >
<cont ent Key cont ent Keyl D="1">
<cont ent KeyFi el d>Met adat aVal ue</ cont ent KeyFi el d>
</ cont ent Key>
</ array>
</ dat aTypeDef >
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<dat aTypeDef >
<nanme>SchdDi sci pl i neType</ name>
<synopsi s>Schedul i ng di sci pline type</synopsis>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al vVal ue val ue="1">
<name>RR</ nane>
<synopsi s>
Round Robi n schedul i ng di scipline
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ dat aTypeDef >
<dat aTypeDef >
<name>QueueSt at sType</ name>
<synopsi s>
Data type for entry of queue statistics table in
Generi cSchedul er LFB
</ synopsi s>
<struct>
<conponent conponent| D="1">
<nanme>Queuel D</ nane>
<synopsi s>The i nput queue | D</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2">
<name>QueueDept hl nPacket s</ name>
<synopsi s>Current queue depth in packets</synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="3">
<name>QueueDept hl nByt es</ nanme>
<synopsi s>Current queue depth in bytes</synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
</struct>
</ dat aTypeDef >
<dat aTypeDef >
<name>QueueSt at sTabl eType</ name>
<synopsi s>
Data type for queue statistics table in GenericSchedul er
LFB. Entry of the table is of QueueStatsType data type
</ synopsi s>
<array type="vari abl e-si ze">
<t ypeRef >QueueSt at sType</t ypeRef >
</ array>
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</ dat aTypeDef >
</ dat aTypeDef s>
<met adat abDef s>
<net adat aDef >
<name>PHYPor t | D</ nane>
<synopsi s>Met adat a i ndi cati ng physi cal port |D</synopsis>
<met adat al D>1</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<net adat aDef >
<name>Sr cMAC</ name>
<synopsi s>Met adata i ndi cati ng source MAC addr ess</synopsi s>
<met adat al D>2</ net adat al D>
<t ypeRef >| EEEMAC</ t ypeRef >
</ met adat aDef >
<net adat aDef >
<nanme>Dst MAC</ name>
<synopsi s>
Met adat a i ndi cating destinati on MAC address.
</ synopsi s>
<met adat al D>3</ net adat al D>
<t ypeRef >| EEEMAC</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<nane>Logi cal Port | D</ nane>
<synopsi s>Met adata of | ogical port |D</synopsis>
<met adat al D>4</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<nane>Et her Type</ nane>
<synopsi s>Met adat a i ndi cati ng Et hernet type</synopsi s>
<met adat al D>5</ net adat al D>
<t ypeRef >ui nt 16</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<nane>VI anl D</ nanme>
<synopsi s>Met adat a of VLAN | D</ synopsi s>
<met adat al D>6</ net adat al D>
<t ypeRef >Vl anl DType</t ypeRef >
</ met adat aDef >
<met adat aDef >
<nanme>VI anPri ority</ nane>
<synopsi s>Met adata of VLAN priority</synopsi s>
<met adat al D>7</ net adat al D>
<typeRef >Vl anPriorityType</typeRef >
</ met adat aDef >
<met adat aDef >
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<nanme>Next Hopl Pv4Addr </ nane>
<synopsi s>
Met adata representing a next-hop | Pv4 address
</ synopsi s>
<met adat al D>8</ net adat al D>
<t ypeRef > Pv4Addr </ t ypeRef >
</ met adat aDef >
<met adat aDef >
<name>Next Hopl Pv6Addr </ nane>
<synopsi s>
Met adat a representing a next-hop | Pv6 address
</ synopsi s>
<met adat al D>9</ net adat al D>
<t ypeRef >l Pv6Addr </t ypeRef >
</ met adat aDef >
<met adat aDef >
<name>HopSel ect or </ name>
<synopsi s>Met adata i ndi cating a hop sel ector</synopsi s>
<met adat al D>10</ et adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<nanme>Except i onl D</ name>
<synopsi s>
Met adata i ndicating exception types for exceptional cases
duri ng packet processing.
</ synopsi s>
<met adat al D>11</ net adat al D>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<nanme>AnyUnr ecogni zedExcept i onCase</ nane>
<synopsi s>Any unrecogni zed excepti on case</synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="1">
<nanme>Cl assi f yNoMat chi ng</ nane>
<synopsi s>
Exception case: no matching of tables in
Et herC assifier LFB
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="2">
<nane>Medi aEncapl nf ol ndex| nval i d</ name>
<synopsi s>
Exception case: the Medi aEncapl nf ol ndex val ue of
the packet is invalid and cannot be allocated in
the EncapTable in EtherEncap LFB
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</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="3">
<nane>EncapTabl eLookupFai | ed</ name>
<synopsi s>
Exception case: the packet fails | ookup of the
EncapTabl e table in EtherEncap LFB even though the
Medi aEncapl nf ol ndex is valid.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="4">
<nanme>BadTTL</ nane>
<synopsi s>
Excepti on case: packet with expired TTL
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="5">
<nane>| Pv4Header Lengt hM snmat ch</ nane>
<synopsi s>
Exception case: packet wi th header |length nore
than 5 words.
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="6">
<nanme>Rout er Al ert Opt i ons</ nane>
<synopsi s>
Excepti on case: packet |P head includes router
alert options.
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="7">
<nane>| Pv6HopLi m t Zer o</ nanme>
<synopsi s>
Exception case: packet with the hop limt to zero.
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="8">
<nane>| Pv6Next Header HBH</ nane>
<synopsi s>
Exception case: packet with next header set to
Hop- by- Hop.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="9">
<name>Sr cAddr essExcept i on</ name>
<synopsi s>
Exception case: packet wi th exceptional source
addr ess.
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</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="10">
<nane>Dst Addr essExcepti on</ name>
<synopsi s>
Exception case: packet with exceptional destination
address.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="11">
<name>LPM.ookupFai | ed</ nane>
<synopsi s>
Exception case: packet failed the LPMtable | ookup
in a prefix match LFB
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="12">
<nane>HopSel ect or | nval i d</ nane>
<synopsi s>
Exception case: HopSelector for the packet is
i nvalid.
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="13">
<nanme>Next HopLookupFai | ed</ nane>
<synopsi s>
Exception case: packet failed | ookup of a next-hop
tabl e even though HopSel ector is valid.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="14">
<nanme>Fr agRequi r ed</ nane>
<synopsi s>
Exception case: packet fragmentation is required
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="15">
<nane>Met adat aNoMat chi ng</ name>
<synopsi s>
Exception case: there is no matchi ng when | ooki ng
up the netadata dispatch table in
Basi cMet adat aDi spatch LFB
</ synopsi s>
</ speci al Val ue>
</ speci al Val ues>
</ atom c>
</ met adat aDef >
<met adat aDef >
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<nane>Val i dat eErr or | D</ name>
<synopsi s>
Met adata indicating error types when a packet passes
val i dati on process.
</ synopsi s>
<met adat al D>12</ et adat al D>
<at om c>
<baseType>ui nt 32</ baseType>
<speci al Val ues>
<speci al Val ue val ue="0">
<name>AnyUnr ecogni zedVal i dat eErr or Case</ name>
<synopsi s>
Any unrecogni zed val i date error case.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="1">
<name>l nval i dl Pv4Packet Si ze</ nane>
<synopsi s>
Error case: packet |length reported by the Iink
layer is |less than 20 bytes.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="2">
<nanme>Not | Pv4Packet </ nane>
<synopsi s>
Error case: packet is not |P version 4</synopsis>
</ speci al Val ue>
<speci al Val ue val ue="3">
<nane>| nval i dl Pv4Header Lengt hSi ze</ name>
<synopsi s>
Error case: packet with header length field in
the header |ess than 5 words.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="4">
<nane>l nval i dl PvdLengt hFi el dSi ze</ nane>
<synopsi s>
Error case: packet with total length field in the
header | ess than 20 bytes.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="5">
<nane>l nval i dl Pv4Checksunx/ name>
<synopsi s>
Error case: packet with invalid checksum
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="6">
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<nane>l nval i dl Pv4Sr cAddr </ name>
<synopsi s>
Error case: packet with invalid |IPv4
addr ess.
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="7">
<nane>| nval i dl Pv4Dst Addr </ nane>
<synopsi s>
Error case: packet with invalid |IPv4
addr ess.
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="8">
<nane>| nval i dl Pv6Packet Si ze</ nane>
<synopsi s>
Error case: packet size is |less than
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="9">
<nane>Not | Pv6Packet </ nane>
<synopsi s>
Error case: packet is not IP version
</ synopsi s>
</ speci al Val ue>
<speci al Val ue val ue="10">
<nane>| nval i dl Pv6Sr cAddr </ name>
<synopsi s>
Error case: packet with invalid |IPv6
</ synopsi s>
</ speci al Val ue>
<speci al vVal ue val ue="11">
<nane>| nval i dl Pv6Dst Addr </ name>
<synopsi s>
Error case: packet with invalid |IPv6
addr ess.
</ synopsi s>
</ speci al Val ue>

</ speci al Val ues>
</ atom c>

</ met adat aDef >
<net adat aDef >

Wang, et

<nane>L3Port | D</ nane>
<synopsi s>
Met adata indicating ID of an L3 |ogical port
</ synopsi s>
<met adat al D>13</ et adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
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</ met adat aDef >
<met adat aDef >
<name>Redi r ect | ndex</ nane>
<synopsi s>
Met adata that CE sends to Redirectln LFB, indicating
the i ndex of the LFB group output port.
</ synopsi s>
<met adat al D>14</ net adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
<met adat aDef >
<nanme>Medi aEncapl nf ol ndex</ nane>
<synopsi s>
A search key a packet uses to look up a table to sel ect
an encapsul ati on nedi a.
</ synopsi s>
<met adat al D>15</ et adat al D>
<t ypeRef >ui nt 32</ t ypeRef >
</ met adat aDef >
</ met adat aDef s>
</ LFBLi brary>

5. LFB O ass Descriptions

According to ForCES specifications, an LFB (Logi cal Function Bl ock)
is a well-defined, |ogically separable functional block that resides
in an FE and is a functionally accurate abstraction of the FE s
processing capabilities. An LFB class (or type) is a tenplate that
represents a fine-grained, |ogically separable aspect of FE
processing. Mst LFBs are related to packet processing in the data
path. LFB classes are the basic building blocks of the FE nodel.
Not e that [ RFC5810] has al ready defined an ' FE Protocol LFB', which
is alogical entity in each FE to control the ForCES protocol

[ RFC5812] has already defined an ' FE hject LFB'. Information |ike
the FE Name, FE ID, FE State, and LFB Topology in the FE are
represented in this LFB

As specified in Section 3.1, this docunent focuses on the base LFB
library for inplenmenting typical router functions, especially for IP
forwarding functions. As a result, LFB classes in the library are
all base LFBs to inplenment router forwarding.

In this section, the terns "upstream LFB" and "downstream LFB" are
used. These are used relative to the LFB that is being described.

An "upstream LFB" is one whose output ports are connected to input
ports of the LFB under consideration such that output (typically
packets with netadata) can be sent fromthe "upstream LFB" to the LFB
under consideration. Simlarly, a "downstream LFB" whose input ports
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are connected to output ports of the LFB under consideration such
that the LFB under consideration can send information to the
"downstream LFB". Note that in some rare topol ogies, an LFB nmay be
bot h upstream and downstreamrel ative to anot her LFB

Al so note that, as a default provision of [ RFC5812], in the FE nodel,

al |l netadata produced by upstream LFBs wi || pass through al
downstream LFBs by default without being specified by input port or
output port. Only those netadata that will be used (consumed) by an

LFB will be explicitly marked in the input of the LFB as expected

nmet adata. For instance, in downstream LFBs of a physical-1ayer LFB
even if there is no specific netadata expected, netadata |ike
PHYPort | D produced by the physical-layer LFB will always pass through
al | downstream LFBs regardl ess of whether or not the netadata has
been expected by the LFBs.

5.1. Ethernet-Processing LFBs
As the nost popul ar physical - and data-link-1ayer protocol, Ethernet

is widely deployed. It becones a basic requirenent for a router to
be able to process various Ethernet data packets.

Note that different versions of Ethernet formats exist, |ike Ethernet
V2, 802.3 RAW | EEE 802. 3/802.2, and | EEE 802. 3/ 802. 2 SNAP
Varieties of LAN techni ques based on Ethernet also exist, |ike

various VLANs, MAC nMAC, etc. Ethernet-processing LFBs defined here
are intended to be able to cope with all these variations of Ethernet
t echnol ogy.

There are al so various types of Ethernet physical interface nedia.
Among them copper and fiber nedia may be the nost popul ar ones. As
a base LFB definition and a starting point, this document only
defines an Ethernet physical LFB with copper nedia. For other nedia
interfaces, specific LFBs may be defined in future versions of the
library.

5.1.1. Ether PHYCop

Et her PHYCop LFB abstracts an Ethernet interface physical |ayer with
nmedia linmted to copper

5.1.1.1. Data Handling

This LFB is the interface to the Ethernet physical nedia. The LFB
handl es Ethernet franes coning in fromor going out of the FE

Et hernet frames sent and received cover all packets encapsulated with
di fferent versions of Ethernet protocols, |ike Ethernet V2, 802.3
RAW | EEE 802. 3/802. 2, and | EEE 802. 3/802.2 SNAP, including packets
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encapsul ated with varieties of LAN techni ques based on Ethernet, |ike
various VLANs, MAC nMAC, etc. Therefore, in the XM, an EthernetAl
frame type has been introduced.

Et hernet frames are received fromthe physical nedia port and passed
downstreamto LFBs, such as Ether MACIn LFBs, via a singleton output
known as "EtherPHYQut". A PHYPortlD netadata, which indicates the
physical port fromwhich the frane came in fromthe external world
is passed along with the frane.

Et her net packets are received by this LFB from upstream LFBs, such as
Et her MacQut LFBs, via the singleton input known as "Ether PHYl n"
bef ore being sent out to the external world.

5.1.1.2. Conponents

The Adm nStatus conponent is defined for the CE to admi nistratively
manage the status of the LFB. The CE may administratively start up
or shut down the LFB by changing the value of Admi nStatus. The
default value is set to 'Down' .

An QOper St at us conponent captures the physical port operationa
status. A PHYPort St atusChanged event is defined so the LFB can
report to the CE whenever there is an operational status change of
the physical port.

The PHYPort| D conponent is a unique identification for a physica
port. It is defined as 'read-only’ by the CE. Its value is
enunerated by FE. The conponent will be used to produce a PHYPortlD
net adata at the LFB output and to associate it to every Ethernet
packet this LFB receives. The netadata will be handed to downstream
LFBs for themto use the PHYPortlD.

A group of conponents are defined for |ink speed managenent. The
Admi nLi nkSpeed is for the CE to configure |ink speed for the port,
and the QperLinkSpeed is for the CE to query the actual link speed in
operation. The default value for the Adm nLi nkSpeed is set to auto-
negoti ati on node.

A group of conponents are defined for duplex node nanagement. The
Adm nDupl exMbde is for the CE to configure proper duplex node for the
port, and the OperDupl exMode is for CE to query the actual duplex
node in operation. The default value for the Adnmi nDupl exMbde is set
to auto-negotiati on node.

A CarrierStatus conponent captures the status of the carrier and

specifies whether the port link is operationally up. The default
value for the CarrierStatus is ’'fal se’
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5.1.1.3. Capabilities

The capability information for this LFB includes the |ink speeds that
are supported by the FE (SupportedLi nkSpeed) as well as the supported
dupl ex nodes (SupportedDupl exMbdde) .

5.1.1. 4. Event s

Several events are generated. There is an event for changes in the
status of the physical port (PhyPortStatusChanged). Such an event
will notify that the physical port status has been changed, and the
report will include the new status of the physical port.

Anot her event captures changes in the operational |ink speed

(Li nkSpeedChanged). Such an event will notify the CE that the
operational speed has been changed, and the report will include the
new negoti at ed operational speed.

A final event captures changes in the dupl ex node

(Dupl exModeChanged). Such an event will notify the CE that the
dupl ex nbde has been changed and the report will include the new
negot i at ed dupl ex node.

5.1.2. EtherMACIn

Et her MACI n LFB abstracts an Ethernet port at the MAC data link |ayer
This LFB describes Ethernet processing functions |ike checking MAC
address locality, deciding if the Ethernet packets should be bridged,
provi ding Ethernet-1ayer flow control, etc.

5.1.2.1. Data Handling

The LFB is expected to receive all types of Ethernet packets (via a
singl eton i nput known as "EtherPktsln"), which are usually output
from sonme Ethernet physical-layer LFB, |ike an Ether PHYCop LFB, al ong
with a nmetadata indicating the physical port ID of the port on which
the packet arrived.

The LFB is defined with two separate singleton outputs. Al output
packets are enmitted in the original Ethernet format received at the
physi cal port, unchanged, and cover all Ethernet types.

The first singleton output is known as "Normal Pat hQut". It usually
out puts Ethernet packets to sone LFB, like an Etherd assifier LFB
for further L3 forwardi ng process along with a PHYPortl D net adat a

i ndi cating the physical port from which the packet came.
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The second singleton output is known as "L2Bridgi ngPat hQut".

Al though the LFB library this document defines is basically to neet
typical router functions, it will attenpt to be forward conpatible
with future router functions. The L2Bridgi ngPathCQut is defined to
neet the requirement that L2 bridging functions nmay be optionally
supported simultaneously with L3 processing and sone L2 bridging LFBs
that may be defined in the future. |f the FE supports L2 bridging,
the CE can enable or disable it by means of a "L2Bri dgi ngPat hEnabl e"
conponent in the FE. If it is enabled, by also instantiating some L2
bri dgi ng LFB i nstances followi ng the L2Bridgi ngPat hQut, FEs are
expected to fulfill L2 bridging functions. L2BridgingPathCut will

out put packets exactly the sane as in the Nornmal Pat hQut out put.

This LFB can be set to work in a prom scuous node, allow ng al
packets to pass through the LFB without being dropped. Qherw se, a
locality check will be performed based on the | ocal MAC addresses.
Al'l packets that do not pass through the locality check will be

dr opped.

This LFB can optionally participate in Ethernet flow control in
cooperation with Ether MACQut LFB. This document does not go into the
details of howthis is inplenented. This docunent al so does not
descri be how the buffers that induce the flow control nessages behave
-- it is assunmed that such artifacts exist, and describing themis
out of scope in this docunent.

5.1.2.2. Conponents

The Adm nStatus conponent is defined for the CE to admi nistratively
manage the status of the LFB. The CE may administratively start up
or shut down the LFB by changing the value of Admi nStatus. The
default value is set to 'Down’ .

The Local MACAddr esses conponent specifies the | ocal MAC addresses
based on which locality checks will be nade. This conmponent is an
array of MAC addresses and of 'read-wite’ access perm ssion

An L2Bri dgi ngPat hEnabl e conmponent captures whether the LFB is set to
work as an L2 bridge. An FE that does not support bridging will
internally set this flag to false and additionally set the flag
property as read-only. The default value for the conponent is
'false’.

The Prom scuousMode conponent specifies whether the LFB is set to

work in a prom scuous node. The default value for the conponent is
"fal se’.
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The TxFl owControl conponent defines whether the LFB is performng
flow control on sending packets. The default value is "false’'. Note
that the conponent is defined as "optional”. |f an FE does not

i mpl enent the conponent while a CE tries to configure the conponent
to that FE, an error fromthe FE may be responded to the CE with an
error code |ike 0x09 (E_COVPONENT_DOCES NOT_EXI ST) or 0x15
(E_NOT_SUPPCRTED), depending on the FE processing. See [RFC5810] for
details.

The RxFl owControl conponent defines whether the LFB is performng
flow control on receiving packets. The default value is ’false’
The conponent is defined as "optional"

A struct conponent, MACInStats, defines a set of statistics for this
LFB, including the number of received packets and the nunber of
dropped packets. Note that this statistics conponent is optional to
i mpl enenters. If a CEtries to query the conponent while it is not

i npl enented in an FE, an error code will be responded to the CE
indicating the error type |ike 0x09 (E_COVPONENT DOES NOT_EXI ST) or
0x15 (E_NOT_SUPPORTED), depending on the FE inplenmentation

5.1.2.3. Capabilities

This LFB does not have a list of capabilities.
5.1.2.4. Events

This LFB does not have any events specified.
5.1.3. EtherC assifier

The EtherC assifier LFB abstracts the process to decapsul ate Ethernet
packets and then classify them

5.1.3.1. Data Handling

This LFB describes the process of decapsul ati ng Et hernet packets and
classifying theminto various network-|ayer data packets according to
i nformation included in the Ethernet packets headers.

The LFB is expected to receive all types of Ethernet packets (via a
singl eton i nput known as "EtherPktsin"), which are usually output
froman upstream LFB |i ke EtherMACIn LFB. This input is also capable
of multiplexing to allow for nultiple upstreamLFBs to be connected.
For instance, when an L2 bridging function is enabled in the

Et her MACI n LFB, sone L2 bridging LFBs may be applied. 1In this case
after L2 processing, sone Ethernet packets may have to be input to
the EtherClassifier LFB for classification, while sinultaneously,
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packets directly output fromEtherMACIn may al so need to input to
this LFB. This input is capable of handling such a case. Usually,
al | expected Ethernet packets will be associated with a PHYPortl|D
nmet adata, indicating the physical port fromwhich the packet comes.
In sonme cases, for instance, in a MAC nMAC case, a Logical PortlD
net adata may be expected to associate with the Ethernet packet to
further indicate the |ogical port to which the Ethernet packet

bel ongs. Note that PHYPort|D nmetadata is always expected while
Logi cal Port1 D netadata is optionally expected.

Two output LFB ports are defined.

The first output is a group output port known as "C assifyQut".

Types of network-layer protocol packets are output to instances of
the port group. Because there may be various types of protoco
packets at the output ports, the produced output frane is defined as
arbitrary for the purpose of wide extensibility in the future.

Met adata to be carried along with the packet data is produced at this
LFB for consunption by downstream LFBs. The netadata passed
downstream i ncl udes PHYPortI D, as well as information on Ethernet
type, source MAC address, destination MAC address, and the |ogica
port ID. If the original packet is a VLAN packet and contains a VLAN
ID and a VLAN priority value, then the VLAN ID and the VLAN priority
val ue are also carried dowstream as netadata. As a result, the VLAN
ID and priority netadata are defined with the availability of

“condi tional ".

The second output is a singleton output port known as "ExceptionQut",
which will output packets for which the data processing failed, along
with an additional ExceptionlD netadata to indicate what caused the
exception. Currently defined exception types include:

o There is no matchi ng when cl assifying the packet.

Usual | y, the ExceptionCut port nmay point to nowhere, indicating
packets with exceptions are dropped, while in sone cases, the output
may be pointed to the path to the CE for further processing,
dependi ng on i ndividual inplenmentations.

5.1.3.2. Conponents

An Et her Di spatchTabl e array conponent is defined in the LFB to

di spatch every Ethernet packet to the output group according to the
| ogi cal port |ID assigned by the VIanlnputTable to the packet and the
Et hernet type in the Ethernet packet header. Each row of the array
is a struct containing a logical port ID, an EtherType and an out put
index. Wth the CE configuring the dispatch table, the LFB can be
expected to classify various network-layer protocol type packets and
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out put themat different output ports. It is expected that the LFB
cl assify packets according to protocols like |Pv4, |Pv6, MPLS,
Addr ess Resol ution Protocol (ARP), Neighbor Discovery (ND), etc.

A VI anl nput Tabl e array conponent is defined in the LFB to classify
VLAN Et hernet packets. Each row of the array is a struct containing
an inconming port ID, a VLANID, and a logical port ID. According to
| EEE VLAN specifications, all Ethernet packets can be recogni zed as
VLAN types by defining that if there is no VLAN encapsulation in a
packet, a case with VLAN tag O is considered. Every input packet is
assigned with a new Logi cal Port1 D according to the packet’s incom ng
port ID and the VLAN ID. A packet’s incomng port IDis defined as a
logical port IDiIf a logical port IDis associated with the packet or
a physical port IDif no logical port IDis associated. The VLAN ID
is exactly the VLAN ID in the packet if it is a VLAN packet, or O if
it is not. Note that a logical port ID of a packet nmay be rewitten
with a new one by the VI anlnput Tabl e processing.

Note that the logical port ID and physical port |ID nentioned above
are all originally configured by the CE, and are globally effective
within a ForCES NE (Network Elenent). To distinguish a physical port
IDfroma logical port IDin the incomng port IDfield of the

VI anl nput Tabl e, physical port ID and |ogical port ID must be assigned
wi th separate nunber spaces.

An array conponent, EtherC assifyStats, defines a set of statistics
for this LFB, neasuring the nunmber of packets per EtherType. Each
row of the array is a struct containing an Ether Type and a packet
nunber. Note that this statistics component is optional to
i mpl enenters.

5.1.3.3. Capabilities
This LFB does not have a list of capabilities.

5.1.3.4. Events
This LFB has no events specified.

5.1.4. EtherEncap

The EtherEncap LFB abstracts the process to replace or attach
appropriate Ethernet headers to the packet.

5.1.4.1. Data Handling

This LFB abstracts the process of encapsul ati ng Et hernet headers onto
recei ved packets. The encapsul ation is based on passed netadat a.
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The LFB is expected to receive |Pv4 and | Pv6 packets (via a singleton
i nput port known as "Encapln"), which may be connected to an upstream
LFB i ke | Pv4Next Hop, | Pv6Next Hop, Basi cMet adat aDi spatch, or any LFB
that requires output packets for Ethernet encapsul ation. The LFB

al ways expects from upstream LFBs the Medi aEncapl nf ol ndex net adat a
which is used as a search key to | ook up the encapsul ation table
EncapTabl e by the search key matching the table index. An input
packet may al so optionally receive a VLAN priority netadata,

i ndicating that the packet originally had a priority value. The
priority value will be | oaded back to the packet when encapsul ating.
The optional VLAN priority netadata is defined with a default val ue
of 0.

Two singleton output LFB ports are defined.

The first singleton output is known as "SuccessQut". Upon a
successful table | ookup, the destination and source MAC addresses and
the logical nedia port (L2PortID) are found in the matching table
entry. The CE nay set the VlanID in case VLANs are used. By
default, the table entry for MlanID of 0 is used as per |EEE rules
[1 EEE. 802-1QF . \Whatever the value of MlanID, if the input netadata
VlanPriority is non-zero, the packet will have a VLAN tag. |If the
VlanPriority and the VianlD are all zero, there is no VLAN tag for
this packet. After replacing or attaching the appropriate Ethernet
headers to the packet is conplete, the packet is passed out on the
"SuccessQut" LFB port to a downstream LFB i nstance along with the
L2Port | D.

The second singleton output is known as "ExceptionCQut” and wil|

out put packets for which the table | ookup fails, along with an
addi ti onal ExceptionlD netadata. Currently defined exception types
only include the foll owi ng cases:

o The Medi aEncapl nf ol ndex val ue of the packet is invalid and can not
be allocated in the EncapTabl e.

o The packet failed | ookup of the EncapTabl e tabl e even though the
Medi aEncapl nf ol ndex is valid.

The upstream LFB may be progranmed by the CE to pass along a

Medi aEncapl nf ol ndex that does not exist in the EncapTable. This
allows for resolution of the L2 headers, if needed, to be made at the
L2 encapsul ation level, in this case, Ethernet via ARP or ND (or

ot her met hods dependi ng on the Iink-1ayer technol ogy), when a table
m Ss occurs.

For nei ghbor L2 header resolution (table m ss exception), the
processing LFB may pass this packet to the CE via the redirect LFB or

Wang, et al. St andards Track [ Page 49]



RFC 6956 For CES LFB Library June 2013

FE software or another LFB instance for further resolution. |In such
a case, the netadata NextHopl Pv4Addr or Next Hopl Pv6Addr generated by
the next-hop LFB is al so passed to the exception handling. Such an
| P address could be used to do activities such as ARP or ND by the
handl er to which it is passed.

The result of the L2 resolution is to update the EncapTable as well
as the next-hop LFB so subsequent packets do not fail EncapTabl e

| ookup. The EtherEncap LFB does not make any assunptions of how the
EncapTabl e is updated by the CE (or whether ARP/ND i s used

dynam cally or static maps exist).

Downst ream LFB i nst ances coul d be either an Ether MACQut type or a
Basi cMet adat aDi spatch type. |If the final packet L2 processing is on
a per-nedi a-port basis, resides on a different FE, or needs L2 header
resolution, then it makes sense for the nodel to use a

Basi cMet adat aDi spatch LFB to fan out to different LFB instances. |If
there is a direct egress port point, then it nmakes sense for the
nodel to have a downstream LFB i nstance be an Et her MACCuUt .

5.1.4.2. Conponents
This LFB has only one conponent named EncapTabl e, which is defined as
an array. Each row of the array is a struct containing the
destinati on MAC address, the source MAC address, the VLAN ID with a
default val ue of zero, and the output |ogical L2 port ID.

5.1.4.3. Capabilities
This LFB does not have a list of capabilities.

5.1.4.4. Events
This LFB does not have any events specified.

5.1.5. Ether MACQut
The Et her MACOut LFB abstracts an Ethernet port at the MAC data |ink
| ayer. This LFB describes Ethernet packet output process. Ethernet
out put functions are closely related to Ethernet input functions;

therefore, many conponents defined in this LFB are aliases of
Et her MACI n LFB conponents.
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5.1.5.1. Data Handling

The LFB is expected to receive all types of Ethernet packets (via a
singl eton i nput known as "EtherPktsln"), which are usually output
froman Ethernet encapsul ation LFB along with a netadata indicating
the I D of the physical port that the packet will go through

The LFB is defined with a singleton output port known as

"Et herPktsOQut". Al output packets are in Ethernet format, possibly
with various Ethernet types, along with a netadata indicating the ID
of the physical port that the packet is to go through. This output
links to a downstream LFB that is usually an Ethernet physical LFB
i ke the EtherPHYCop LFB

This LFB can optionally participate in Ethernet flow control in
cooperation with the EtherMACln LFB. This document does not go into
the details of howthis is inmplemented. This docunent al so does not
descri be how the buffers that induce the flow control nessages behave
-- it is assunmed that such artifacts exist, but describing themis
out of the scope of this docunent.

Note that as a base definition, functions like nultiple virtual MAC
| ayers are not supported in this LFB version. It may be supported in
the future by defining a subclass or a new version of this LFB

5.1.5.2. Conponents

The Adm nStatus conponent is defined for the CE to administratively
manage the status of the LFB. The CE may admi nistratively start up
or shut down the LFB by changing the value of Admi nStatus. The
default value is set to "Down’. Note that this conmponent is defined
as an alias of the Admi nStatus conponent in the EtherMACIn LFB. This
infers that an Et her MACOut LFB usually coexists with an Ether MACI n
LFB, both of which share the sane adm nistrative status managenent by
the CE. Alias properties, as defined in the ForCES FE node

[ RFC5812], will be used by the CE to declare the target conponent to
which the alias refers, which includes the target LFB class and
instance IDs as well as the path to the target conponent.

The MIU conponent defines the maxi mumtransni ssion unit.

The optional TxFl owControl conmponent defines whether or not the LFB
is performing flow control on sending packets. The default value is
"false’. Note that this conponent is defined as an alias of the
TxFl owControl conponent in the Ether MACIn LFB

The optional RxFl owControl comnmponent defines whether or not the LFB
is performng flow control on receiving packets. The default val ue
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is "false’. Note that this component is defined as an alias of the
RxFl owControl conponent in the Ether MACIn LFB

A struct conponent, MACQutStats, defines a set of statistics for this
LFB, including the nunber of transmtted packets and the nunber of
dropped packets. This statistics conponent is optional to
i mpl enent ers.

5.1.5.3. Capabilities
This LFB does not have a list of capabilities.

5.1.5.4. Events
This LFB does not have any events specified.

5. 2. | P Packet Validation LFBs

The LFBs are defined to abstract the | P packet validation process.
An | Pv4Validator LFB is specifically for |Pv4 protocol validation,
and an | Pv6Validator LFB is specifically for |Pv6.

5.2.1. |Pv4vali dator
The | Pv4Validator LFB perforns | Pv4d packet validation
5.2.1.1. Data Handling

This LFB performs | Pv4 validation according to [RFC1812] and its
updates. The |Pv4 packet will be output to the correspondi ng LFB
port, indicating whether the packet is unicast or multicast or
whet her an exception has occurred or the validation fail ed.

This LFB al ways expects, as input, packets that have been indicated
as | Pv4 packets by an upstream LFB, |ike an EtherC assifier LFB
There is no specific nmetadata expected by the input of the LFB

Four output LFB ports are defined.

Al validated |IPv4 unicast packets will be output at the singleton
port known as "I Pv4UnicastQut". Al validated IPv4 nulticast packets
will be output at the singleton port known as "IPv4MulticastQut"

port.

A singleton port known as "ExceptionCQut" is defined to output packets
that have been validated as exception packets. An exception ID
metadata is produced to indicate what has caused the exception. An
exception case is the case when a packet needs further processing
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before being normally forwarded. Currently defined exception types
i ncl ude:

o Packet with expired TTL

o Packet with header length nore than 5 words

o Packet IP head including router alert options

o Packet with exceptional source address

o Packet with exceptional destination address

Note that although Tine to Live (TTL) is checked in this LFB for
validity, operations |ike TTL decrenent are nade by the downstream
f orwardi ng LFB.

The final singleton port known as "FailQut" is defined for al
packets that have errors and failed the validation process. An error
case i s when a packet is unable to be further processed or forwarded
wi t hout being dropped. An error IDis associated with a packet to
indicate the failure reason. Currently defined failure reasons

i ncl ude:

o Packet with size reported |l ess than 20 bytes

o Packet with version not |Pv4

o Packet with header length |less than 5 words

o Packet with total length field | ess than 20 bytes

o Packet with invalid checksum

o Packet with invalid source address

o Packet with invalid destination address

5.2.1.2. Conponents
This LFB has only one struct conponent, the
| Pv4Val i dator Stati sticsType, which defines a set of statistics for
val i dation process, including the nunmber of bad header packets, the
nunber of bad total |ength packets, the nunmber of bad TTL packets,

and the nunber of bad checksum packets. This statistics conponent is
optional to inplenenters.
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5.2.1.3. Capabilities
This LFB does not have a list of capabilities

5.2.1.4. Events
This LFB does not have any events specified.

5.2.2. |Pv6Validator
The 1 Pv6Validator LFB performs | Pv6 packet validation

5.2.2.1. Data Handling
This LFB performs | Pv6 validation according to [ RFC2460] and its
updates. Then the I Pv6 packet will be output to the correspondi ng
port regarding of the validation result, indicating whether the
packet is a unicast or a nmulticast one, an exception has occurred or
the validation fail ed.
This LFB al ways expects, as input, packets that have been indicated
as | Pv6 packets by an upstream LFB, |ike an EtherC assifier LFB

There is no specific nmetadata expected by the input of the LFB

Similar to the | Pv4validator LFB, the IPv6Validator LFB has al so
defined four output ports to emt packets with various validation

results.
Al validated I Pv6 unicast packets will be output at the singleton
port known as "IPv6UnicastQut". Al validated IPv6 nulticast packets

will be output at the singleton port known as "I Pv6MilticastQut".
There is no netadata produced at this LFB

A singleton port known as "ExceptionCQut" is defined to output packets
that have been validated as exception packets. An exception case is
when a packet needs further processing before being normally
forwarded. An exception ID netadata is produced to indicate what
caused the exception. Currently defined exception types include:

o Packet with hop limt to zero

o Packet with next header set to hop-by-hop

o Packet with exceptional source address

o Packet with exceptional destination address

Wang, et al. St andards Track [ Page 54]



RFC 6956 For CES LFB Library June 2013

The final singleton port known as "FailQut" is defined for al

packets that have errors and failed the validation process. An error
case when a packet is unable to be further processed or forwarded

wi t hout being dropped. A validate error IDis associated to every
failed packet to indicate the reason. Currently defined reasons

i ncl ude:

o Packet with size reported |l ess than 40 bytes
o Packet with version not |Pv6
o Packet with invalid source address
o Packet with invalid destination address
Note that in the base type library, definitions for exception ID and
validate error ID netadata are applied to both IPv4Vvalidator and
| Pv6Val idator LFBs, i.e., the two LFBs share the sanme netadata
definition, with different ID assignnment inside.
5.2.2.2. Conponents
This LFB has only one struct conponent, the
| Pv6Val i dator StatisticsType, which defines a set of statistics for
the validation process, including the nunber of bad header packets,
the nunber of bad total |ength packets, and the nunber of bad hop
[imt packets. Note that this conponent is optional to inplenmenters.
5.2.2.3. Capabilities
This LFB does not have a list of capabilities.
5.2.2.4. Events
This LFB does not have any events specified.
5.3. | P Forwarding LFBs
| P Forwardi ng LFBs are specifically defined to abstract the IP
forwardi ng processes. As definitions for a base LFB library, this
docunent restricts its LFB definition scope only to |IP unicast
forwarding. |IP nulticast may be defined in future docunents.
The two fundanental tasks performed in |IP unicast forwarding
constitute |l ooking up the forwarding information table to find next-
hop information and then using the resulting next-hop details to

forward packets out on specific physical output ports. This docunent
nodel s the forwardi ng processes by abstracting out the described two
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steps. \Wiereas this docunent describes functional LFB nodels that
are nodular, there may be nmultiple ways to inplenent the abstracted
nodels. It is not intended or expected that the provi ded LFB nodel s
constrain inplenentations.

Based on the IP forwarding abstraction, two kinds of typical IP

uni cast forwarding LFBs are defined: unicast LPM | ookup LFB and next-
hop application LFB. They are further distinguished by |Pv4 and | Pv6
pr ot ocol s.

5.3.1. | Pvd4Ucast LPM

The | Pv4Ucast LPM LFB abstracts the |1 Pv4 unicast Longest Prefix Mtch
(LPM process.

This LFB al so provides facilities to support users to inplenent

equal -cost multipath (ECMP) routing or reverse path forwarding (RPF).
However, this LFB itself does not provide ECVMP or RPF. To fully

i mpl enent ECMP or RPF, additional specific LFBs, |ike a specific ECWP
LFB or an RPF LFB, will have to be defined.

5.3.1.1. Data Handling

This LFB perforns the |1 Pv4 unicast LPMtable | ookup. It always
expects as input |Pv4 unicast packets fromone singleton input known
as "Pktsln". Then, the LFB uses the destination |Pv4 address of
every packet as a search key to look up the IPv4 prefix table and
generate a hop selector as the matching result. The hop selector is
passed as packet netadata to downstream LFBs and will usually be used
there as a search index to find nore next-hop infornmation.

Three singleton output LFB ports are defined.

The first singleton output is known as "Normal Qut" and outputs |Pv4
uni cast packets that succeed the LPM | ookup (and got a hop selector).
The hop selector is associated with the packet as a netadat a.
Downstream fromthe LPM LFB is usually a next-hop application LFB

i ke an | Pv4Next Hop LFB

The second singleton output is known as "ECVMPQut" and is defined to
provi de support for users wi shing to inplenent ECWP

An ECVWP flag is defined in the LPMtable to enable the LFB to support
ECMP. When a table entry is created with the flag set to true, it
indicates this table entry is for ECWP only. A packet that has

passed through this prefix |ookup will always output fromthe
"ECMPQut " output port, with the hop selector being its |ookup result.
The output will usually go directly to a downstream ECMP processi ng
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LFB, where the hop selector can usually further generate optin zed
one or nultiple next-hop routes by use of ECWVP al gorithns.

A default route flag is defined in the LPMtable to enable the LFB to
support a default route as well as |oose RPF. VWhen this flag is set
to true, the table entry is identified as a default route, which also
inplies that the route is forbidden for RPF. |f a user wants to

i mpl enent RPF on FE, a specific RPF LFB will have to be defined. 1In
such an RPF LFB, a conponent can be defined as an alias of the prefix
tabl e conponent of this LFB, as described bel ow.

The final singleton output is known as "ExceptionQut" of the

| PvdUcast LPM LFB and is defined to output exception packets after the
LFB processing, along with an ExceptionlD nmetadata to indicate what
caused the exception. Currently defined exception types include:

o The packet failed the LPM I ookup of the prefix table.

The upstream LFB of this LFB is usually an |IPv4Validator LFB. |f RPF
is to be adopted, the upstreamcan be an RPF LFB, when defi ned.

The downstream LFB is usually an | Pv4NextHop LFB. |If ECWP is
adopted, the downstream can be an ECVP LFB, when defi ned.

5.3.1.2. Conponents
This LFB has two conponents.

The | Pv4Prefi xTabl e conponent is defined as an array conponent of the
LFB. Each row of the array contains an | Pv4 address, a prefix

I ength, a hop selector, an ECMP flag and a default route flag. The
LFB uses the destination |Pv4 address of every input packet as a
search key to look up this table in order extract a next-hop
selector. The ECWP flag is for the LFB to support ECVMP. The default
route flag is for the LFB to support a default route and for | oose
RPF.

The | Pv4Ucast LPMSt at s conponent is a struct component that collects
statistics information, including the total number of input packets
recei ved, the | Pv4 packets forwarded by this LFB, and the nunber of
| P dat agranms di scarded due to no route found. Note that this
conponent is defined as optional to inplenenters.

5.3.1.3. Capabilities

This LFB does not have a list of capabilities.
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5.3.1.4. Events

This LFB does not have any events specified.
5.3.2. | Pv4Next Hop

This LFB abstracts the process of selecting | Pvd next-hop action
5.3.2.1. Data Handling

The LFB abstracts the process of next-hop information application to
| Pv4 packets. It receives an |Pv4 packet with an associ ated next-hop
identifier (HopSelector) and uses the identifier as a table index to
| ook up a next-hop table to find an appropriate LFB output port.

The LFB is expected to receive unicast |Pv4 packets, via a singleton
i nput known as "PktslIn", along with a HopSel ector netadata, which is
used as a table index to |l ook up the NextHop table. The data
processi ng i nvolves the forwarding TTL decrenent and | P checksum
recal cul ati on.

Two output LFB ports are defined.

The first output is a group output port known as "SuccessQut". On
successful data processing, the packet is sent out froman LFB port
fromwithin the LFB port group as selected by the
LFBQut put Sel ect I ndex val ue of the matched table entry. The packet is
sent to a downstream LFB along with the L3Portl D and

Medi aEncapl nf ol ndex net adat a.

The second output is a singleton output port known as "ExceptionQut",
which will output packets for which the data processing failed, along
with an additional ExceptionlD netadata to indicate what caused the
exception. Currently defined exception types include:

o The HopSel ector for the packet is invalid.

o The packet failed | ookup of the next-hop table even though the
HopSel ector is valid.

o The MIU for outgoing interface is |less than the packet size.

Downst ream LFB i nst ances coul d be either a Basi cMet adat abi spatch type
(Section 5.5.1), used to fan out to different LFB instances or a

nmedi a- encapsul ati on-rel ated type, such as an EtherEncap type or a
Redi rectQut type (Section 5.4.2). For exanple, if there are Ethernet
and ot her tunnel encapsul ation, then a Basi cMet adat abi spatch LFB can

Wang, et al. St andards Track [ Page 58]



RFC 6956 For CES LFB Library June 2013

use the L3Port| D netadata (Section 5.3.2.2) to dispatch packets to a
di fferent encapsul ator.

5.3.2.2. Conponents

This LFB has only one conponent, |Pv4Next HopTable, which is defined
as an array. The HopSelector received is used to match the array

i ndex of |Pv4Next HopTable to find out a row of the table as the next-
hop information result. Each row of the array is a struct
cont ai ni ng:

o The L3PortID, which is the ID of the logical output port that is
passed on to the downstream LFB i nstance. This |ID indicates what
ki nd of encapsulating port the neighbor is to use. This is L3-
derived information that affects L2 processing and so needs to be
based fromone LFB to another as netadata. Usually, this IDis
used for the next-hop LFB to distinguish packets that need
different L2 encapsul ating. For instance, sone packets nmay
require general Ethernet encapsul ation while others nmay require
various types of tunnel encapsulations. |n such a case, different
L3Port1 Ds are assigned to the packets and are passed as mnetadata
to a downstream LFB. A Basi cMet adat aDi spatch LFB (Section 5.5.1)
may have to be applied as the downstream LFB so as to dispatch
packets to different encapsul ation LFB instances according to the
L3Port | Ds.

o MIU, the Maxi mum Transni ssion Unit for the outgoing port.
o0 Next Hopl PAddr, the |IPv4 next-hop address.

o Medi aEncapl nfol ndex, the index that passes on to the downstream
encapsul ation LFB instance and that is used there as a search key
to look up a table (typically medi a-encapsul ati on-rel ated) for
further encapsul ation information. The search key | ooks up the
table by matching the table index. Note that the encapsul ation
LFB i nstance that uses this netadata may not be the LFB instance
that imediately follows this LFB instance in the processing. The
Medi aEncapl nf ol ndex netadata is attached here and is passed
through internediate LFBs until it is used by the encapsul ation
LFB i nstance. In sonme cases, depending on inplenmentation, the CE
may set the Medi aEncapl nf ol ndex passed downstreamto a val ue that
will fail |ookup when it gets to a target encapsul ation LFB; such
a lookup failure at that point is an indication that further
resolution is needed. For an exanple of this approach, refer to
Section 7.2, which discusses ARP and nentions this approach
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o LFBCQut put Sel ectl ndex, the LFB group output port index to select
the downstream LFB port. This value identifies the specific port
within the SuccessQut port group out of which packets that
successfully use this next-hop entry are to be sent.

5.3.2.3. Capabilities

This LFB does not have a list of capabilities.
5.3.2.4. Events

This LFB does not have any events specified.
5.3.3. | Pv6UcastLPM

The | Pv6Ucast LPM LFB abstracts the |1 Pv6 uni cast Longest Prefix Mtch
(LPM process. The definition of this LFBis simlar to the

| Pv4Ucast LPM LFB except that all |P addresses refer to | Pv6

addr esses.

This LFB al so provides facilities to support users to inplenent

equal -cost multipath (ECMP) routing or reverse path forwarding (RPF).
However, this LFB itself does not provide ECWP or RPF. To fully

i npl enent ECMP or RPF, additional specific LFBs, |like a specific ECWP
LFB or an RPF LFB, will have to be defined. This work nay be done in
future versions of this docunent.

5.3.3.1. Data Handling

This LFB perforns the I Pv6 unicast LPMtable | ookup. It always
expects as input IPv6 unicast packets fromone singleton input known
as "Pktsln". The destination |IPv6 address of an incomi ng packet is
used as a search key to |l ook up the IPv6 prefix table and generate a
hop selector. This hop selector result is associated to the packet
as a nmetadata and sent to downstream LFBs; it will usually be used in
downstream LFBs as a search key to find nore next-hop information.

Three singleton output LFB ports are defined.

The first singleton output is known as "Nornmal Qut" and outputs |Pv6
uni cast packets that succeed the LPM | ookup (and got a hop selector).
The hop selector is associated with the packet as a netadat a.
Downstream fromthe LPM LFB is usually a next-hop application LFB

i ke an | Pv6Next Hop LFB

The second singleton output is known as "ECVMPQut" and is defined to
provi de support for users wi shing to inplenent ECWP
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An ECVWP flag is defined in the LPMtable to enable the LFB to support
ECMP. When a table entry is created with the flag set to true, it
indicates this table entry is for ECWP only. A packet that has

passed through this prefix |ookup will always output fromthe
"ECMPQuUt " output port, with the hop selector being its | ookup result.
The output will usually go directly to a downstream ECMP processi ng

LFB, where the hop selector can usually further generate optin zed
one or nultiple next-hop routes by use of ECWVP al gorithns.

A default route flag is defined in the LPMtable to enable the LFB to
support a default route as well as |oose RPF. VWhen this flag is set
to true, the table entry is identified as a default route, which also
inplies that the route is forbidden for RPF

If a user wants to inplenment RPF on FE, a specific RPF LFB will have
to be defined. In such an RPF LFB, a conponent can be defined as an
alias of the prefix table conponent of this LFB, as described bel ow.

The final singleton output is known as "ExceptionQut" of the

| Pv6Ucast LPM LFB and is defined to output exception packets after the
LFB processing, along with an ExceptionlD netadata to indicate what
caused the exception. Currently defined exception types include:

o The packet failed the LPM I ookup of the prefix table.

The upstream LFB of this LFB is usually an |IPv6Validator LFB. |f RPF
is to be adopted, the upstreamcan be an RPF LFB, when defi ned.

The downstream LFB is usually an | Pv6Next Hop LFB. If ECWP is
adopt ed, the downstream can be an ECVP LFB, when defi ned.

5.3.3.2. Comnponents
This LFB has two conponents.

The | Pv6Prefi xTabl e conponent is defined as an array conponent of the
LFB. Each row of the array contains an | Pv6 address, a prefix

l ength, a hop selector, an ECWP flag, and a default route flag. The

ECVWP flag is so the LFB can support ECMP. The default route flag is

for the LFB to support a default route and for | oose RPF, as

descri bed earlier.

The | Pv6Ucast LPMSt ats conponent is a struct conponent that collects
statistics information, including the total number of input packets
recei ved, the | Pv6 packets forwarded by this LFB and the nunmber of IP
dat agrans di scarded due to no route found. Note that the component
is defined as optional to inplenenters.
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5.3.3.3. Capabilities
This LFB does not have a list of capabilities.
5.3.3.4. Events
This LFB does not have any events specified.
5.3.4. | Pv6Next Hop
This LFB abstracts the process of selecting |IPv6 next-hop action
5.3.4.1. Data Handling

The LFB abstracts the process of next-hop information application to
| Pv6 packets. It receives an |IPv6 packet with an associ ated next-hop
identifier (HopSelector) and uses the identifier to | ook up a next-
hop table to find an appropriate output port fromthe LFB

The LFB is expected to receive unicast |Pv6 packets, via a singleton
i nput known as "Pktsln", along with a HopSel ector netadata, which is
used as a table index to | ook up the next-hop table.

Two output LFB ports are defined.

The first output is a group output port known as "SuccessQut". On
successful data processing, the packet is sent out froman LFB port
fromwithin the LFB port group as selected by the
LFBQut put Sel ect I ndex val ue of the matched table entry. The packet is
sent to a downstream LFB along with the L3PortlD and

Medi aEncapl nf ol ndex net adat a.

The second output is a singleton output port known as "ExceptionQut",
which will output packets for which the data processing failed, along
with an additional ExceptionlD netadata to indicate what caused the
exception. Currently defined exception types include:

o The HopSel ector for the packet is invalid.

o The packet failed | ookup of the next-hop table even though the
HopSel ector is valid.

o The MIU for outgoing interface is |ess than the packet size.
Downst ream LFB i nst ances coul d be either a BasicMetadat abi spatch
type, used to fan out to different LFB instances, or a nedia

encapsul ation related type, such as an EtherEncap type or a
Redi rectQut type. For exanple, when the downstreamLFB is
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Basi cMet adat aDi spat ch and Et hernet and other tunnel encapsul ation
exi st downstream from Basi cMet adat abi spatch, then the

Basi cMet adat abDi spatch LFB can use the L3Portl D netadata (see section
bel ow) to di spatch packets to the different encapsul ator LFBs.

5.3.4.2. Conponents

This LFB has only one conponent naned | Pv6Next HopTabl e, which is
defined as an array. The array index of |Pv6NextHopTable is used for
a HopSel ector to find out a row of the table as the next-hop
informati on. Each row of the array is a struct containing:

o The L3PortID, which is the ID of the logical output port that is
passed onto the downstream LFB i nstance. This ID indicates what
ki nd of encapsul ating port the neighbor is to use. This is L3-
derived information that affects L2 processing and so needs to be
based fromone LFB to another as netadata. Usually, this IDis
used for the next-hop LFB to distinguish packets that need
different L2 encapsulating. For instance, sone packets nay
requi re general Ethernet encapsul ation while others nmay require
various types of tunnel encapsulations. |In such a case, different
L3Port1 Ds are assigned to the packets and are passed as mnetadata
to a downstream LFB. A Basi cMet adat aDi spatch LFB (Section 5.5.1)
may have to be applied as the downstream LFB so as to dispatch
packets to different encapsul ation LFB instances according to the
L3Port | Ds.

o MU, the Maximum Transm ssion Unit for the outgoing port.
o0 Next Hopl PAddr, the | Pv6 next-hop address.

o Medi aEncapl nfol ndex, the index that is passed on to the downstream
encapsul ation LFB instance and that is used there as a search key
to look up a table (typically medi a-encapsul ati on-rel ated) for
further encapsul ation information. The search key | ooks up the
table by matching the table index. Note that the encapsul ation
LFB i nstance that uses this netadata may not be the LFB instance
that imrediately follows this LFB instance in the processing. The
Medi aEncapl nf ol ndex netadata is attached here and is passed
through internediate LFBs until it is used by the encapsul ation
LFB i nstance. In sone cases, depending on inplementation, the CE
may set the Medi aEncapl nfol ndex passed downstreamto a val ue that
will fail |ookup when it gets to a target encapsul ation LFB; such
a |l ookup failure at that point is an indication that further
resolution is needed. For an exanple of this approach, refer to
Section 7.2, which discusses ARP and mentions this approach
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o LFBCQut put Sel ectl ndex, the LFB group output port index to select
the downstream LFB port. This value identifies the specific port
within the SuccessQut port group out of which packets that
successfully use this next-hop entry are to be sent.

5.3.4.3. Capabilities

This LFB does not have a list of capabilities.
5.3.4.4. Events

This LFB does not have any events specified.
5.4. Redirect LFBs

Redi rect LFBs abstract the data packet transportation process between
the CE and FE. Sone packets output from some LFBs may have to be
delivered to the CE for further processing, and sone packets
generated by the CE nay have to be delivered to the FE and further to
sonme specific LFBs for data path processing. According to [RFC5810],
dat a packets and their associated nmetadata are encapsulated in a

For CES redirect nessage for transportation between CE and FE. W
define two LFBs to abstract the process: a Redirectln LFB and a
RedirectQut LFB. Usually, in an LFB topol ogy of an FE, only one
RedirectIn LFB instance and one RedirectQut LFB instance exist.

5.4.1. Redirectln

The Redirectln LFB abstracts the process for the CE to inject data
packets into the FE data path.

5.4.1.1. Data Handling

A Redirectln LFB abstracts the process for the CE to inject data
packets into the FE LFB topol ogy so as to input data packets into FE
data paths. Fromthe LFB topology' s point of view, the Redirectln
LFB acts as a source point for data packets coming fromthe CE
therefore, the Redirectln LFB is defined with a single output LFB
port (and no input LFB port).

The single output port of Redirectln LFB is defined as a group out put
type with the nane of "PktsQut". Packets produced by this output

will have arbitrary frame types decided by the CE that generated the
packets. Possible frames nay include |Pv4, |Pv6, or ARP protoco
packets. The CE may associate sone netadata to indicate the frane
types and may al so associate other metadata to indicate various

i nformati on on the packets. Anong them there MJST exist a

Redi rect I ndex netadata, which is an integer acting as an index. Wen
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the CE transnmits the netadata along with the packet to a Redirectln
LFB, the LFB will read the Redirectlndex netadata and output the
packet to one of its group output port instances, whose port index is
i ndicated by this netadata. Any other netadata, in addition to

Redi rectl ndex, will be passed untouched al ong the packet delivered by
the CE to the downstream LFB. This neans the Redirectlndex netadata
fromCE will be "consunmed" by the Redirectlin LFB and will not be
passed to downstream LFB. Note that a packet fromthe CE without a
Redi rect | ndex netadata associated will be dropped by the LFB. Note
that all metadata visible to the LFB need to be gl obal and | ANA
controlled. See Section 8 ("I ANA Considerations”) of this docunent
for nore details about a netadata |ID space that can be used by
vendors and is "Reserved for Private Use".

5.4.1.2. Conponents

An optional statistics conmponent is defined to collect the nunber of
packets received by the LFB fromthe CE. There are no ot her
conponents defined for the current version of the LFB

5.4.1.3. Capabilities

This LFB does not have a list of capabilities.
5.4.1.4. Events

This LFB does not have any events specified.
5.4.2. RedirectQut

Redi rect Qut LFB abstracts the process for LFBs in the FE to deliver
dat a packets to the CE

5.4.2.1. Data Handling

A RedirectQut LFB abstracts the process for LFBs in the FE to deliver
dat a packets to the CE. Fromthe LFB topol ogy’'s point of view the
Redi rect Qut LFB acts as a sink point for data packets going to the
CE; therefore, the RedirectQut LFB is defined with a single input LFB
port (and no output LFB port).

The RedirectQut LFB has only one singleton input, known as "Pktsln",
but is capable of receiving packets frommultiple LFBs by

mul tiplexing this input. The input expects any kind of frame type;
therefore, the frame type has been specified as arbitrary, and al so
all types of metadata are expected. Al associated nmetadata produced
(but not consunmed) by previous processed LFBs should be delivered to
the CE via the ForCES protocol redirect nmessage [ RFC5810]. The CE
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can decide how to process the redirected packet by referencing the
associ ated nmetadata. As an exanple, a packet could be redirected by
the FE to the CE because the EtherEncap LFB is not able to resolve L2
informati on. The netadata "Exceptionl D' created by the EtherEncap
LFB is passed along with the packet and should be sufficient for the
CE to do the necessary processing and resolve the L2 entry required.
Note that all netadata visible to the LFB need to be global and | ANA
controlled. See Section 8 ("I ANA Considerations") of this docunent
for nore details about a netadata I D space that can be used by
vendors and is "Reserved for Private Use".

5.4.2.2. Conponents
An optional statistics conponent is defined to collect the nunber of

packets sent by the LFB to the CE. There are no other conponents
defined for the current version of the LFB

5.4.2.3. Capabilities
This LFB does not have a list of capabilities.

5.4.2.4. Events
This LFB does not have any events specified.

5.5. Ceneral Purpose LFBs

5.5.1. BasicMet adat abi spatch
The Basi cMet adat aDi spatch LFB is defined to abstract the process in
whi ch a packet is dispatched to sone output path based on its
associ at ed netadata val ue.

5.5.1.1. Data Handling
The Basi cMet adat aDi spatch LFB has only one singleton input known as
"Pktsln". Every input packet should be associated with a nmetadata
that will be used by the LFB to do the dispatch. This LFB contains a
netadata | D and a di spatch table named Met adat aDi spat chTabl e, all
configured by the CE. The nmetadata I D specifies which netadata is to
be used for dispatching packets. The Metadatabi spatchTabl e cont ai ns
entries of a netadata value and an Qut putlndex, specifying that the
packet with the nmetadata val ue nust go out fromthe LFB group out put
port instance with the CQutputlndex.

Two output LFB ports are defined.
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The first output is a group output port known as "PktsQut". A packet
with its associ ated netadata having found an Qutputl ndex by
successfully | ooking up the dispatch table will be output to the

group port instance with the correspondi ng i ndex.

The second output is a singleton output port known as "ExceptionQut",
which will output packets for which the data processing failed, along
with an additional ExceptionlD netadata to indicate what caused the
exception. Currently defined exception types only include one case:

o There is no matching when | ooking up the nmetadata dispatch table.

As an exanmple, if the CE decides to dispatch packets according to a
physical port ID (PHYPortID), the CE may set the ID of PHYPortl|D
netadata to the LFB first. Mreover, the CE also sets the PHYPort| D
actual values (the metadata val ues) and assi gned Qutputlndex for the
values to the dispatch table in the LFB. When a packet arrives, a
PHYPort | D netadata is found associated with the packet, and the
netadata value is further used as a key to | ook up the dispatch table
to find out an output port instance for the packet.

Currently, the BasicMetadataDi spatch LFB only allows the netadata

val ue of the dispatch table entry to be a 32-bit integer. A metadata
with other value types is not supported in this version. A nore
conpl ex netadata di spatch LFB may be defined in future versions of
the library. 1In that LFB, multiple tuples of nmetadata with nore

val ue types supported may be used to di spatch packets.

5.5.1.2. Conponents

This LFB has two conponents. One conponent is Metadatal D and the
other is MetadataDi spatchTable. Each row entry of the dispatch table
is a struct containing the nmetadata val ue and the Qutputlndex. Note
that currently, the nmetadata value is only allowed to be a 32-bit
integer. The nmetadata value is also defined as a content key for the
table. The concept of content key is a searching key for tabl es,
which is defined in the ForCES FE npdel [RFC5812]. Wth the content
key, the CE can manipul ate the table by nmeans of a specific netadata
val ue rather than by the table index only. See the ForCES FE nodel

[ RFC5812] and al so the For CES protocol [RFC5810] for more details on
the definition and use of a content key.

5.5.1.3. Capabilities

This LFB does not have a list of capabilities.
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5.5.1.4. Events
This LFB does not have any events specified.
5.5.2. CenericSchedul er

This is a prelimnary generic scheduler LFB for abstracting a sinple
schedul i ng process.

5.5.2.1. Data Handling

There exi st various kinds of scheduling strategies with various

i npl enentations. As a base LFB library, this docunent only defines a
prelimnary generic scheduler LFB for abstracting a sinple scheduling
process. Users may use this LFB as a basic LFB to further construct
nore conpl ex schedul er LFBs by neans of "inheritance", as described
in [ RFC5812] .

Packets of any arbitrary frane type are received via a group input
known as "Pktsln" with no additional netadata expected. This group
i nput is capable of multiple input port instances. Each port

i nstance may be connected to a different upstream LFB output. Inside
the LFB, it is abstracted that each input port instance is connected
to a queue, and the queue is nmarked with a queue | D whose value is
exactly the sanme as the index of correspondi ng group input port

i nstance. Scheduling disciplines are applied to all queues and al so
all packets in the queues. The group input port property

Port GoupLimts in ojectLFB, as defined by the ForCES FE node

[ RFC5810], provides nmeans for the CE to query the capability of tota
gueue nunbers the schedul er supports. The CE can then deci de how
many queues it may use for a scheduling application

Schedul ed packets are output froma singleton output port of the LFB
knows as "PktsQut" with no correspondi ng net adat a.

More conpl ex schedul er LFBs may be defined with nore conpl ex
schedul i ng disciplines by succeeding this LFB. For instance, a
priority schedul er LFB may be defined by inheriting this LFB and
defining a conmponent to indicate priorities for all input queues.

5.5.2.2. Conponents
The Schedul i ngDi sci pline conponent is for the CE to specify a
scheduling discipline to the LFB. Currently defined scheduling

di sciplines only include Round Robin (RR) strategy. The default
scheduling discipline is thus RR
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The QueueStats conponent is defined to allowthe CE to query every
gueue status of the scheduler. It is an array conponent, and each
row of the array is a struct containing a queue ID. Currently
defi ned queue status includes the queue depth in packets and the
gueue depth in bytes. Using the queue ID as the index, the CE can
query every queue for its used length in unit of packets or bytes.
Note that the QueueStats conponent is defined as optional to

i mpl ement ers.

5.5.2.3. Capabilities

The followi ng capability is currently defined for the
Generi cSchedul er.

o The queue length limt providing the storage ability for every
queue.

5.5.2.4. Events
This LFB does not have any events specified.
6. XM for LFB Library

<?xm version="1.0" encodi ng="UTF-8"7?>
<LFBLi brary xm ns="urn:ietf:paranms: xm :ns:forces:|fbnodel:1.0"
xm ns: xsi ="http://ww.w3. org/ 2001/ XM_Schena- i nst ance"
provi des="BaseLFBLi brary" >
<l oad |ibrary="BaseTypeLi brary"/>
<LFBC assDef s>
<LFBC assDef LFBC assl D="3">
<nane>Et her PHYCop</ nane>
<synopsi s>
The Et her PHYCop LFB descri bes an Ethernet interface
that limts the physical media to copper
</ synopsi s>
<versi on>1. 0</ ver si on>
<i nput Port s>
<i nput Port >
<name>Et her PHYI n</ nane>
<synopsi s>
The input port of the EtherPHYCop LFB. It expects any
type of Ethernet frane.
</ synopsi s>
<expectati on>
<franeExpect ed>
<ref>Et hernet Al | </ref>
</ frameExpect ed>
</ expect ati on>
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</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port >
<name>Et her PHYCut </ name>
<synopsi s>
The output port of the EtherPHYCop LFB. The out put
packet has the same Ethernet frane type as the
i nput packet, associated with a nmetadata indicating
the 1D of the physical port.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>Et hernet Al | </ref >
</ frameProduced>
<met adat aPr oduced>
<r ef >PHYPor t | D</ r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent component| D="1" access="read-only">
<nanme>PHYPor t | D</ nane>
<synopsi s>
The identification of the physical port
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent conponent| D="2" access="read-wite">
<nanme>Adm nSt at us</ name>
<synopsi s>
The port status administratively requested
</ synopsi s>
<t ypeRef >Port St at usType</ t ypeRef >
<def aul t Val ue>2</ def aul t Val ue>
</ conponent >
<conponent conponent| D="3" access="read-only">
<name>QCper St at us</ nane>
<synopsi s>
The port actual operational status
</ synopsi s>
<t ypeRef >Port St at usType</t ypeRef >
</ conponent >
<conponent comnponent| D="4" access="read-wite">
<nanme>Adm nLi nkSpeed</ name>
<synopsi s>
The port |ink speed adm nistratively requested
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</ synopsi s>
<t ypeRef >LANSpeedType</t ypeRef >
<def aul t Val ue>LAN_SPEED AUTO</ def aul t Val ue>
</ conponent >
<conponent component| D="5" access="read-only">
<nanme>Qper Li nkSpeed</ nane>
<synopsi s>
The port actual operational |ink speed
</ synopsi s>
<t ypeRef >LANSpeedType</t ypeRef >
</ conponent >
<conponent conponent| D="6" access="read-wite">
<nanme>Admi nDupl exMbde</ nane>
<synopsi s>
The port dupl ex node administratively requested
</ synopsi s>
<t ypeRef >Dupl exType</t ypeRef >
<def aul t Val ue>Aut o</ def aul t Val ue>
</ conponent >
<conponent conponent| D="7" access="read-only">
<name>Qper Dupl exMode</ name>
<synopsi s>
The port actual operational duplex node
</ synopsi s>
<t ypeRef >Dupl exType</t ypeRef >
</ conponent >
<conponent comnponent| D="8" access="read-only">
<name>Carri er St at us</ nane>
<synopsi s>The carrier status of the port </synopsis>
<t ypeRef >bool ean</t ypeRef >
<def aul t Val ue>f al se</ def aul t Val ue>
</ conponent >
</ conponent s>
<capabilities>
<capability conponent| D="30">
<nane>Support edLi nkSpeed</ nane>
<synopsi s>
A list of link speeds the port supports
</ synopsi s>
<array>
<t ypeRef >LANSpeedType</t ypeRef >
</ array>
</ capability>
<capability conponent| D="31">
<name>Suppor t edDupl exMode</ name>
<synopsi s>
A list of duplex nmobdes the port supports
</ synopsi s>
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<array>
<t ypeRef >Dupl exType</t ypeRef >
</ array>
</ capability>
</ capabilities>
<events basel D="60">
<event event|D="1">
<nanme>PHYPor t St at usChanged</ nane>
<synopsi s>
An event reporting change on operational status of the
physi cal port.
</ synopsi s>
<event Tar get >
<event Fi el d>Oper St at us</ event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<event Report >
<event Fi el d>Oper St at us</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
<event eventl|D="2">
<nane>Li nkSpeedChanged</ nane>
<synopsi s>
An event reporting change on operational |ink speed
of the physical port.
</ synopsi s>
<event Tar get >
<event Fi el d>Oper Li nkSpeed</ event Fi el d>
</ event Tar get >
<event Changed/ >
<event Report s>
<event Report >
<event Fi el d>Oper Li nkSpeed</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
<event eventl|D="3">
<name>Dupl exMbdeChanged</ nanme>
<synopsi s>
An event reporting change on operational duplex node
of the physical port.
</ synopsi s>
<event Tar get >
<event Fi el d>Oper Dupl exMbde</ event Fi el d>
</ event Tar get >
<event Changed/ >
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<event Report s>
<event Report >
<event Fi el d>Oper Dupl exMbde</ event Fi el d>
</ event Report >
</ event Report s>
</ event >
</ event s>
</ LFBCO assDef >
<LFBC assDef LFBC asslD="4">
<name>Et her MACI n</ nane>
<synopsi s>
Et her MACI n LFB descri bes an Ethernet port at MAC data |ink
| ayer. The LFB describes Ethernet processing functions
of MAC address locality check, deciding if the Ethernet
packets shoul d be bridged, providing Ethernet-layer flow
control, etc.
</ synopsi s>
<versi on>1. 0</ ver si on>
<i nput Port s>
<i nput Port group="fal se">
<name>Et her Pkt sl n</ name>
<synopsi s>
The input port of the EtherMACIn LFB. It expects any
type of Ethernet frane.
</ synopsi s>
<expectati on>
<franeExpect ed>
<ref>Et hernet Al | </ref>
</ frameExpect ed>
<net adat aExpect ed>
<r ef >PHYPor t | D</ r ef >
</ met adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="fal se">
<nanme>Nor mal Pat hQut </ nane>
<synopsi s>
An output port in the EtherMACIn LFB. It outputs
Et her net packets to downstream LFBs for nornma
processing |i ke Ethernet packet classification and
other L3 IP-layer processing.
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<ref>Et hernet Al | </ref >
</ framePr oduced>
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<met adat aPr oduced>
<r ef >PHYPor t | D</ r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port >
<nane>L2Bri dgi ngPat hQut </ nane>
<synopsi s>
An output port in
the EtherMACIn LFB. It outputs Ethernet packets
to downstream LFBs for |layer 2 bridging processing.
The port is switched on or off by the
L2Bri dgi ngPat hEnabl e flag in the LFB
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>Et hernet Al | </ref >
</ framePr oduced>
<met adat aPr oduced>
<r ef >PHYPor t | D</ r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >

</ out put Port s>
<conponent s>

Wang, et al

<conponent conponent| D="1" access="read-wite">
<nanme>Adni nSt at us</ name>
<synopsi s>
The LFB status administratively requested, which has
the sane data type with a port status. Default is in
"Down’ status.
</ synopsi s>
<t ypeRef >Port St at usType</t ypeRef >
<def aul t Val ue>2</ def aul t Val ue>
</ conponent >
<conponent conponent| D="2" access="read-wite">
<nane>Local MACAddr esses</ nane>
<synopsi s>
Local MAC address(es) of the Ethernet port the LFB
represents.
</ synopsi s>
<array>
<t ypeRef >| EEEMAC</ t ypeRef >
</ array>
</ conponent >
<conponent component| D="3" access="read-wite">
<nanme>L2Bri dgi ngPat hEnabl e</ nane>
<synopsi s>
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A flag indicating if the LFB L2 Bridgi ngPat h out put
port is enabled or not. Default is not enabl ed.
</ synopsi s>
<t ypeRef >bool ean</t ypeRef >
<def aul t Val ue>f al se</ def aul t Val ue>
</ conponent >
<conponent conponent| D="4" access="read-wite">
<nane>Pr oni scuousMde</ name>
<synopsi s>
A flag indicating whether the LFB is in prom scuous
node or not. Default is not.
</ synopsi s>
<t ypeRef >bool ean</t ypeRef >
<def aul t Val ue>f al se</ def aul t Val ue>
</ conponent >
<conponent component| D="5" access="read-wite">
<name>TxFl owCont r ol </ nane>
<synopsi s>
A flag indicating whether transmt flow control is
applied or not. Default is not.
</ synopsi s>
<optional / >
<t ypeRef >bool ean</t ypeRef >
<def aul t Val ue>f al se</ def aul t Val ue>
</ conponent >
<conponent conponent| D="6" access="read-wite">
<name>RxFl owCont r ol </ nane>
<synopsi s>
A flag indicating whether receive flow control is
applied or not. Default is not.
</ synopsi s>
<optional / >
<t ypeRef >bool ean</t ypeRef >
<def aul t Val ue>f al se</ def aul t Val ue>
</ conponent >
<conponent conponent| D="7" access="read-reset">
<nanme>MACI nSt at s</ nanme>
<synopsi s>
The statistics of the Ether MACIn LFB
</ synopsi s>
<optional / >
<t ypeRef >MACI nSt at sType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBO assDef >
<LFBC assDef LFBC asslD="5">
<name>Et her d assi fi er </ nane>
<synopsi s>
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Et herCl assifier LFB describes the process to decapsul ate
Et hernet packets and then classify theminto various
net wor k- | ayer packets according to information in the
Et hernet headers. It is expected the LFB classifies packets
by packet types like IPv4, |1Pv6, MPLS, ARP, ND, etc.
</ synopsi s>
<versi on>1. 0</ ver si on>
<i nput Port s>
<i nput Port >
<name>Et her Pkt sl n</ name>
<synopsi s>
I nput port of Ethernet packets. PHYPortID netadata is
al ways expected while Logical PortID netadata is
optionally expected to associate with every input
Et her net packet.
</ synopsi s>
<expectati on>
<franeExpect ed>
<ref >Et hernet Al | </ ref >
</ frameExpect ed>
<met adat aExpect ed>
<r ef >PHYPor t | D</ r ef >
<ref dependency="optional" defaultVal ue="0">
Logi cal Port | D</ref>
</ net adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="true">
<nanme>C assi f yQut </ nane>
<synopsi s>
A group port for output of Ethernet classifying
results.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>Arbitrary</ref>
</ frameProduced>
<met adat aPr oduced>
<r ef >PHYPor t | D</ r ef >
<ref >Sr cMAC</ r ef >
<r ef >Dst MAC</ r ef >
<r ef >Et her Type</ref >
<ref availability="conditional">VlanlD</ref>
<ref availability="conditional">VIlanPriority</ref>
</ met adat aPr oduced>
</ pr oduct >
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</ out put Port >
<out put Port group="fal se">
<nane>Excepti onQut </ nane>
<synopsi s>
A singleton port for output of all Ethernet packets
that fail the classifying process. An ExceptionlD
nmet adata i ndicates the failure reason
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<ref>Arbitrary</ref>
</ framePr oduced>
<met adat aPr oduced>
<r ef >Excepti onl D</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent access="read-wite" conmponent|D="1">
<nane>Et her Di spat chTabl e</ nane>
<synopsi s>
An Et her Di spatchTabl e array component that is defined
in the LFB to dispatch every Ethernet packet to out put
ports according to | ogical port ID assigned by the
VI anl nput Table in the LFB and Ethernet type in the
Et her net packet header
</ synopsi s>
<t ypeRef >Et her Di spat chTabl eType</typeRef >
</ conponent >
<conponent access="read-wite" conponentl| D="2">
<nane>VI anl nput Tabl e</ name>
<synopsi s>
A VI anl nput Tabl e array conponent that is defined in
the LFB to classify VLAN Ethernet packets. Every input
packet is assigned with a new Logical Port| D according
to the packet’s incoming port ID and VLAN ID.
</ synopsi s>
<t ypeRef >Vl anl nput Tabl eType</typeRef >
</ conponent >
<conmponent access="read-reset" conponentl| D="3">
<nane>Et her C assi f ySt at s</ nane>
<synopsi s>
A table recording statistics on the Ethernet
cl assifying process in the LFB
</ synopsi s>
<optional / >
<t ypeRef >Et her C assi f ySt at sTabl eType</t ypeRef >
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</ conponent >
</ conponent s>
</ LFBO assDef >
<LFBC assDef LFBC asslD="6">
<name>Et her Encap</ nane>
<synopsi s>
The EtherEncap LFB abstracts the process of encapsul ating
Et hernet headers onto received packets. The encapsul ation
i s based on passed netadat a.
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port group="fal se">
<nane>Encapl n</ name>
<synopsi s>
An input port receiving |IPv4 and/or |Pv6 packets for
encapsul ati on. A Medi aEncapl nf ol ndex netadata is
expected, and a VLAN priority netadata is optionally
expected with every input packet.
</ synopsi s>
<expectati on>
<frameExpect ed>
<ref >l Pvd</ref>
<ref >l Pv6</ref>
</ frameExpect ed>
<nmet adat aExpect ed>
<r ef >Medi aEncapl nf ol ndex</r ef >
<ref dependency="optional" defaultVal ue="0">
VI anPriority</ref>
</ net adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="fal se">
<nane>SuccessQut </ nanme>
<synopsi s>
An out put port for packets that have found Ethernet
L2 informati on and have been successfully encapsul at ed
into an Ethernet packet. An L2PortlID netadata is
produced for every output packet.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef >l Pvd</ref >
<ref >l Pv6</ref>
</ framePr oduced>
<met adat aPr oduced>
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<ref>L2Port | D</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nanme>Except i onQut </ nane>
<synopsi s>
An output port for packets that fail encapsul ation
in the LFB. An ExceptionlD netadata indicates failure
reason.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref >l Pvd</ref>
<ref >l Pv6</ref>
</ framePr oduced>
<met adat aPr oduced>
<r ef >Exceptionl D</ref >
<r ef >Medi aEncapl nf ol ndex</r ef >
<ref availability="conditional">VlanPriority</ref>
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1" access="read-wite">
<name>EncapTabl e</ nane>
<synopsi s>
An array table for Ethernet encapsul ati on information
| ookup. Each row of the array contains destination MAC
address, source MAC address, VLAN ID, and out put
l ogi cal L2 port ID.
</ synopsi s>
<t ypeRef >EncapTabl eType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBO assDef >
<LFBC assDef LFBC asslD="7">
<nane>Et her MACQut </ nanme>
<synopsi s>
Et her MACOut LFB abstracts an Ethernet port at MAC data |ink
layer. It specifically describes Ethernet packet process
for output to physical port. A downstream LFB is usually
an Ethernet physical LFB |ike EtherPHYCop LFB. Note that
Et hernet output functions are closely related to Ethernet
i nput functions; therefore, some conponents defined in this
LFB are aliases of Ether MACln LFB conponents.
</ synopsi s>
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<ver si on>1. 0</ ver si on>
<i nput Port s>
<i nput Port group="fal se">
<name>Et her Pkt sl n</ name>
<synopsi s>
The input port of the Ether MACQut LFB. It expects
any type of Ethernet frane.
</ synopsi s>
<expectati on>
<frameExpect ed>
<ref>Et hernet Al | </ref >
</ frameExpect ed>
<nmet adat aExpect ed>
<r ef >PHYPor t | D</ r ef >
</ met adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="fal se">
<name>Et her Pkt sQut </ nane>
<synopsi s>
A port to output all Ethernet packets, each with a
netadata indicating the 1D of the physical port
that the packet is to go through
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>Et hernet Al | </ref >
</ framePr oduced>
<met adat aPr oduced>
<r ef >PHYPor t | D</ r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1" access="read-wite">
<nanme>Adni nSt at us</ name>
<synopsi s>
The LFB status administratively requested, which has
the sane data type with a port status. The
conponent is defined as an alias of Adm nStatus
conponent in Ether MACln LFB
</ synopsi s>
<al i as>Port St at usType</ al i as>
</ conponent >
<conponent conponent| D="2" access="read-wite">
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<nanme>MTrU</ name>
<synopsi s>Maxi mum transni ssion unit (MIU) </synopsis>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent component| D="3" access="read-wite">
<nanme>TxFl owCont r ol </ nane>
<synopsi s>
A flag indicating whether transnit flow control is
applied, defined as an alias of TxFl owContro
conponent in Ether MACln LFB
</ synopsi s>
<optional />
<al i as>bool ean</ al i as>
</ conponent >
<conponent comnponent| D="4" access="read-wite">
<name>RxFl owCont r ol </ nane>
<synopsi s>
A flag indicating whether receive flow control is
applied, defined as an alias of RxFl owContro
conponent in Ether MACIn LFB
</ synopsi s>
<optional / >
<al i as>bool ean</ al i as>
</ conponent >
<conponent conponent| D="5" access="read-reset">
<nanme>MACCQut St at s</ name>
<synopsi s>
The statistics of the Ether MACOut LFB
</ synopsi s>
<optional />
<t ypeRef >MACQut St at sType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBC assDef >
<LFBC assDef LFBC asslD="8">
<nane>| Pv4Val i dat or </ nane>
<synopsi s>
This LFB performs | Pv4 validation according to RFC 1812 and
its updates. The I Pv4 packet will be output to the
correspondi ng LFB port, indicating whether the packet is
uni cast or multicast or whether an exception has occurred
or the validation fail ed.
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port >
<nanme>Val i dat ePkt sl n</ name>
<synopsi s>
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I nput port for data packets to be validated
</ synopsi s>
<expectati on>
<frameExpect ed>
<ref>Arbitrary</ref>
</ frameExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port >
<nane>| Pv4Uni cast Qut </ nanme>
<synopsi s>
Qut put port for validated |Pv4 unicast packets
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<r ef >| Pv4Uni cast </ ref >
</ framePr oduced>
</ pr oduct >
</ out put Port >
<out put Port >
<nane>| Pv4Mul ti cast Qut </ name>
<synopsi s>
Qut put port for validated IPv4 nmulticast packets
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>l Pv4dMul ti cast</ref>
</ framePr oduced>
</ pr oduct >
</ out put Port >
<out put Port >
<name>Except i onQut </ nane>
<synopsi s>
Qut put port for all packets with exceptional cases
when validating. An ExceptionlD netadata indicates
the exception case type.
</ synopsi s>
<pr oduct >
<f ranePr oduced>
<ref >l Pvd</ref>
</ frameProduced>
<met adat aPr oduced>
<r ef >Excepti onl D</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
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<out put Port >
<nane>Fai | Qut </ name>
<synopsi s>
Qut put port for packets that failed validating
process. A ValidateErrorlD netadata indicates the
error type or failure reason
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref >l Pvd</ref>
</ framePr oduced>
<met adat aPr oduced>
<ref>Val i dat eError| D</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent access="read-wite" conponentl|D="1">
<nane>| Pv4Val i dat or St at s</ name>
<synopsi s>
The statistics information for validating process in
t he LFB.
</ synopsi s>
<optional />
<t ypeRef >l Pv4Val i dat or St at sType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBC assDef >
<LFBC assDef LFBC assl D="9">
<nane>| Pv6Val i dat or </ nane>
<synopsi s>
This LFB performs | Pv6 validation according to RFC 2460 and
its updates. Then, the I Pv6 packet will be output to the
correspondi ng port, indicating whether the packet is
uni cast or multicast or whether an exception has occurred
or the validation failed.
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port >
<nane>Val i dat ePkt sl n</ name>
<synopsi s>
I nput port for data packets to be validated
</ synopsi s>
<expect ati on>
<franeExpect ed>
<ref>Arbitrary</ref>
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</ frameExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port >
<nane>| Pv6Uni cast Qut </ name>
<synopsi s>
Qut put port for validated |IPv6 unicast packets
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef >| Pv6Uni cast </ ref >
</ frameProduced>
</ pr oduct >
</ out put Port >
<out put Port >
<nanme>| Pv6Mil ti cast Qut </ nane>
<synopsi s>
Qut put port for validated IPv6 multicast packets
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<ref >l Pv6Mul ticast</ref>
</ framePr oduced>
</ pr oduct >
</ out put Port >
<out put Port >
<nanme>Except i onQut </ nane>
<synopsi s>
Qut put port for packets with exceptional cases when
validating. An ExceptionlD netadata indicates the
exception case type
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref >l Pv6</ref>
</ frameProduced>
<met adat aPr oduced>
<r ef >Excepti onl D</r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port >
<nane>Fai | Qut </ name>
<synopsi s>
Qut put port for packets failed validating process.
A ValidateErrorlI D netadata indicates the error type
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or failure reason.
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<ref >l Pv6</ref>
</ framePr oduced>
<met adat aPr oduced>
<ref>Val i dateErrorl D</ref>
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent access="read-wite" conmponent|D="1">
<nane>| Pv6Val i dat or St at s</ nanme>
<synopsi s>
The statistics information for validating process in
t he LFB.
</ synopsi s>
<optional / >
<t ypeRef >l Pv6Val i dat or St at sType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBO assDef >
<LFBC assDef LFBC assl D="10">
<nanme>| Pv4Ucast LPM</ nanme>
<synopsi s>
The | Pv4Ucast LPM LFB abstracts the |1 Pv4 uni cast Longest
Prefix Match (LPM process. This LFB supports
i mpl enenting equal -cost nultipath (ECMP) routing and
reverse path forwardi ng (RPF).
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port group="fal se">
<nane>Pkt sl n</ nanme>
<synopsi s>
A port for input of packets to be processed.
| Pv4 uni cast packets are expected.
</ synopsi s>
<expectati on>
<franeExpect ed>
<r ef >| Pv4Uni cast </ ref >
</ frameExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
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<out put Port group="fal se">
<nanme>Nor mal Qut </ nane>
<synopsi s>
An output port to output |Pv4 unicast packets that
successfully passed the LPM | ookup. A HopSel ect or
netadata is produced to associate every out put packet
for downstream LFB to do next-hop action
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<r ef > Pv4Uni cast </ ref >
</ framePr oduced>
<met adat aPr oduced>
<r ef >HopSel ector </ ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nanme>ECMPCQut </ name>
<synopsi s>
The port to output packets needing further ECWP
processing. A downstream ECMP processing LFB is

usually followed to the port. |If ECVP is not
requi red, no downstream LFB may be connected to
the port.

</ synopsi s>

<pr oduct >

<f ramePr oduced>
<r ef >l Pv4Uni cast </ ref >
</ framePr oduced>
<met adat aPr oduced>
<r ef >HopSel ector </ ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nanme>Except i onQut </ nane>
<synopsi s>
The port to output all packets with exceptional cases
happened during LPM process. An Exceptionl D netadata
is associated to indicate what caused the exception
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef >| Pv4Uni cast </ ref >
</ franmeProduced>
<met adat aPr oduced>
<r ef >Exceptionl D</ref >
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</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1" access="read-wite">
<nane>| Pv4Pr ef i xTabl e</ name>
<synopsi s>
A table for IPv4 Longest Prefix Match(LPM. The
destination | Pv4 address of every input packet is
used as a search key to |l ook up the table to find
out a next-hop sel ector.
</ synopsi s>
<t ypeRef >| Pv4Pr ef i xTabl eType</ t ypeRef >
</ conponent >
<conponent component| D="2" access="read-reset">
<nane>| Pv4Ucast LPMSt at s</ nane>
<synopsi s>
The statistics information for the | Pv4 unicast LPM
process in the LFB
</ synopsi s>
<optional / >
<t ypeRef >l Pv4Ucast LPV5t at sType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBO assDef >
<LFBC assDef LFBC asslD="11">
<name>| Pv6Ucast LPMk/ nanme>
<synopsi s>
The | Pv6Ucast LPM LFB abstracts the |1 Pv6 uni cast Longest
Prefix Match (LPM process. This LFB supports
i mpl enenting equal -cost multipath (ECMP) routing and
reverse path forwardi ng (RPF).
</ synopsi s>
<versi on>1. 0</ versi on>
<i nput Port s>
<i nput Port group="fal se">
<nane>Pkt sl n</ name>
<synopsi s>
A port for input of packets to be processed.
| Pv6 uni cast packets are expected.
</ synopsi s>
<expectati on>
<franeExpect ed>
<ref >| Pv6Uni cast </ ref >
</ frameExpect ed>
</ expect ati on>
</i nput Port >
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</i nput Port s>
<out put Port s>
<out put Port group="fal se">
<name>Nor mal Qut </ nhane>
<synopsi s>
An output port to output |Pv6 unicast packets that
successfully passed the LPM | ookup. A HopSel ect or
netadata is produced to associ ate every out put packet
for downstream LFB to do next-hop action
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef >| Pv6Uni cast </ ref >
</ frameProduced>
<met adat aPr oduced>
<r ef >HopSel ect or </ ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nane>ECMPCut </ name>
<synopsi s>
The port to output packets needing further ECWP
processing. A downstream ECVMP processing LFB is

usually followed to the port. |If ECWP is not
requi red, no downstream LFB nmay be connected to
the port.

</ synopsi s>

<pr oduct >

<f ramePr oduced>
<r ef >| Pv6Uni cast </ ref >
</ framePr oduced>
<met adat aPr oduced>
<r ef >HopSel ect or </ ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nane>Excepti onQut </ nane>
<synopsi s>
The port to output all packets with exceptional cases
happened during LPM process. An Exceptionl D netadata
is associated to indicate what caused the exception
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref >l Pv6Uni cast </ ref >
</ framePr oduced>
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<met adat aPr oduced>
<r ef >Excepti onl D</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1" access="read-wite">
<name>| Pv6Pr ef i xTabl e</ nane>
<synopsi s>
A table for 1Pv6 Longest Prefix Match (LPM. The
destination | Pv6 address of every input packet is
used as a search key to | ook up the table to find
out a next-hop sel ector.
</ synopsi s>
<t ypeRef >l Pv6Prefi xTabl eType</t ypeRef >
</ conponent >
<conponent conponent| D="2" access="read-reset">
<nane>| Pv6Ucast LPMBt at s</ nane>
<synopsi s>
The statistics information for the I Pv6 unicast LPM
process in the LFB
</ synopsi s>
<optional />
<t ypeRef > Pv6Ucast LPMst at sType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBC assDef >
<LFBC assDef LFBC assl D="12">
<nane>| Pv4Next Hop</ nane>
<synopsi s>
The | Pv4Next Hop LFB abstracts the process of next-hop
information application to | Pv4 packets. It receives an
| Pv4 packet with an associ ated next-hop identifier
(HopSel ector) and uses the identifier as a table index
to ook up a next-hop table to find an appropriate out put
port. The data processing al so involves the forwarding
TTL decrenent and | P checksum recal cul ation
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port group="fal se">
<nane>Pkt sl n</ name>
<synopsi s>
A port for input of unicast |Pv4 packets, along with
a HopSel ect or net adat a.
</ synopsi s>
<expectati on>
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<franeExpect ed>
<r ef >| Pv4Uni cast </ ref >
</ frameExpect ed>
<met adat aExpect ed>
<r ef >HopSel ect or </ ref >
</ net adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="true">
<nane>SuccessQut </ nanme>
<synopsi s>
The group port for output of packets that
successfully found next-hop information. Some
net adata are associated with every packet.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef >| Pv4Uni cast </ ref >
</ frameProduced>
<net adat aPr oduced>
<ref>L3Port| D</ref>
<r ef >Next Hopl Pv4Addr </ r ef >
<ref availability="conditional">
Medi aEncapl nf ol ndex</r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nanme>Except i onQut </ nane>
<synopsi s>
The output port for packets with exceptional or
failure cases. An ExceptionlD netadata indicates
what caused the case.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<r ef >| Pv4Uni cast </ ref >
</ franmeProduced>
<met adat aPr oduced>
<r ef >Exceptionl D</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1">

Wang, et al. St andards Track [ Page 90]



RFC 6956 For CES LFB Library June 2013

<nane>| Pv4Next HopTabl e</ nane>
<synopsi s>
The | Pv4Next HopTabl e conmponent. A
HopSel ector is used to match the table index
to find out a row that contains the next-hop
information result.
</ synopsi s>
<t ypeRef >| Pv4Next HopTabl eType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBC assDef >
<LFBC assDef LFBC asslD="13">
<nane>| Pv6Next Hop</ nane>
<synopsi s>
The LFB abstracts the process of next-hop information
application to I Pv6 packets. It receives an | Pv6 packet
wi th an associ ated next-hop identifier (HopSelector) and
uses the identifier as a table index to | ook up a next-hop
table to find an appropriate output port.
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port group="fal se">
<nane>Pkt sl n</ nane>
<synopsi s>
A port for input of unicast |Pv6e packets, along with
a HopSel ect or net adat a.
</ synopsi s>
<expect ati on>
<franeExpect ed>
<r ef >| Pv6Uni cast </ ref >
</ frameExpect ed>
<met adat aExpect ed>
<r ef >HopSel ect or </ ref >
</ met adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="true">
<nanme>SuccessQut </ nane>
<synopsi s>
The group port for output of packets that successfully
found next-hop information. Some netadata are
associ ated with every packet.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
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<r ef >| Pv6Uni cast </ ref >
</ framePr oduced>
<met adat aPr oduced>
<ref >L3Port | D</ref>
<r ef >Next Hopl Pv6Addr </ r ef >
<ref availability="conditional">
Medi aEncapl nf ol ndex</ref >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nanme>Except i onQut </ nane>
<synopsi s>
The output port for packets with exceptional or
failure cases. An ExceptionlD netadata indicates
what caused the case.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref >l Pv6Uni cast </ ref >
</ framePr oduced>
<net adat aPr oduced>
<r ef >Excepti onl D</r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1">
<nane>| Pv6Next HopTabl e</ nane>
<synopsi s>
The | Pv6Next HopTabl e conponent. A HopSel ector is
used to match the table index to find out a row that
contains the next-hop information result.
</ synopsi s>
<t ypeRef > Pv6Next HopTabl eType</t ypeRef >
</ conponent >
</ conponent s>
</ LFBC assDef >
<LFBCl assDef LFBC assl D="14">
<nanme>Redi r ect | n</ nane>
<synopsi s>
The Redirectln LFB abstracts the process for the ForCES CE to
inject data packets into the ForCES FE LFBs.
</ synopsi s>
<versi on>1. 0</ versi on>
<out put Port s>
<out put Port group="true">
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<nanme>Pkt sCut </ name>
<synopsi s>
The output port of Redirectln LFB, which is defined as
a group port type. Fromthe LFB topol ogy’'s point of
view, the Redirectln LFB acts as a source point for
dat a packets coning fromCE, therefore, the LFB is
defined with a singleton output port (and no input
port).
</ synopsi s>
<pr oduct >
<f ranePr oduced>
<ref>Arbitrary</ref>
</ framePr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent conponent| D="1">
<nanme>NunPacket sRecei ved</ name>
<synopsi s>
Nunber of packets received from CE
</ synopsi s>
<optional / >
<t ypeRef >ui nt 64</t ypeRef >
</ conponent >
</ conponent s>
</ LFBO assDef >
<LFBC assDef LFBC assl D="15">
<nanme>Redi r ect Qut </ name>
<synopsi s>
The RedirectOut LFB abstracts the process for LFBs in a
For CES FE to deliver data packets to the ForCES CE
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port group="fal se">
<nane>Pkt sl n</ name>
<synopsi s>
The input port for the RedirectQut LFB. Fromthe LFB
topol ogy’ s point of view, the RedirectQut LFB acts as
a sink point for data packets going to the CE
therefore, RedirectQut LFB is defined with a
singleton input port (and no output port).
</ synopsi s>
<expectati on>
<frameExpect ed>
<ref>Arbitrary</ref>
</ frameExpect ed>
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</ expect ati on>
</i nput Port >
</i nput Port s>
<conponent s>
<conponent conponent| D="1">
<nanme>NunPacket sSent </ nanme>
<synopsi s>
Nunber of packets sent to CE
</ synopsi s>
<optional / >
<t ypeRef >ui nt 64</ t ypeRef >
</ conponent >
</ conponent s>
</ LFBCO assDef >
<LFBd assDef LFBC asslD="16">
<name>Basi cMet adat abDi spat ch</ nane>
<synopsi s>
The Basi cMet adat aDi spatch LFB is defined to abstract the
process by which packets are di spatched to various output
pat hs based on associ ated netadata val ue. Current
version of the LFB only allows the netadata value to be
a 32-bit integer.
</ synopsi s>
<versi on>1. 0</ ver si on>
<i nput Port s>
<i nput Port >
<nane>Pkt sl n</ name>
<synopsi s>
The packet input port for dispatching. Every input
packet shoul d be associated with a netadata that will
be used by the LFB to do the dispatch.
</ synopsi s>
<expectati on>
<frameExpect ed>
<ref>Arbitrary</ref>
</ frameExpect ed>
<nmet adat aExpect ed>
<ref>Arbitrary</ref>
</ met adat aExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port group="true">
<nane>Pkt sCut </ nanme>
<synopsi s>
The group output port that outputs dispatching
results. A packet with its associ ated netadata
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havi ng found an Qut putlndex by successfully | ooking
up the dispatch table will be output to the group
port instance with the correspondi ng index.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>Arbitrary</ref>
</ frameProduced>
</ pr oduct >
</ out put Port >
<out put Port group="fal se">
<nanme>Except i onQut </ nane>
<synopsi s>
The output port that outputs packets that failed
to process. An ExceptionlD metadata indicates what
caused t he exception.
</ synopsi s>
<pr oduct >
<f ramePr oduced>
<ref>Arbitrary</ref>
</ frameProduced>
<met adat aPr oduced>
<r ef >Excepti onl D</r ef >
</ met adat aPr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent access="read-wite" conponentl|D="1">
<nane>Met adat al D</ nanme>
<synopsi s>
The I D of the netadata to be
used for dispatching packets.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ conponent >
<conponent access="read-wite" conponentl| D="2">
<nanme>Met adat abi spat chTabl e</ nane>
<synopsi s>
The Met adat aDi spat chTabl e conmponent, whi ch cont ai ns
entries of a metadata val ue and an out put i ndex,
specifying that a packet with the netadata val ue nust
go out fromthe instance with the output index of the
LFB group out put port.
</ synopsi s>
<t ypeRef >Met adat aDi spat chTabl eType</typeRef >
</ conponent >
</ conponent s>
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</ LFBO assDef >
<LFBC assDef LFBC asslD="17">
<nane>Ceneri cSchedul er </ name>
<synopsi s>
This is a prelimnary generic schedul er LFB abstracting
a sinple scheduling process, which my be used as a
basic LFB to construct a nore conpl ex schedul er LFB
</ synopsi s>
<versi on>1. 0</versi on>
<i nput Port s>
<i nput Port group="true">
<nane>Pkt sl n</ nanme>
<synopsi s>
The group input port of the LFB. Inside the LFB
each instance of the group port is connected to
a queue marked with a queue 1D, whose value is
i ndex of the port instance.
</ synopsi s>
<expectati on>
<franeExpect ed>
<ref>Arbitrary</ref>
</ f rameExpect ed>
</ expect ati on>
</i nput Port >
</i nput Port s>
<out put Port s>
<out put Port >
<name>Pkt sQut </ nane>
<synopsi s>
The output port of the LFB. Schedul ed packets are
out put fromthe port.
</ synopsi s>
<pr oduct >
<f ranmePr oduced>
<ref>Arbitrary</ref>
</ framePr oduced>
</ pr oduct >
</ out put Port >
</ out put Port s>
<conponent s>
<conponent access="read-wite" conponentl|D="1">
<nane>Schedul i ngDi sci pl i ne</ nane>
<synopsi s>
The Schedul i ngDi sci pline conponent, which is for the
CE to specify a scheduling discipline to the LFB
</ synopsi s>
<t ypeRef >SchdDi sci pl i neType</t ypeRef >
<def aul t Val ue>1</ def aul t Val ue>
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</ conponent >
<conponent access="read-only" componentl|D="2">
<nane>QueueSt at s</ nane>
<synopsi s>
The QueueStats conponent, which is defined to all ow
the CE to query every queue statistics in the
schedul er.
</ synopsi s>
<optional / >
<t ypeRef >QueueSt at sTabl eType</typeRef >
</ conponent >
</ conponent s>
<capabilities>
<capability conponent| D="30">
<name>QueuelenLi m t </ nane>
<synopsi s>
The QueuelLenLimt capability, which specifies
maxi mum | engt h of each queue. The length unit is in
byt es.
</ synopsi s>
<t ypeRef >ui nt 32</ t ypeRef >
</ capability>
</ capabilities>
</ LFBO assDef >
</ LFBO assDef s>
</ LFBLi brary>

7. LFB O ass Use Cases
Thi s section denponstrates exanples on how the LFB cl asses defined by
the base LFB library in Section 6 can be applied to achieve sone
typical router functions. The functions denonstrated are:
o |Pv4 forwarding
0 ARP processing
It is assunmed the LFB topol ogy on the FE described has al ready been
established by the CE and maps to the use cases illustrated in this
section.
The use cases denonstrated in this section are nere exanples and by
no nmeans should be treated as the only way one woul d construct router

functionality from LFBs; based on the capability of the FE(s), a CE
shoul d be able to express different NE applications.
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7.1. |1Pv4 Forwarding

Fi gure 2 shows the typical LFB processing path for an |Pv4 uni cast
forwarding case with Ethernet media interfaces by use of the base LFB
classes. Note that in the figure, to focus on the IP forwarding
function, sone inputs or outputs of LFBs that are not related to the
| Pv4 forwardi ng function are not shown. For exanple, an

Et herC assifier LFB nornmally has two output ports: a "CassifyQut”
group output port and an "ExceptionQut" singleton output port, with
the group port containing various port instances according to various
cl assified packet types (Section 5.1.3). In this figure, only the

| Pv4 and | Pv6 packet output port instances are shown for displaying
the nmere | Pv4d forwarding processing function
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S R + S +
| | | |
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. e |
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| PHY | |
| Cop | oo |
|#1 | +----- + | ----- >| Pv6 Packets |
| || I |
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| I Next Hop| |
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TSR S e e e +

Figure 2. LFB Use Case for |Pv4 Forwarding

In the LFB use case, a nunber of EtherPHYCop LFB (Section 5.1.1)

i nstances are used to describe physical-1layer functions of the ports.
PHYPort I D netadata is generated by the Ether PHYCop LFB and is used by
all the subsequent downstream LFBs. An Ether MACIn LFB

(Section 5.1.2), which describes the MAC-| ayer processing, follows
every Ether PHYCop LFB. The EtherMACIn LFB nmay do a locality check of
MAC addresses if the CE configures the appropriate Ether MACIn LFB
conponent .
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Et her net packets out of the EtherMACIn LFB are sent to an

Et herCl assifier LFB (Section 5.1.3) to be decapsul ated and cl assified
into network-1ayer types like IPv4, 1Pv6, ARP, etc. In the exanple
use case, every physical Ethernet interface is associated with one
Classifier instance; although not illustrated, it is also feasible
that all physical interfaces are associated with only one Ethernet
Classifier instance.

Et herCl assifier uses the PHYPort| D netadata, the Ethernet type of the
i nput packet, and VianlD (if present in the input Ethernet packets)
to decide the packet network-layer type and the LFB output port to
the downstream LFB. The EtherC assifier LFB al so assigns a new

| ogical port ID netadata to the packet for later use. The

Et herC assifier may al so generate sone new netadata for every packet,
i ke EtherType, SrcMAC, Dst MAC, LogicPortID, etc., for consunption by
downst ream LFBs.

If a packet is classified as an |1 Pv4 packet, it is sent downstreamto
an | Pvd4val idator LFB (Section 5.2.1) to validate the |Pv4 packet. In
the validator LFB, |Pv4 packets are validated and are additionally
classified into either |1Pv4 unicast packets or multicast packets.

| Pv4 uni cast packets are sent to downstreamto the |Pv4UcastLPM LFB
(Section 5.3.1).

The | Pv4Ucast LPM LFB is where the | ongest prefix match decision is
made, and a next-hop selection is selected. The next-hop |ID netadata
is generated by the |IPv4Ucast LPM LFB to be consuned downstream by the
| Pv4Next Hop LFB (Section 5.3.2).

The | Pv4Next Hop LFB uses the next-hop ID netadata to derive where the
packet is to go next and the medi a encapsul ati on type for the port,
etc. The | Pv4NextHop LFB generates the L3Portl D netadata used to
identify a next-hop output physical/logical port. |In the exanple use
case, the next-hop output port is an Ethernet type; as a result, the
packet and its L3 port ID netadata are sent downstreamto an

Et her Encap LFB (Section 5.1.4).

The Et her Encap LFB encapsul ates the inconing packet into an Ethernet
frane. A BasicMetadatabi spatch LFB (Section 5.5.1) follows the

Et her Encap LFB. The Basi cMet adat aDi spatch LFB i s where packets are
finally dispatched to different output physical/logical ports based
on the L3Port|I D netadata sent to the LFB

Wang, et al. St andards Track [ Page 100]



RFC 6956 For CES LFB Library June 2013

7.2. ARP Processing

Figure 3 shows the processing path for the Address Resol ution
Protocol (ARP) in the case the CE inplenents the ARP processing
function. By no means is this the only way ARP processing could be
achi eved; as an exanple, ARP processing could happen at the FE, but
that discussion is out of the scope of this use case.

+-- -+ +-- -+
| | ARP packets
| [-------mmm - - So------- +--- > | To CE
--> | |
| | e
| | | Redi r ect Qut
+-- -+ A
Et her Et her Encap | 1Pv4 packets |ack
Classifier +---+ | address resolution informtion
| |
Packets need | | --------- >---+
R >| |
L2 Encapsul ati on]| |
+---+ | | [ +
| | +--> |--+  +---+ | Et her |
I e B R EEEEEEEES > MACOut | -->. ..
From CE| | --+ +- - >| | . Fome oo +
| | ARP Packets | | .
| [fromcE o b "
| | | [-------- > |Ether |-->..
oo+ S | MACQut |
RedirectlIn Basi cMet adat a oo +
Di spatch

Figure 3: LFB Use Case for ARP

There are two ways ARP processing could be triggered in the CE as
illustrated in Figure 3:

0 ARP packets arriving fromoutside of the NE

o |PV4A packets failing to resolve within the FE

ARP packets fromnetwork interfaces are filtered out by

Et herC assifier LFB. The classified ARP packets and associ at ed

net adata are then sent downstreamto the RedirectQut LFB
(Section 5.4.2) to be transported to CE
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The EtherEncap LFB, as described in Section 5.1.4, receives packets
that need Ethernet L2 encapsulating. Wen the EtherEncap LFB fails
to find the necessary L2 Ethernet information with which to
encapsul ate the packet, it outputs the packet to its ExceptionQut LFB
port. Downstreamto EtherEncap LFB' s ExceptionQut LFB port is the
Redi rect Qut LFB, which transports the packet to the CE (see

Section 5.1.4 on EtherEncap LFB for details).

To achieve its goal, the CE needs to generate ARP request and
response packets and send themto external (to the NE) networks. ARP
request and response packets fromthe CE are redirected to an FE via
a Redirectln LFB (Section 5.4.1).

As was the case with forwarded | Pv4 packets, outgoing ARP packets are
al so encapsul ated to Ethernet fornmat by the EtherEncap LFB, and then
di spatched to different interfaces via a BasicMetadat aD spatch LFB
The Basi cMet adat aDi spat ch LFB di spat ches the packets according to the
L3PortI D netadata included in every ARP packet sent from CE

8. | ANA Consi derations
| ANA has created a registry of ForCES LFB cl ass nanes and the
correspondi ng ForCES LFB class identifiers, with the |ocation of the
definition of the ForCES LFB class, in accordance with the rules to
use the nanespace
Thi s docunent registers the unique class nanes and nuneric class
identifiers for the LFBs listed in Section 8.1. Besides, this
docunent defines the foll ow ng nanespaces:
o0 Metadata ID, defined in Sections 4.3 and 4.4
o Exception ID, defined in Section 4.4

o Validate Error ID, defined in Section 4.4
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8.1. LFB d ass Names and LFB Class ldentifiers

LFB cl asses defined by this docunment belong to LFBs defined by

St andards Track RFCs. According to I ANA, the registration procedure
is Standards Action for the range 0 to 65535 and First Cone First
Served with any publicly avail able specification for over 65535.

The assi gnment of LFB class nanes and LFB class identifiers is as in
the follow ng table.

Prefix Match Lookup. Section 5.3.3

TSR Fom e e e oo - o e e e e e e a oo - oo +
| LFB C ass | LFB O ass Nane | Descri ption | Reference |
| I dentifier| | | |
S oo o m e e e a e e oo o e ok +
| 3 | Ether PHYCop | Define an Ethernet port| RFC 6956, |
| | | abstracted at physical | Section 5.1.1]
I I I | ayer. I I
| 4 | Ether MACIn | Define an Ethernet | RFC 6956, |
| | | input port at MAC data | Section 5.1.2|
| | | link layer. | |
| | | | |
| 5 | EtherCl assifier | Define the process to | RFC 6956, |
| | | decapsul ate Ethernet | Section 5.1.3|
| | | packets and classify | |
| | | the packets. | |
| | | | |
| 6 | EtherEncap | Define the process to | RFC 6956, |
| | | encapsul ate I P packets | Section 5.1.4|
| | | to Ethernet packets. | |
| | | | |
| 7 | Ether MACQut | Define an Ethernet | RFC 6956 |
| | | output port at MAC | Section 5.1.5|
| | | data link |ayer. | |
| | | | |
| 8 | I'Pv4Validator | Perform | Pv4 packets | RFC 6956, |
| | | wvalidation. | Section 5.2.1|
| | | | |
| 9 | I'PveValidator | Perform|Pv6 packets | RFC 6956, |
| | | wvalidation. | Section 5.2.2]
| | | | |
| 10 | 1Pvd4UcastLPM | Perform | Pv4 Longest | RFC 6956, |
| | | Prefix Match Lookup. | Section 5.3.1f
| | | | |
| 11 | IPv6UcastLPM | Perform | Pv6 Longest | RFC 6956, |
| | | | |
| | | | |
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8.2. Metadata ID

The Metadata | D nanespace is 32 bits |ong.
for managi ng the nanespace.

Bel ow are the guidelines

Metadata IDs in the range of 0x00000001-Ox7FFFFFFF are Specification
Required [ RFC5226]. A netadata ID using this range MJST be
documented in an RFC or other permanent and readily avail able

ref erence.

Val ues assigned by this specification

e oo oo e +
| Val ue | Nare | Definition |
e oo oo +
| 0x00000000 | Reser ved | RFC 6956
| 0x00000001 | PHYPort | D | RFC 6956, Section 4.4
| 0x00000002 | Sr cVAC | RFC 6956, Section 4.4
| 0x00000003 | Dst MAC | RFC 6956, Section 4.4
| 0x00000004 | Logi cal Port 1D | RFC 6956, Section 4.4
| 0x00000005 | Et her Type | RFC 6956, Section 4.4
| 0x00000006 | VI anl D | RFC 6956, Section 4.4
| 0x00000007 | VIl anPriority | RFC 6956, Section 4.4
| 0x00000008 | Next Hopl Pv4Addr | RFC 6956, Section 4.4
| 0x00000009 | Next Hopl Pv6Addr | RFC 6956, Section 4.4
| OxO0000000A | HopSel ect or | RFC 6956, Section 4.4
| 0x0000000B | Exceptionl D | RFC 6956, Section 4.4
| 0x0000000C | Val i dateErrorI D | RFC 6956, Section 4.4
| 0x0000000D | L3Port | D | RFC 6956, Section 4.4
| O0x0000000E | Redi r ect | ndex | RFC 6956, Section 4.4
| O0x0000000F | Medi aEncapl nf ol ndex | RFC 6956, Section 4.4
| 0x80000000- | Reserved for | RFC 6956 |
| OxFFFFFFFF | Private Use |
Fomm oo o - Fom e e e e e e aao - o m e e e e e e aa o +

Tabl e 2
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8.3. Exception ID

The Exception |ID namespace is 32 bits long. Below are the guidelines
for managi ng the nanespace.

Exception IDs in the range of 0x00000000- Ox7FFFFFFF are Specification
Requi red [ RFC5226]. An exception ID using this range MJST be
documented in an RFC or other permanent and readily avail able

ref erence.

Val ues assigned by this specification

0x00000000 AnyUnr ecogni zedExcept i onCase

| | | 4.4 |
| 0x00000001 | Cl assi f yNoat chi ng | See Section 4.4

| 0x00000002 | Medi aEncapl nf ol ndexI nval i d | See Section 4.4

| 0x00000003 | EncapTabl eLookupFai | ed | See Section 4.4

| 0x00000004 | BadTTL | See Section 4.4

| 0x00000005 | | PvdHeader Lengt hM snat ch | See Section 4.4

| 0x00000006 | Rout er Al ert Opt i ons | See Section 4.4

| 0x00000007 | | Pv6HopLi m t Zer o | See Section 4.4

| 0x00000008 | | Pv6Next Header HBH | See Section 4.4

| 0x00000009 | Sr cAddr essExcepti on | See Section 4.4

| OxO0000000A | Dst Addr essExcepti on | See Section 4.4

| 0x0000000B | LPM_ookupFai | ed | See Section 4.4

| 0x0000000C | HopSel ectorl nval i d | See Section 4.4

| 0x0000000D | Next HopLookupFai | ed | See Section 4.4

| O0x0000000E | FragRequi r ed | See Section 4.4

| O0x0000000F | Met adat aNoMat chi ng | See Section 4.4

| 0x80000000- | Reserved for | RFC 6956 |
| OxFFFFFFFF | Private Use |

Fomm oo o - St Fom e oo - +

Tabl e 3
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8.4. Validate Error ID

The Validate Error |ID nanespace is 32 bits long. Below are the
gui del i nes for nmanagi ng the nanespace.

Validate Error IDs in the range of 0x00000000- Ox7FFFFFFF are
Speci fication Required [ RFC5226]. A Validate Error ID using this
range MJST be docunented in an RFC or other permanent and readily
avai |l abl e reference.

Val ues assigned by this specification

0x00000000 AnyUnr ecogni zedVal i dat eEr r or Case

0x00000001 I nval i dl Pv4Packet Si ze See Section
0x00000002 Not | Pv4Packet See Section
0x00000003 I nval i dl Pv4Header Lengt hSi ze See Section
0x00000004 I nval i dl Pv4Lengt hFi el dSi ze See Section
0x00000005 I nval i dl Pv4Checksum See Section
0x00000006 | nval i dl Pv4Sr cAddr See Section

| | |

| | |

| | |

| | |

| | |

| | |

| 0x00000007 | | nval i dl Pv4Dst Addr | See Section
| | | i
| | |

| | |

| | |

| | |

| | |

0x00000008 I nval i dl Pv6Packet Si ze See Section
0x00000009 Not | Pv6Packet See Section
0x0000000A I nval i dl Pv6Sr cAddr See Section
0x0000000B I nval i dl Pv6Dst Addr See Section
0x80000000- Reserved for RFC 6956
OxFFFFFFFF Private Use
R o e m e e e e e e e e e e o e e e e e oo oo - +
Table 4
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9.

10.

10.

10.

Security Considerations

The For CES franmework document [RFC3746] provides a description of the
security needs for the overall ForCES architecture. For exanple, the
For CES protocol entities nmust be authenticated per the ForCES

requi renents before they can access the information el enents
described in this docunent via ForCES. The ForCES protocol docunent

[ RFC5810] includes a conprehensive set of security nechani sns that

i mpl enentations are required to support to neet these needs. SCTP-
based Transport Mapping Layer (TM.) for the ForCES protocol [RFC5811]
speci fies security nechanisns for transport mapping for the ForCES
protocol. The LFBs defined in this docunent are simlar to other
LFBs nodel ed by the FE nbdel [RFC5812]. |In particular, they have the
same security properties. Thus, the security nechani sns and

consi derations fromthe ForCES protocol document [RFC5810] apply to
this document.

Ref er ences
1. Nornmtive References

[ RFC2119] Bradner, S., "Key words for use in RFCs to I ndicate
Requi renment Level s", BCP 14, RFC 2119, March 1997.

[ RFC5810] Doria, A, Hadi Salim J., Haas, R, Khosravi, H.
Wang, W, Dong, L., CGopal, R, and J. Hal pern
"Forwardi ng and Control El ement Separation (ForCES)
Prot ocol Specification", RFC 5810, March 2010.

[ RFC5811] Hadi Salim J. and K. Ogawa, "SCTP-Based Transport
Mappi ng Layer (TM.) for the Forwardi ng and Contro
El ement Separation (ForCES) Protocol", RFC 5811,
March 2010.

[ RFC5812] Hal pern, J. and J. Hadi Salim "Forwarding and Contro
El ement Separation (ForCES) Forwardi ng El ement Model "
RFC 5812, March 2010.

2. Infornmtive References

[ EEE. 802-1Q | EEE, "IEEE Standard for Local and netropolitan area
networks -- Media Access Control (MAC) Bridges and
Virtual Bridged Local Area Networks", |EEE Standard
802.1Q 2011.

[ RFC1122] Braden, R, "Requirenents for Internet Hosts -
Conmuni cati on Layers", STD 3, RFC 1122, Cctober 1989.

Wang, et al. St andards Track [ Page 108]



RFC 6956

[ RFC1812]

[ RFC2460]

[ RFC2578]

[ RFC3746]

[ RFC5226]

Wang,

et al.

For CES LFB Library June 2013

Baker, F., "Requirenments for |IP Version 4 Routers",
RFC 1812, June 1995.

Deering, S. and R Hi nden, "Internet Protocol, Version
6 (1Pve) Specification”, RFC 2460, Decemnber 1998.

McC oghrie, K, Ed., Perkins, D., Ed., and J.
Schoenwael der, Ed., "Structure of Managemnent
Information Version 2 (SMv2)", STD 58, RFC 2578,
April 1999.

Yang, L., Dantu, R, Anderson, T., and R Copal,
"Forwardi ng and Control El ement Separation (ForCES)
Framewor k", RFC 3746, April 2004.

Narten, T. and H Alvestrand, "CGuidelines for Witing

an | ANA Consi derations Section in RFCs", BCP 26,
RFC 5226, May 2008.

St andards Track [ Page 109]



RFC 6956 For CES LFB Library June 2013

Appendi x A, Acknow edgenent s

The authors woul d like to acknow edge the foll owi ng people, whose
i nput was particularly hel pful during devel opment of this docunent:

Edward Cr abbe
Adrian Farrel
Rong Jin

Bi n Zhuge

M ng Gao
Jingjing Zhou

Xi aochun Wi

Der ek Atkins

St ephen Farrel
Mer al Shi razi pour
Jari Arkko
Martin Stiemerling
Stewart Bryant

Ri chard Barnes

Appendi x B. Contributors

The authors would like to thank Jamal Hadi Salim Ligang Dong, and
Fenggen Jia, all of whom made mmjor contributions to the devel opnent
of this docunent. Ligang Dong and Fenggen Jia were also two of the
aut hors of earlier docunents from which this docunent evol ved.

Jamal Hadi Salim

Mbj at at u Net wor ks

Otawa, Ontario

Canada

EMai | : hadi @mj at at u. com

Li gang Dong

Zhej i ang Gongshang Uni versity

18 Xuezheng Str., Xi asha University Town
Hangzhou 310018

P. R China

EMai | : dongl g@j su. edu. cn

Fenggen Jia

National Digital Swi tching Center (NDSC)
Ji anxue Road

Zhengzhou 452000

P.R China

EMail: jfg@rmil.ndsc.comcn

Wang, et al. St andards Track [ Page 110]



RFC 6956 For CES LFB Library

Aut hors’ Addr esses

Wi i ng Wang

Zhej i ang Gongshang Uni versity

18 Xuezheng Str., Xi asha University Town
Hangzhou 310018

P. R China

Phone: +86 571 28877751
EMai | : wmmvang@j su. edu. cn

Evangel os Hal eplidis

University of Patras

Departnent of El ectrical & Conputer Engi neering
Patras 26500

G eece

EMai | : ehal ep@ce. upatras. gr

Kent aro Ogawa
NTT Cor poration
Tokyo

Japan

EMai | : ogawa. kentaro@ab.ntt.co.jp

Chuanhuang L

Hangzhou DPt ech

6t h Fl oor, Zhongcai Group, 68 Tonghe Road, Binjiang District
Hangzhou 310051

P.R China

EMai | : chuanhuang | i @j su. edu. cn

Joel Hal pern

Eri csson

P. O Box 6049
Leesburg, VA 20178
USA

Phone: +1 703 371 3043
EMai | : joel . hal pern@ricsson. com

Wang, et al. St andards Track [

June 2013

Page 111]






