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Abst r act

Thi s docunment specifies the Depth-First Forwardi ng (DFF) protocol for
| Pv6 networks, a data-forwarding mechani smthat can increase
reliability of data delivery in networks with dynam c topol ogy and/or
| ossy links. The protocol operates entirely on the forwardi ng pl ane
but may interact with the routing plane. DFF forwards data packets
using a nmechanismsimlar to a "depth-first search" for the
destination of a packet. The routing plane may be infornmed of
failures to deliver a packet or loops. This docunment specifies the
DFF mechani sm both for | Pv6 networks (as specified in RFC 2460) and
for "mesh-under" Low Power Wreless Personal Area Networks (LoWPANS),
as specified in RFC 4944. The design of DFF assunmes that the
underlying link | ayer provides neans to detect if a packet has been

successfully delivered to the Next Hop or not. It is applicable for
networks with little traffic and is used for unicast transmi ssions
only.
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Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplementation, and
eval uati on.

Thi s docunent defines an Experinental Protocol for the Internet
comunity. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l docunents approved by the I ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this document, any errata,
and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc6971

Copyri ght Notice

Copyright (c) 2013 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the I ETF Trust’'s Lega
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunment. Code Conponents extracted fromthis docunment nust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1. Introduction

Thi s docunent specifies the Depth-First Forwardi ng (DFF) protocol for
| Pv6 networks, both for |1Pv6 forwardi ng [ RFC2460] (henceforth denoted
"route-over"), and also for "mesh-under" forwardi ng using the LoWPAN
adaptation |layer [RFC4944]. The protocol operates entirely on the
forwardi ng plane but nay interact with the routing plane. The
purpose of DFF is to increase reliability of data delivery in
networks with dynanic topol ogi es and/or |ossy |inks.

DFF forwards data packets using a "depth-first search” for the
destination of the packets. DFF relies on an external nei ghborhood
di scovery nmechanismthat |ists a router’s neighbors that may be
attenpted as Next Hops for a data packet. In addition, DFF nmay use
information fromthe Routing Information Base (R B) for deciding in
which order to try to send the packet to the neighboring routers.

If the packet makes no forward progress using the first sel ected Next
Hop, DFF will successively try all neighbors of the router. |f none
of the Next Hops successfully receives or forwards the packet, DFF
returns the packet to the Previous Hop, which in turn tries to send
it to alternate neighbors.

As network topol ogi es do not necessarily formtrees, |oops can occur.
Therefore, DFF contains a |oop detection and avoi dance nechani sm

DFF may provide information that may -- by a mechani sm out si de of
this specification -- be used for updating the cost of routes in the
RI B based on failed or successful delivery of packets through
alternative Next Hops. Such information nay al so be used by a
routing protocol

DFF assunes that the underlying Ilink | ayer provides neans to detect
if a packet has been successfully delivered to the Next Hop or not,
is designed for networks with little traffic, and is used for unicast
transm ssi ons only.

1.1. Motivation

In networks with dynam c topol ogi es and/or |ossy links, even frequent
exchanges of control messages between routers for updating the
routing tabl es cannot guarantee that the routes correspond to the

ef fective topol ogy of the network at all tines. Packets may not be
delivered to their destination because the topol ogy has changed since
the last routing protocol update.
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More frequent routing protocol updates can mitigate that problemto a
certain extent; however, this requires additional signaling,
consum ng channel and router resources (e.g., when flooding contro
nmessages through the network). This is problematic in networks with
| ossy links, where further control traffic exchange can worsen the
network stability because of collisions. Mreover, additiona

control traffic exchange nmay drain energy frombattery-driven
routers.

The dat a-f orwardi ng mechani sm specified in this docunment allows for
forwardi ng data packets along alternate paths for increasing
reliability of data delivery, using a depth-first search. The
objective is to decrease the necessary control traffic overhead in
the network and, at the sane tine, to increase delivery success
rates.

As this specification is intended for experinmentation, the mechani sm
is also specified for forwarding on the LoWPAN adaption | ayer
(according to Section 11 of [RFC4944]), in addition to |Pv6
forwarding as specified in [RFC2460]. Oher than different header
formats, the DFF nechanismfor route-over and mesh-under is sinilar
and is therefore first defined in general and then nore specifically
for both IPv6 route-over forwarding (as specified in Section 13.1)
and LoWPAN adaptation | ayer nesh-under (as specified in

Section 13.2).

1.2. Experinents to Be Conducted

Thi s docunent is presented as an Experinmental specification that can
increase reliability of data delivery in networks with dynamc

topol ogy and/or lossy links. It is anticipated that, once sufficient
operational experience has been gained, this specification will be
revised to progress it on to the Standards Track. This experinent is
intended to be tried in networks that meet the applicability
described in Section 3, and with the scope limtations set out in
Section 14. Wiile experinentation is encouraged in such networks,
operators shoul d exerci se caution before attenpting this experinent
in other types of networks as the stability of interaction between
DFF and routing in those networks has not been established.

Experience reports regardi ng DFF i npl ementati on and depl oynment are
encour aged, particularly with respect to:

o Optinal values for the paraneter P_HOLD TI Mg, depending on the
size of the network, the topol ogy, and the amount of traffic
originated per router. The longer a Processed Tuple is held, the
nore nenory is consuned on a router. Moreover, if a tuple is held
too |l ong, a sequence nunber w ap-around may occur, and a new
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2.

2.

packet may have the sane sequence nunber as one indicated in an
ol d Processed Tuple. However, if the tuple is expired too soon
(before the packet has conpleted its path to the destination), it
may be m stakenly detected as a new packet instead of one already
seen.

o Optinal values for the paraneter MAX HOP_LIM T, depending on the
size of the network, the topol ogy, and how |l ossy the |ink |ayer
is. MM HOP LIMT makes sure that packets do not unnecessarily
traverse in the network; it may be used to linmt the "detour" of
packets that is acceptable. The value may also be issued on a
per - packet basis if hop-count information is available fromthe
RIB or routing protocol. 1In such a case, the Hop Limt for the
packet may be a percentage (e.g., 200% of the hop-count val ue
indicated in the routing table.

o Optimal nmethods to increase the cost of a route when a | oop or
| ost Layer 2 (L2) ACK is detected by DFF. Wiile this is not
specified as a nornmative part of this docunment, it nay be of
interest in an experiment to find good val ues of how much to
increase link cost in the RIB or routing protocol

o Performance of using DFF in conbination with different routing
protocols, such as reactive and proactive protocols. This also
i mplies how routes are updated by the RIB or routing protocol when
i nformed by DFF about | oops or broken |inks.

Not ati on and Ter m nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in

[ RFC2119].

Additionally, this docunment uses the notation in Section 2.1 and the
term nology in Section 2.2.

1. Notation

The following notations are used in this docunent:

List: A list of elenents is defined as [] for an enpty list,
[element] for a list with one elenent, and [el enentl, el enent?2,
...] for alist with nultiple elenents.

Concatenation of Lists: |If Listl and List2 are lists, then List1l@

List2 is anewlist with all elements of Listl first, foll owed by
all elenments of List2.
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Byte Order: All packet formats in this specification use network
byte order (nost significant octet first) for all fields. The
nost significant bit in an octet is nunbered bit 0, and the | east
significant bit of an octet is nunbered bit 7.

Assignnment: a :=b
An assi gnnment operator, whereby the left side (a) is assigned the
val ue of the right side (b).

Conparison: ¢ =d
A comparison operator, returning true if the value of the left
side (c) is equal to the value of the right side (d).

Fl ags: This specification uses nultiple 1-bit flags. A value of 'O
of a flag neans 'false’; a value of '1' neans 'true’

2.2. Term nol ogy

The ternms "route-over" and "nesh-under", introduced in [ RFC6775], are
used in this document, where "route-over" is not only linted to | Pv6
over Low Power Wreless Personal Area Networks (6LOWPANs) but al so
applies to general |Pv6 networKks.

Mesh-under: A topol ogy where nodes are connected to a 6LoWPAN Bor der
Router (6LBR) through a mesh using link-1ayer forwarding. Thus,
in a nesh-under configuration, all IPv6 hosts in a LoOWPAN are only
one I P hop away fromthe 6LBR  This topol ogy simulates the
typical |P-subnet topology with one router with multiple nodes in
the sane subnet.

Rout e-over: A topol ogy where hosts are connected to the 6LBR through
the use of internediate layer-3 (IP) routing. Here, hosts are
typically multiple I P hops away froma 6LBR  The route-over
topol ogy typically consists of a 6LBR, a set of 6LOWPAN Routers
(6LRs), and hosts.

The following terns are used in this docunent. As the DFF nmechani sm
is specified both for route-over IPv6 and for the nesh-under LoWPAN
adaptation layer, the terns are generally defined in this section
and then specifically mapped for each of the different nodes of
operation in Section 13.

Depth-First Search: "Depth-first search (DFS) is an algorithmfor
traversing or searching tree or graph data structures. One starts
at the root (selecting sone node as the root in the graph case)
and explores as far as possible along each branch before
backtracki ng" [DFS w kipedial]. 1In this docunent, the algorithm
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for traversing a graph is applied to forwardi ng packets in a
conput er network, with nodes being routers.

Routing Information Base (RIB): A table stored in the user space of
an operating systemof a router or host. The table lists routes
to network destinations, as well as associated nmetrics with these
routes.

Mode of Operation (MoP): The DFF nechani smspecified in this
docunent can either be used as the "route-over" |Pv6-forwarding
mechani sm (Mode of QOperation: "route-over") or as the "nesh-under”
LoWPAN adaptati on | ayer (Mdde of Operation: "mesh-under").

Packet: An IPv6 packet (for "route-over" MP) or a "LoWPAN
encapsul at ed packet" (for "mesh-under" MP), containing an | Pv6
packet as payl oad.

Packet Header: An |Pv6 extension header (for "route-over" MP) or a
LoWPAN header (for "mesh-under" MoP)

Address: An I Pv6 address (for "route-over" MP), or a 16-bit short
or 64-bit Extended Unique ldentifier (EU -64) |ink-layer address
(for "mesh-under"” MoP).

Oiginator: The router that added the DFF header (specified in
Section 7) to a packet.

Oiginator Address: An address of the Originator. According to
[ RFC6724], this address SHOULD be sel ected fromthe addresses that
are configured on the interface that transnmts the packet.

Destination: The router or host to which a packet is finally
destined. 1In case this router or host is outside of the routing
domain in which DFF is used, the destination is the router that
renoves the DFF header (specified in Section 7) fromthe packet.
This case is described in Section 14. 1.

Destination Address: An address to which the packet is sent.

Next Hop: An address of the Next Hop to which the packet is sent
along the path to the destination

Previ ous Hop: The address of the previous-hop router fromwhich a
packet has been received. |n case the packet has been received by
a router fromoutside of the routing domain where DFF is used
(i.e., no DFF header is contained in the packet), the Oigi nator
Address of the router adding the DFF header to the packet is used
as the Previous Hop.
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3.

Hop Limit: An upper bound denoting how nmany tines the packet nay be

f orwar ded.

Applicability Statenent

Thi s docunent specifies DFF, a packet-forwardi ng nechani smi nt ended

for

use in networks with dynam c topol ogy and/or lossy links with the

purpose of increasing reliability of data delivery. The protocol’s
applicability is determned by its characteristics, which are that
this protocol:

o

Is applicable for use in I Pv6 networks, either as a "route-over"
forwardi ng nechani smusing | Pv6 [ RFC2460], or as a "nmesh-under"

forwardi ng nechani smusing the frane format for transm ssion of

| Pv6 packets, as defined in [ RFC4944].

Assumes addresses used in the network are either |Pv6 addresses
(if the protocol is used as "route-over"), or 16-bit short or
EUl - 64 |ink-1ayer addresses, as specified in [RFC4944], if the
protocol is used as "nesh-under". |In "nesh-under" node, m xed
16-bit and EUl - 64 addresses within one DFF routing domain are
allowed (if they conformw th [ RFC4944]), as long as DFF is
l[imted to use within one PAN (Personal Area Network). It is
assunmed that the "route-over" node and "nmesh-under" node are
nmutual Iy exclusive in the sane routing donain.

Assumes that the underlying link layer provides nmeans to detect if
a packet has been successfully delivered to the Next Hop or not
(e.g., by L2 ACK nessages). Exanples for such underlying |ink

| ayers are specified in | EEE 802.15.4 and | EEE 802. 11

I's applicable in networks with lossy Iinks and/or with a dynanic
topology. 1In networks with very stable Iinks and fixed topol ogy,
DFF will not bring any benefit (but also will not be harnful

ot her than the additional overhead for the packet header).

Works in a conpletely distributed nanner and does not depend on
any central entity.

Is applicable for networks with little traffic in terns of nunbers
of packets per second, since each recently forwarded packet

i ncreases the state on a router. The anpbunt of traffic per tine
that is supported by DFF depends on the nenory resources of the
router running DFF, the density of the network, the |oss rate of
the channel, and the maxi mum Hop Linmit for each packet: for each
recently seen packet, a list of Next Hops that the packet has been
sent tois stored in menory. The stored entries can be del eted
after an expiration tine, so that only recently recei ved packets
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4.

require storage on the router. Inplenentations are advised to
neasure and report rates of packets in the network, and also to
report nenory usage. Thus, operators can deterni ne nenory
exhausti on because of growi ng information sets or probl enms because
of too rapid sequence-nunmber w ap-around.

o |s applicable for dense topologies with nmultiple paths between
each source and each destination. Certain topologies are |ess
suitable for DFF: topol ogies that can be partitioned by the
renoval of a single router or link, topologies with nultiple stub
routers that each have a single link to the network, topol ogies
with only a single path to a destination, or topol ogi es where the
"detour" that a packet nmmkes during the depth-first search in
order to reach the destination would be too long. Note that the
nunber of retransm ssions of a packet that stipulate a "too |ong"
pat h depends on the underlying |link |ayer (capacity and
probability of packet |oss), as well as how nuch bandwidth is
required for data traffic by applications running in the network.
In such topol ogies, the packet may never reach the destination
therefore, unnecessary transm ssions of data packets nay occur
until the Hop Limt of the packet reaches zero, and the packet is
dropped. This may consume channel and router resources.

o |Is used for unicast transm ssions only (not for anycast or
nmul ticast).

0o Is for use within stub networks and for traffic between a router
i nside the routing domain in which DFF is used and a known border
router. Exanples of such networks are LOWPANs. Scope limtations
are described in Section 14.

Prot ocol Overview and Functi oni ng

VWen a packet is to be forwarded by a router using DFF, the router
creates a list of candidate Next Hops for that packet. This |ist
(created per packet) is ordered, and Section 11 provides
recomendati ons on how to order the list, e.g., first listing Next
Hops listed in the RIB, if available, ordered in increasing cost,
foll owed by other neighbors provided by an external nei ghborhood

di scovery. DFF proceeds to forward the packet to the first Next Hop
inthe list. |If the transm ssion was not successful (as determ ned
by the underlying link layer) or if the packet was "returned" by a
Next Hop to which it had been sent before, the router will try to
forward the packet to the subsequent Next Hop on the list. A router
"returns" a packet to the router fromwhich it was originally

recei ved once it has unsuccessfully tried to forward the packet to
all elenments in the candidate Next Hop list. |[If the packet is
eventually returned to the Originator of the packet, and after the
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Originator has exhausted all of its Next Hops for the packet, the
packet is dropped.

For each recently forwarded packet, a router running DFF stores

i nformati on about the packet as an entry in an information set,
denoted "Processed Set". Each entry in the Processed Set contains a
sequence nunber, included in the packet header, identifying the
packet. (Refer to Section 12 for further details on the sequence
nunber.) Furthernore, the entry contains a list of Next Hops to

whi ch the packet has been sent. This list of recently forwarded
packets al so allows for avoiding | oops when forwardi ng a packet.
Entries in the Processed Set expire after a given expiration tineout
and are renoved

4.1. Overview of Information Sets

This specification requires a single set on each router, the
Processed Set. The Processed Set stores the sequence nunber, the
Originator Address, the Previous Hop, and a |ist of Next Hops to

whi ch the packet has been sent, for each recently seen packet.
Entries in the set are renoved after a predefined tineout. Each tine
a packet is forwarded to a Next Hop, that Next Hop is added to the
list of Next Hops of the entry for the packet.

Note that an inplenentation of this protocol nmay nmaintain the

i nformati on of the Processed Set in the indicated form or in any

ot her organization that offers access to this information. In
particular, it is not necessary to rempve tuples froma set at the
exact time indicated, only to behave as if the tuples were renoved at
that tine.

In addition to the Processed Set, a list of symmetric nei ghbors nust
be provided by an external nei ghborhood di scovery mechani sm or may
be deternmined fromthe RIB (e.g., if the RIB provides routes to

adj acent routers, and if these one-hop routes are verified to be
symmetric).

4.2. Signaling Overview

Information i s needed on a per-packet basis by a router that is
runni ng DFF and receives a packet. This information is encoded in
the packet header that is specified in this docunent as the |Pv6 Hop-
by- Hop Options header and LoWPAN header, respectively, for the

i ntended "route-over" and "nmesh-under" Mdes of Operation. This DFF
header contains a sequence number used for uniquely identifying a
packet and two flags, RET (for "return") and DUP (for "duplicate").

Her berg, et al. Experi ment al [ Page 11]



RFC 6971 DFF June 2013

Wil e a router successively tries sending a data packet to one or
nore of its neighbors, RET = 0. |If none of the transnissions of the
packet to the neighbors of a router have succeeded, the packet is
returned to the router fromwhich the packet was first received,

i ndicated by setting the return flag (RET :=1). The RET flag is
required to discern between a deliberately returned packet and a

| oopi ng packet: if a router receives a packet with RET = 1 (and DUP =
0 or DUP = 1) that it has already forwarded, the packet was

del i berately returned, and the router will continue to successively
send the packet to routers fromthe candidate Next Hop list. |If that
packet has RET = 0, the router assunmes that the packet is | ooping and
returns it to the router fromwhich it was |ast received. An
external nechanismmay use this information for increasing the route
cost of the route to the destination using the Next Hop that resulted
inthe loop in the RIB or the routing protocol. It is out of scope
of this docunent to specify such a mechanism Note that once DUP is
set to 1, |loop detection is not possible any nore as the flag is not
reset any nore. Therefore, a packet may loop if the RIBs of routers
in the domain are inconsistent, until the Hop Limt has reached O.

Whenever a packet transm ssion to a neighbor has failed (as

determ ned by the underlying link |ayer, e.g., using L2 ACKs), the
DUP flag is set in the packet header for the follow ng transm ssions.
The rationale is that the packet may have been successfully received
by the nei ghbor and only the L2 ACK has been lost, resulting in
possi bl e duplicates of the packet in the network. The DUP flag tags
such a possible duplicate. The DUP flag is required to discern

bet ween a duplicated packet and a | oopi ng packet: if a router
receives a packet with DUP = 1 (and RET = 0) that it has already
forwarded, the packet is not considered | ooping and is successively
forwarded to the next router fromthe candidate Next Hop list. If
the received packet has DUP = 0 (and RET = 0), the router assunes
that the packet is looping, sets RET := 1, and returns it to the
Previ ous Hop. Again, an external nechanismmay use this informtion
for increasing route costs and/or inform ng the routing protocol

The reason for not dropping received duplicated packets (with DUP =
1) is that a duplicated packet nay be duplicated again during its
path if another L2 ACKis lost. However, when DUP is already set to
1, it is not possible to discern the duplicate fromthe duplicate of
the duplicate. As a consequence, |oop detection is not possible
after the second lost L2 ACK on the path of a packet. However, if
duplicates are sinply dropped, it is possible that the packet was
actually a | ooping packet (and not a duplicate), and so the depth-
first search would be interrupted
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6.

6.

6.

Pr ot ocol Dependenci es

DFF MAY use information fromthe Routing Informati on Base (RIB)
specifically for determ ning an order of preference for which Next
Hops a packet should be forwarded to (e.g., the packet may be
forwarded first to neighbors that are listed in the RIB as Next Hops
to the destination, preferring those with the | owest route cost).
Section 11 provides recomendati ons about the order of preference for
the Next Hops of a packet.

DFF MUST have access to a list of symretric nei ghbors for each
router; this list is provided by a nei ghborhood di scovery protocol
such as the one defined in [ RFC6130]. A nei ghborhood di scovery
protocol is not specified in this docunent.

I nformati on Sets
This section specifies the information sets used by DFF
1. Symetric Neighbor List

DFF MUST have access to a |list of addresses of symetric nei ghbors of
the router. This list can be provided by an external nei ghborhood

di scovery mechanismor, alternatively, nmay be determined fromthe R B
(e.g., if the RIB provides routes to adjacent routers, and if these
one-hop routes are verified to be symmetric). The list of addresses
of symmetric neighbors is not specified within this docurment. The
addresses in the list are used to construct a |list of candi date Next
Hops for a packet, as specified in Section 11

2. Processed Set

Each router maintains a Processed Set in order to support the | oop
detection functionality. The Processed Set |ists sequence nunbers of
previously received packets, as well as a list of Next Hops to which
the packet has been sent successively as part of the depth-first
forwardi ng nechanism To protect against this situation, it is
recommended that an inplenmentation retains the Processed Set in
non-vol atile storage if such is provided by the router.

The set consists of Processed Tupl es

(P_orig_address, P_seq_nunber, P_prev_hop,
P_next _hop_nei ghbor _l'ist, P_tine)

wher e

Her berg, et al. Experi ment al [ Page 13]



RFC 6971 DFF June 2013

P orig address is the Oiginator Address of the received packet;
P_seq_nunber is the sequence nunber of the received packet;
P_prev_hop is the address of the Previous Hop of the packet;

P_next _hop_neighbor list is a list of addresses of Next Hops to
whi ch the packet has been sent previously, as part of the depth-
first forwardi ng mechanism as specified in Section 9.2;

P_time specifies when this tuple expires and MJST be renpved.

The consequences when no, or not enough, non-volatile storage is
avail able on a router (e.g., because of linmited resources) or when an
i mpl enent ati on chooses not to make the Processed Set persistent are
that packets that are already in a | oop caused by the routing
protocol may continue to loop until the Hop Limt is exhausted.
Non- | oopi ng packets may be sent to Next Hops that have already

recei ved the packet previously and will return the packet, leading to
sone unnecessary retransmissions. This effect is only tenporary and
applies only for packets already traversing the network.

7. Packet Header Fields

This section specifies the information required by DFF in the packet
header. Note that, depending on whether DFF is used in the
"route-over" MP or in the "nesh-under" MP, the DFF header is either
an | Pv6 Hop-by-Hop Options header (as specified in Section 13.1.2) or
a LoWPAN header (as specified in Section 13.2.2). Sections 13.1.2
and 13.2.2 specify the precise order, fornmat, and encodi ng of the
fields that are listed in this section

Version (VER) - This 2-bit value indicates the version of DFF that
is used. This specification defines value '00'. Packets with
ot her val ues of the version MJST be forwarded using the route-over
MoP and nmesh-under MoP as defined in [ RFC2460] and [ RFC4944],
respectively.

Duplicate (DUP) Packet Flag - This 1-bit flag is set in the DFF
header of a packet when that packet is being retransmtted due to
a signal fromthe link |ayer that the original transm ssion
failed, as specified in Section 9.2. Once the flag is set to 1
it MJUST NOT be nodified by routers forwardi ng the packet.

Return (RET) Packet Flag - This 1-bit flag MJUST be set to 1 prior to
sendi ng the packet back to the Previous Hop. Upon receiving a
packet with RET = 1, and before sending it to a new candi date Next
Hop, that flag MJUST be set to 0, as specified in Section 9.2.
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Sequence Nunmber - A 16-bit field, containing an unsigned integer
sequence nunber generated by the Originator, unique to each router
for each packet to which the DFF has been added, as specified in
Section 12. The Originator Address concatenated with the sequence
nunber represents an identifier of previously seen data packets.
Refer to Section 12 for further information about sequence
nunbers.

Prot ocol Paraneters

The paranmeters used in this specification are listed in this section
These paraneters are configurable, do not need to be stored in
non-vol atil e storage, and can be varied by inplenmentations at run-
time. Default values for the paraneters depend on the network size,
topol ogy, link layer, and traffic patterns. Part of the
experimentation described in Section 1.2 is to determ ne suitable
defaul t val ues.

P HOLD TIME - Is the tinme period after which a newmy created or
nodi fi ed Processed Tuple expires and MJST be del eted. An
i mpl ement ati on SHOULD use a value for P_HOLD TIME that is high
enough that the Processed Tuple for a packet is still in menory on
all forwarding routers while the packet is transiting the routing
domain. The val ue SHOULD at | east be MAX HOP LIMT tines the
expected tinme to send a packet to a router on the same |link. The
val ue MUST be lower than the tine it takes until the sane sequence
nunber is reached again after a wap-around on the router
identified by P_orig_address of the Processed Tuple.

MAX HOP LIMT - Is the initial value of Hop Linmt, and therefore the
maxi mum nunber of tines that a packet is forwarded in the routing
donmai n. When choosing the value of MAX HOP LIMT, the size of the
networ k, the di stance between source and destination in nunber of
hops, and the maxi mum possi ble "detour"” of a packet SHOULD be
consi dered (conpared to the shortest path). Such information MAY
be used fromthe R B, if provided.

Dat a Packet Generation and Processing

The foll owi ng sections specify the process of handling a packet
entering the DFF routing domain, i.e., without a DFF header
(Section 9.1), as well as forwarding a data packet from anot her
router running DFF (Section 9.2).
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9.1. Data Packets Entering the DFF Routing Donmain

This section applies for any data packets upon their first entry into
a routing domain in which DFF is used. This occurs when a new data
packet is generated on this router, or when a data packet is
forwarded fromoutside the routing domain (i.e., froma host attached
to this router or froma router outside the routing donmain in which
DFF is used). Before such a data packet (henceforth denoted "current
packet") is transmitted, the foll owi ng steps MJST be execut ed:

1. If required, encapsul ate the packet, as specified in Section 14.

2. Add the DFF header to the current packet (to the outer header if
the packet has been encapsul ated) with:

* DUP := 0;
* RET := 0;
* Sequence Nunber := a new sequence nunber of the packet (as

specified in Section 12).
3. Check that the packet does not exceed the MIU, as specified in
Section 15. In case it does, execute the procedures listed in
Section 15 and do not further process the packet.

4. Select the Next Hop (henceforth denoted "next _hop") for the
current packet, as specified in Section 11

5. Add a Processed Tuple to the Processed Set with:

* P_orig_address := the Oiginator Address of the current
packet ;
* P_seqg_nunber := the sequence nunber of the current packet;

* P_prev_hop :=the Originator Address of the current packet;
* P_next_hop_nei ghbor_list := [next_hop];
* P_time := current tinme + P_HOLD TI ME.

6. Pass the current packet to the underlying link |ayer for
transm ssion to next _hop. |If the transmission fails (as

determ ned by the Iink [ayer), the procedures in Section 10 MJST
be execut ed.
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Dat a Packet Processing

When a packet (henceforth denoted the "current packet") is received
by a router, the follow ng tasks MJST be perforned:

1

If the packet header is nalfornmed (i.e., the header format is not
as expected by this specification), drop the packet.

O herwise, if the Destination Address of the packet matches an
address of an interface of this router, deliver the packet to
upper | ayers and do not further process the packet, as specified
bel ow.

Decrement the value of the Hop Limt field by one (1).

Drop the packet if Hop Limt is decrenmented to zero and do not
further process the packet, as specified bel ow

If no Processed Tuple (henceforth denoted the "current tuple")
exi sts in the Processed Set, where both of the follow ng
conditions are true:

+ P_orig_address = the Originator Address of the current packet,
AND;

+ P_seq_nunber = the sequence nunber of the current packet.
Then:

1. Add a Processed Tuple (henceforth denoted the "current
tuple") with:

+ P_orig_address :=the Oiginator Address of the current
packet ;

+ P_seq_nunber := the sequence nunber of the current packet;

+ P_prev_hop := the Previous Hop Address of the current
packet ;

+ P_next_hop_neighbor_list :=1];

+ P_tine :=current time + P_HOLD TI ME
2. Set RET to O in the DFF header

3. Select the Next Hop (henceforth denoted "next_hop") for the
current packet, as specified in Section 11
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P_next _hop_nei ghbor list := P_next_hop_nei ghbor |ist@
[ next _hop].

Pass the current packet to the underlying link [ayer for
transm ssion to next_hop. |If the transmssion fails (as
determ ned by the Iink layer), the procedures in Section 10
MJST be execut ed.

6. Oherwise, if a tuple exists:

1

Her ber g,

If the return flag of the current packet is not set (RET = 0)

(i.e., a loop has been detected):

1. Set RET := 1.

2. Pass the current packet to the underlying link |layer for
transm ssion to the Previous Hop.

O herwise, if the return flag of the current packet is set

(RET = 1):

1. If the Previous Hop of the packet is not contained in
P_next _hop_nei ghbor list of the current tuple, drop the
packet .

2. If the Previous Hop of the packet (i.e., the address of
the router fromwhich the current packet has just been
received) is equal to P_prev_hop of the current tuple
(i.e., the address of the router fromwhich the current
packet has been first received), drop the packet.

3. Set RET := 0.

4. Select the Next Hop (henceforth denoted "next_hop") for
the current packet, as specified in Section 11

5. Mdify the current tuple:

- P_next _hop_nei ghbor _I'i st := P_next_hop_nei ghbor_|ist@
[ next _hop];
- P_tine :=current tine + P_ HOLD TI ME
et al. Experi ment al [ Page 18]
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6. If the selected Next Hop is equal to P_prev_hop of the
current tuple, as specified in Section 11 (i.e., al
candi dat e Next Hops have been unsuccessfully tried), set
RET := 1. If this router (i.e., the router receiving the
current packet) has the same address as the Oigi nator
Address of the current packet, drop the packet.

7. Pass the current packet to the underlying link |ayer for
transm ssion to next_hop. If transmission fails (as
determ ned by the link layer), the procedures in
Section 10 MJUST be executed.

Unsuccessful Packet Transm ssion

DFF requires that the underlying link layer provides information as
to whet her a packet is successfully received by the Next Hop.

Absence of such a signal is interpreted as a delivery failure of the
packet (henceforth denoted the "current packet"). Note that the
underlying link |ayer MAY retry sending the packet multiple tines
(e.g., using exponential back-off) before determ ning that the packet
has not been successfully received by the Next Hop. The follow ng
steps are executed when a delivery failure occurs and Section 9
requests that they be executed.

1. Set the DUP flag of the DFF header of the current packet to 1

2. Select the Next Hop (henceforth denoted "next_hop") for the
current packet, as specified in Section 11

3. Find the Processed Tuple (the "current tuple") in the Processed
Set with:

+ P_orig_address = the Originator Address of the current packet,
AND;

+ P_seq_nunber = the sequence nunber of the current packet.
4. If no current tuple is found, drop the packet.
5. Oherwise, nodify the current tuple:

* P_next _hop_nei ghbor list := P_next_hop_nei ghbor |ist@
[ next _hop];

* P_time := current time + P_HOLD TI ME.
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6. |If the selected next _hop is equal to P_prev_hop of the current
tuple, as specified in Section 11 (i.e., all neighbors have been
unsuccessfully tried), then

* RET :=1

* Decrenent the value of the Hop Linmit field by one (1). Drop
the packet if the Hop Linmt is decrenented to zero.

7. Oherw se
* RET :=0

8. Transmt the current packet to next _hop. |If transnmission fails
(as determined by the link layer), and if the next_hop does not
equal P_prev_hop fromthe current tuple, the procedures in
Section 10 MJUST be executed.

11. Determning the Next Hop for a Packet

When forwardi ng a packet, a router determnes a valid Next Hop for
that packet, as specified in this section. As a Processed Tuple
ei ther exi sted when receiving the packet (henceforth denoted the
"current packet") or was created, it can be assunmed that the
Processed Tuple for that packet (henceforth denoted the "current
tuple") is avail able.

The Next Hop is chosen froma list of candi date Next Hops in order of
decreasing priority. This list is created per packet. The maxi num
candi date Next Hop list for a packet contains all the nei ghbors of
the router (as determined froman external neighborhood di scovery
process), except for the Previous Hop of the current packet. A

smal ler list MAY be used, if desired, and the exact selection of the
size of the candidate Next Hop list is a |local decision that is nade
in each router and does not affect interoperability. Selecting a
smaller list may reduce the path I ength of a packet traversing the
network and reduce the required state in the Processed Set, but it
may result in valid paths that are not explored. |If information from
the RIB is used, then the candi date Next Hop |ist MJST contain at

| east the Next Hop indicated in the RIB as the Next Hop on the
shortest path to the destination, and it SHOULD contain all Next Hops
indicated to the RIB as Next Hops on paths to the destination. |If a
Next Hop fromthe RIB equals the Previous Hop of the current packet,
it MJUST NOT be added to the candi date Next Hop |ist.

The |ist MJUST NOT contain addresses that are listed in

P_next _hop_nei ghbor list of the current tuple, in order to avoid
sendi ng the packet to the sanme neighbor nultiple times. Moreover, an
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13.

address MJST NOT appear nore than once in the list, for the sane
reason. Also, addresses of an interface of this router MJUST NOT be
added to the |ist.

The list has an order of preference, where packets are first sent to
the Next Hops at the top of the list during depth-first processing as
specified in Sections 9.1 and 9.2. The followi ng order is
RECOMVENDED, with the elenments |isted on top having the highest

pr ef erence:

1. The neighbor that is indicated in the RIB as the Next Hop on the
shortest path to the destination of the current packet;

2. Oher neighbors indicated in the RIB as Next Hops on the path to
the destination of the current packet;

3. Al other symmetric neighbors (except the Previous Hop of the
current packet).

Additional information fromthe RIB or the Iist of symetric
nei ghbors (such as route cost or link quality) MAY be used for
determ ni ng the order.

If the candidate Next Hop list created as specified in this section
is empty, the selected Next Hop MJUST be P _prev_hop of the current
tuple; this case applies when returning the packet to the Previous
Hop.

Sequence Numbers

Whenever a router generates a packet or forwards a packet on behal f
of a host or a router outside the routing donain where DFF is used, a
sequence nunber MJUST be created and included in the DFF header. This
sequence nunber MJST be unique locally on each router where it is
created. A sequence nunmber MJST start at 0 for the first packet to
whi ch the DFF header is added, and then increnment by 1 for each new
packet. The sequence nunber MJST NOT be greater than 65535 and MJUST
wrap around to O.

Modes of Operation

DFF can be used either as the "route-over" |Pv6-forwarding protocol

or alternatively as the "nesh-under" data-forwarding protocol for the
LoWPAN adaptati on | ayer [ RFC4944]. Previous sections have specified
the DFF mechani smin general; specific differences for each MP are
specified in this section.
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1. Route-Over

This section maps the general termnology from Section 2.2 to the
specific term nol ogy when using the "route-over" MP.

1.1. Mapping of DFF Term nology to | Pv6 Term nol ogy

The following terns are those listed in Section 2.2, and their
nmeaning is explicitly defined when DFF is used in the "route-over"
MoP:

Packet - An |IPv6 packet, as specified in [ RFC2460].
Packet Header - An |Pv6 extension header, as specified in [ RFC2460].
Address - An | Pv6 address, as specified in [ RFC4291].

Oiginator Address - The Originator Address corresponds to the
Source Address field of the I Pv6 header, as specified in
[ RFC2460] .

Destinati on Address - The Destinati on Address corresponds to the
destination field of the I Pv6 header, as specified in [ RFC2460].

Next Hop - The Next Hop is the | Pv6 address of the node to which the
packet is sent; the link-layer address fromthat |P address is
resol ved by a mechani sm such as Nei ghbor Discovery (ND) [ RFC4861].
The link-layer address is then used by L2 as the destination.

Previous Hop - The Previous Hop is the | Pv6 address fromthe
interface of the node from which the packet has been received.

Hop Limit - The Hop Limt corresponds to the Hop Linit field in the
| Pv6 header, as specified in [ RFC2460].

1.2. Packet Fornat

In the "route-over" MP, all |Pv6 packets MJUST conformwi th the
format specified in [ RFC2460] .

The DFF header, as specified below, is an | Pv6 Hop-by-Hop Options
header, and is depicted in Figure 1 (where DUP is abbreviated to D
and RET is abbreviated to R because of the limted space in the
figure). This docunment specifies a new option to be used inside the
Hop- by- Hop Opti ons header, which contains the DFF fields (DUP and RET
fl ags and sequence nunber, as specified in Section 7).
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[ RFC6564] specifi es:

New options for the existing Hop-by-Hop Header SHOULD NOT be
created or specified unless no alternative solution is feasible.
Any proposal to create a new option for the existing Hop-by-Hop
Header MUST include a detail ed explanation of why the hop-by-hop
behavior is absolutely essential in the docunent proposing the new
option wi th hop-by-hop behavior.

[ RFC6564] recommends to use destination headers instead of Hop-by-Hop
Options headers. Destination headers are only read by the
destination of an I Pv6 packet, not by internediate routers. However,
the nmechani smspecified in this docunment relies on internediate
routers reading and editing the header. Specifically, the sequence
nunber and the DUP and RET flags are read by each router running the
DFF protocol. Mdifying the DUP and RET flags is essential for this
protocol to tag duplicate or returned packets. Wthout the DUP fl ag,
a duplicate packet cannot be discerned froma | oopi ng packet, and

wi thout the RET flag, a returned packet cannot be discerned froma

| oopi ng packet.

1 2 3
01234567890123456789012345678901
i T S S s S S S S i S

| Next Header | Hdr Ext Len | Opt TypeDFF | Opt Dat aLenDFF
s S S i I S R R e h T Tk e S S S o T S
| VER| D R 0] 0| O] O] Sequence Nunber | Padl

B i aT T ST S O S it T ol STEE S U SR U S e O S S N S S
Figure 1. | Pv6 DFF Header

Field definitions of the DFF header are as foll ows:

Next Header - 8-bit selector. ldentifies the type of header
i medi ately follow ng the Hop-by-Hop Options header, as specified
in [ RFC2460] .

Hdr Ext Len - 8-bit unsigned integer. Length of the Hop-by-Hop
Options header in 8-octet units, not including the first 8 octets,
as specified in [RFC2460]. This value is set to O (zero).

Opt TypeDFF - 8-bit identifier of the type of option, as specified in
[ RFC2460]. This value is set to IP_DFF. The two high-order bits
of the option type MUST be set to '11', and the third bit is equa
to'1’. Wth these bits, according to [ RFC2460], routers that do
not understand this option on a received packet discard the packet
and, only if the packet’s Destination Address was not a nulticast
address, send an | CVP Paraneter Problem (Code 2) nessage to the
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packet’s Source Address, pointing to the unrecogni zed option type.
Al so, according to [ RFC2460], the values within the option are
expected to change en route.

Opt Dat aLenDFF - 8-bit unsigned integer. Length of the option data
field of this option, in octets, as specified in [RFC2460]. This
value is set to 2 (two).

DFF fields - A 2-bit version field (abbreviated as VER); the DUP
(abbreviated as D) and RET (abbreviated as R) flags follow after
Mesh Forw, as specified in Section 13.2.2. The version specified
in this docunent is '00°. All other bits (besides VER, DUP, and
RET) of this octet are reserved and MUST be set to O.

Sequence Number - A 16-bit field, containing an unsigned integer
sequence nunber, as specified in Section 7.

Padl - Since the Hop-by-Hop Options header nust have a |l ength that
is anultiple of 8 octets, a Padl option is used, as specified in
[ RFC2460]. Al bits of this octet are O.
13. 2. Mesh-Under

This section maps the general term nology from Section 2.2 to the
specific termi nol ogy when using the "nesh-under" MP.

13.2.1. Mapping of DFF Termi nol ogy to LoWPAN Ter m nol ogy
The following terns are those listed in Section 2.2 (besides "Mde of
Qperation"), and their neaning is explicitly defined when DFF is used
in the "nmesh-under" MP.

Packet - A "LoOoWPAN encapsul ated packet" (as specified in [RFC4944]),
whi ch contains an | Pv6 packet as payl oad.

Packet Header - A LoWPAN header, as specified in [RFC4944].

Address - A 16-bit short or EU-64 |ink-1layer address, as specified
in [ RFC4944] .

Oiginator Address - The Oiginator Address corresponds to the
Originator Address field of the Mesh Addressing header, as
specified in [ RFC4944] .

Destination Address - The Destination Address corresponds to the

Final Destination field of the Mesh Addressi ng header, as
specified in [ RFC4944] .
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Next Hop - The Next Hop is the Destination Address of a frane
contai ni ng a LOWPAN- encapsul ated packet, as specified in
[ RFC4944] .

Previous Hop - The Previous Hop is the Source Address of the frane
contai ning a LOWPAN- encapsul ated packet, as specified in
[ RFC4944] .

Hop Limit - The Hop Limt corresponds to the Deep Hops Left field in
the Mesh Addressing header, as specified in [ RFC4944].

2.2. Packet Format

In the "nesh-under” MP, all |Pv6 packets MUST conformwi th the
format specified in [RFC4944]. Al data packets exchanged by routers
using this specification MIUST contain the Mesh Addressing header as
part of the LoWPAN encapsul ati on, as specified in [ RFC4944].

The DFF header, as specified below, MJST follow the Mesh Addressing
header. After these two headers, any other LoWPAN header, e.g.

header conpression or fragnentati on headers, MAY al so be added before
the actual payload. Figure 2 depicts the Mesh Addressi ng header
defined in [ RFC4944], and Figure 3 depicts the DFF header

1 2 3
01234567890123456789012345678901
T T R i e e e e o S e SRR R

| 1 O] V| F| HopsLft| DeepHopsLeft |orig. address, final address..
B s i S i I i S S S i i

Figure 2: Mesh Addressi ng Header

1 2 3
01234567890123456789012345678901
B T s i I S e i S i i S S e S

|0 1] Mesh Forw | VER| D| R| 0| 0] 0] Of sequence nunber
s S S i I S R R e h T Tk e S S S o T S

Figure 3: Header for DFF Data Packets

Field definitions of the Mesh Addressi ng header are as specified in
[ RFC4944]. \When addi ng that header to the LoWPAN encapsul ati on on
the Originator, the fields of the Mesh Addressi ng header MJST be set
to the foll owi ng val ues:
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o V:=0if the Oiginator Address is an | EEE extended 64-bit
address (EU -64); otherwise, V:=1if it is a short 16-bit
address.

o F:=0if the Final Destination Address is an | EEE extended 64-bit
address (EU -64); otherwise, F:= 1 if it is a short 16-bit
addr ess.

0 Hops Left := OxF (i.e., reserved value indicating that the Deep
Hops Left field follows);

o Deep Hops Left := MAX HOP_ LIMT.
Field definitions of the DFF header are as foll ows:

Mesh Forw - A 6-bit identifier that allows for the use of different
mesh- f orwar di ng mechani sms. As specified in [ RFC4944], additiona
nmesh-f orwar di ng mechani sns shoul d use the reserved di spatch byte
val ues follow ng LOAPAN BCO; therefore, 'O 1' MJST precede Mesh
Forw. The val ue of Mesh Forw is LOAPAN_DFF.

DFF fields - A 2-bit version (abbreviated as VER) field; the DUP
(abbreviated as D) and RET (abbreviated as R) flags follow after
Mesh Forw, as specified in Section 13.2.2. The version specified
in this docunent is '00°. All other bits (besides VER, DUP, and
RET) of this octet are reserved and MJUST be set to O.

Sequence Number - A 16-bit field, containing an unsigned integer
sequence nunber, as specified in Section 7.

14. Scope Linitation of DFF

The forwardi ng mechani smspecified in this document MJST be linited
in scope to the routing domain in which DFF is used. That also
inmplies that any headers specific to DFF do not traverse the
boundari es of the routing domain. This section specifies, both for
the "route-over" MP and the "nmesh-under" MoP, howto limt the scope
of DFF to the routing domain in which it is used.

Figures 4 to 7 depict four different cases for source and destination
of traffic with regards to the scope of the routing domain in which
DFF is used. Sections 14.1 and 14.2 specify howrouters limt the
scope of DFF for the "route-over" MP and the "mesh-under" MoP,
respectively, for these cases. |In these sections, all nodes "inside
the routing domain" are routers and use DFF, and may al so be sources
or destinations. Sources or destinations "outside the routing
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donmai n" do not run DFF; either they are hosts attached to a router in
the routing domain that is running DFF, or they are thensel ves
routers but outside the routing domain and not runni ng DFF.

|
| (S ---->(D |

Rout i ng Donai n

Figure 4: Traffic within the Routing Domain (fromS to D)

oo +
| |
(9 P (R o > (D)
oo +

Rout i ng Donai n

Figure 5: Traffic fromWthin the Routing Donmain to
Qut side of the Domain (fromS to D)

oo +
|

(8) -=---- > (R o > (D |
e m e - +

Rout i ng Domai n

Figure 6: Traffic from Qutside the Routing Donmain to
Inside the Domain (fromS to D)

e mm - +
| |

() -=----e > (D) oo > (1) oo > (D)
oo +

Rout i ng Donai n

Figure 7: Traffic from Qutside the Routing Domain, Traversing the
Domai n and Then to the Qutside of the Domain (fromS to D

Key:
(S) source router

(D destinati on router

(R, (R1), (R2) = other routers

Her berg, et al. Experi ment al [ Page 27]



RFC 6971 DFF June 2013

14.

1. Route-Over MP

In Figure 4, both the source and destination of the traffic are
routers within the routing domain. |If traffic is originated at S,
the DFF header is added to the |IPv6 header (as specified in

Section 13.1.2). The Originator Address is set to S and the
Destination Address is set to D. The packet is forwarded to D using
this specification. Wen router D receives the packet, it processes
the payl oad of the | Pv6 packet in upper |layers. This case assunes
that S has knowl edge that Dis in the routing domain, e.g., because
of the adm nistrative setting based on the |IP address of the
destination. If S has no know edge about whether Dis in the routing
domain, |IPv6-in-1Pv6 tunnels as specified in [ RFC2473] MJST be used.
These cases are described in the follow ng paragraphs.

In Figure 5, the source of the traffic (S) is within the routing
domai n, and the destination (D) is outside of the routing domain

The 1 Pv6 packet, originated at S, MJST be encapsul ated according to

[ RFC2473] (1 Pv6-in-1Pv6 tunnels) and the DFF header MJST be added to
the outer IPv6 header. S chooses the next router that should process
the packet as the tunnel exit-point (R). Administrative settings, as
well as information froma routing protocol, nmay be used to determ ne

the tunnel exit-point. If no information is available for which
router to choose as the tunnel exit-point, the Next Hop MJUST be used
as the tunnel exit-point. |In sonme cases, the tunnel exit-point wll
be the final router along a path towards the packet’s destination
and the packet will only traverse a single tunnel (e.g., if Ris a
known border router then S can choose R as the tunnel exit-point).
In other cases, the tunnel exit-point will not be the final router

along the path to D, and the packet may traverse nmultiple tunnels to
reach the destination; note that in this case, the DFF nechanismis
only used inside each IPv6-in-1Pv6 tunnel. The Oiginator Address of
the packet is set to S and the Destination Address is set to the
tunnel exit-point (in the outer |1Pv6 header). The packet is
forwarded to the tunnel exit-point using this specification
(potentially using multiple consecutive |Pv6-in-1Pv6 tunnels). Wen
router R receives the packet, it decapsul ates the | Pv6 packet and
forwards the inner |IPv6 packet to D, using norrmal |Pv6 forwardi ng as
specified in [ RFC2460] .

In Figure 6, the source of the traffic (S) is outside of the routing
domain, and the destination (D) is inside of the routing domain. The
| Pv6 packet, originated at S, is forwarded to R using normal |Pv6
forwarding as specified in [ RFC2460]. Router R MJST encapsul ate the
| Pv6 packet according to [RFC2473] and add the DFF header (as
specified in Section 13.1.2) to the outer IPv6 header. Like in the
previous case, R has to select a tunnel exit-point; if it knows that
Dis in the routing domain (e.g., based on adm nistrative settings),
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it SHOULD select D as the tunnel exit-point. |In case it does not
have any information as to which exit-point to select, it MJST use
the Next Hop as the tunnel exit-point, limting the effectiveness of

DFF to inside each I Pv6-in-1Pv6 tunnel. The Oiginator Address of
the packet is set to R the Destination Address to the tunnel exit-
point (both in the outer |Pv6 header), and the sequence nunber in the
DFF header is generated locally on R The packet is forwarded to D
using this specification. Wen router D receives the packet, it
decapsul ates the inner |1 Pv6 packet and processes the payl oad of the

i nner 1 Pv6 packet in upper |ayers.

This mechanismis typically not used in transit networks; therefore,
this case is discouraged, but described neverthel ess for

conpl eteness. In Figure 7, both the source of the traffic (S) and
the destination (D) are outside of the routing domain. The |IPv6
packet, originated at S, is forwarded to Rl using normal |Pv6
forwardi ng, as specified in [RFC2460]. Router Rl MJST encapsul ate
the 1 Pv6 packet according to [ RFC2473] and add the DFF header (as
specified in Section 13.1.2). Rl selects a tunnel exit-point like in
the previous cases; if R2 is, e.g., a known border router, then Rl
can select R2 as the tunnel exit-point. The Originator Address is
set to Rl, the Destination Address is set to the tunnel exit-point
(both in the outer IPv6 header), and the sequence numnber in the DFF
header is generated locally on Rl. The packet is forwarded to the
tunnel exit-point using this specification (potentially traversing
mul tipl e consecutive IPv6-in-1Pv6 tunnels). Wen router R2 receives
the packet, it decapsul ates the inner |Pv6 packet and forwards the

i nner 1 Pv6 packet to D, using normal |1Pv6 forwarding as specified in
[ RFC2460] .

2. Mesh-Under MP

In Figure 4, both the source and destination of the traffic are
routers within the routing domain. |If traffic is originated at

router S, the LoWPAN-encapsul ated packet is created fromthe |IPv6
packet, as specified in [RFC4944]. Then, the Mesh Addressi ng header
and the DFF header (as specified in Section 13.2.2) are added to the
LoWPAN encapsul ati on on router S. The Originator Address is set to S
and the Destination Address is set to D. The packet is then
forwarded using this specification. Wen router D receives the
packet, it processes the payl oad of the packet in upper |ayers.

In Figure 5, the source of the traffic (S) is within the routing
donmain, and the destination (D) is outside of the routing domain
(which is known by S to be outside the routing domain because D uses
a different IP prefix fromthe PAN). The LoWPAN encapsul at ed packet,
originated at router S, is created fromthe |IPv6 packet as specified
in [ RFC4944]. Then, the Mesh Addressing header and the DFF header
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(as specified in Section 13.2.2) are added to the LoWPAN

encapsul ation on router S. The Oiginator Address is set to S and

the Destination Address is set to R which is a known border router
of the PAN. The packet is then forwarded using this specification.
VWhen router R receives the packet, it restores the I Pv6 packet from
the LoWPAN- encapsul ated packet and forwards it to D, using norma

| Pv6 forwardi ng, as specified in [ RFC2460].

In Figure 6, the source of the traffic (S) is outside of the routing
domain, and the destination (D) is inside of the routing domain. The
| Pv6 packet, originated at S, is forwarded to R using normal |Pv6
forwarding, as specified in [RFC2460]. Router R (which is a known
border router to the PAN) creates the LoWPAN-encapsul ated packet from
the 1 Pv6 packet, as specified in [RFC4944]. Then, R adds the Mesh
Addr essi ng header and the DFF header (as specified in

Section 13.2.2). The Originator Address is set to R the Destination
Address to D, and the sequence number in the DFF header is generated
locally on R The packet is forwarded to D using this specification
When router D receives the packet, it restores the |IPv6 packet from
the LoWPAN- encapsul at ed packet and processes the payload in upper

| ayers.

As LOWPANs are typically not transit networks, the follow ng case is
di scouraged, but described neverthel ess for conpleteness: In

Figure 7, both the source of the traffic (S) and the destination (D)
are outside of the routing domain. The |Pv6 packet, originated at S,
is forwarded to Rl using nornmal |Pv6 forwarding, as specified in

[ RFC2460]. Router R1 (which is a known border router of the PAN)
creates the LoWPAN- encapsul ated packet fromthe | Pv6 packet, as
specified in [RFC4944]. Then, it adds the Mesh Addressi ng header and
the DFF header (as specified in Section 13.2.2). The Oiginator
Address is set to Rl, the Destination Address is set to R2 (which is
anot her border router towards the destination), and the sequence
nunber in the DFF header is generated locally on RlL. The packet is
forwarded to R2 using this specification. Wen router R2 receives
the packet, it restores the | Pv6 packet fromthe LoWPAN encapsul at ed
packet and forwards the | Pv6 packet to D, using normal |Pv6
forwardi ng, as specified in [ RFC2460] .

MIU Exceedance

When addi ng the DFF header, as specified in Section 9.1, or when
encapsul ati ng the packet, as specified in Section 14, the packet size
may exceed the MIU. This is described in Section 5 of [RFC2460].
When the packet size of a packet to be forwarded by DFF exceeds the
MIU, the follow ng steps apply.

1. The router MJST discard the packet.
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2. The router MAY log the event locally (depending on the storage
capabilities of the router).

3. The router MJST send back an | CWMP "Packet Too Big" nmessage to the
source of the packet and report back the Next Hop MIU, which
i ncl udes the overhead of addi ng the headers.

Security Considerations

Based on the recomendations in [RFC3552], this section describes
security threats to DFF and lists which attacks are out of scope
which attacks DFF is susceptible to, and which attacks DFF protects
agai nst .

1. Attacks That Are Qut of Scope

As DFF is a data-forwarding protocol, any security issues concerning
the payl oad of the packets are not considered in this section

It is the responsibility of upper layers to use appropriate security
mechani sns (| Psec, Transport Layer Security (TLS), etc.) according to
application requirements. As DFF does not nodify the contents of IP
dat agrans, other than the DFF header (which is a Hop-by-Hop Options
ext ensi on header in the "route-over" MP, and therefore not protected
by 1 Psec), no special considerations for |Psec have to be addressed.

Any attack that is not specific to DFF but that applies in general to
the link layer (e.g., wireless, Power Line Conmunication (PLC)) is
out of scope. In particular, these attacks are: eavesdropping,

packet insertion, packet replay, packet deletion, and nman-in-the-

m ddl e attacks. Appropriate |ink-layer encryption can nitigate part
of these attacks and is therefore RECOMVENDED

2. Protection Mechani sms of DFF

DFF itself does not provide any additional integrity,
confidentiality, or authentication. Therefore, the |evel of
protecti on of DFF depends on the underlying |ink-layer security, as
well as protection of the payl oad by upper-Ilayer security (e.qg.

| Psec) .

In the follow ng sections, whenever encrypting or digitally signing
packets is suggested for protecting DFF, it is assumed that routers
are not conprom sed
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3. Attacks That Are in Scope

Thi s section discusses security threats to DFF, and for each

descri bes whether (and how) DFF is affected by the threat. DFF is
designed to be used in lossy and unreliable networks. Predom nant
exanpl es of |ossy networks are wrel ess networks, where routers send
packets via broadcast. The attacks |listed bel ow are easier to
exploit in wireless media but can al so be observed in wired networks.

3.1. Denial of Service

Deni al - of -service (DoS) attacks are possible when using DFF by either
exceedi ng the storage on a router or exceeding the avail able

bandwi dth of the channel. As DFF does not contain any al gorithns
with high conplexity, it is unlikely that the processing power of the
router could be exhausted by an attack on DFF

The storage of a router can be exhausted by increasing the size of
the Processed Set, i.e., by adding new tuples, or by increasing the
size of each tuple. New tuples can be added by injecting new packets
in the network or by forwardi ng overheard packets.

Anot her possible DoS attack is to send packets to a non-existing
address in the network. DFF would performa depth-first search unti
the Hop Limt has reached zero. It is therefore RECOWENDED to set
the Hop Limt to a value that limts the path |ength.

If security provided by the link layer is used, this attack can be
mtigated if the malicious router does not possess valid credentials,
since other routers would not forward data through the malicious
router.

3.2. Packet Header Modification

The followi ng attacks can be exploited by nodi fying the packet header
i nformation, unless additional security (such as link-layer security)
is used.

3.2.1. Return Flag Tanpering

A malicious router may tanper with the "return" flag of a DFF packet
and send it back to the Previous Hop, but only if the nalicious
router has been selected as the Next Hop by the receiving router (as
specified in Section 9.2). |If the nalicious router had not been

sel ected as the Next Hop, then a returned packet is dropped by the
receiving router. Oherwise (i.e., the malicious router had been
sel ected as the Next Hop by the receiving router, and the nalicious
router has set the return flag), the receiving router then tries
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alternative neighbors. This may |ead to packets never reaching their
destination, as well as an unnecessary depth-first search in the
net wor k (bandw dt h exhaustion / energy drain).

This attack can be mtigated by using appropriate security of the
underlying link | ayer.

3.2.2. Duplicate Flag Tanpering

A malicious router may nodify the Duplicate Flag of a packet that it
forwards.

If it changes the flag fromO0O to 1, the packet would be detected as a
duplicate by other routers in the network and not as a | ooping
packet .

If the Duplicate Flag is changed from1l to O, and a router receives
that packet for the second tine (i.e., it has already received a
packet with the sane Oigi nator Address and sequence nunber before),
it will wongly detect a | oop

This attack can be mtigated by using appropriate security of the
underlying link | ayer.

3.2.3. Sequence Nunber Tanpering

A malicious router may nodi fy the sequence nunber of a packet that it
f orwar ds.

In particular, if the sequence nunber is nodified to a nunber of
anot her, previously sent packet of the sane Originator, this packet
may be wongly perceived as a | oopi ng packet.

This attack can be mtigated by using appropriate security of the
underlying link | ayer.

| ANA Consi der ati ons

| ANA has allocated the value 01 000011 for LOAPAN DFF fromthe
Di spatch Type Field registry.

| ANA has allocated the value OxEE for I P_DFF fromthe Destination
Options and Hop-by-Hop Options registry. The first 3 bits of that
val ue are 111.
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Appendi x A.  Exanpl es
In this section, sone exanple network topol ogi es are depicted, using
the DFF nechanismfor data forwarding. 1In these exanples, it is
assuned there is a routing protocol running that adds or inserts
entries into the RIB

A 1. Exanple 1: Normal Delivery

Exanmpl e 1 depicts a network topology with seven routers, Ato G wth

i nks between themas indicated by lines. It is assumed that router
A sends a packet to G through B and D, according to the routing
pr ot ocol
+-- -+
+---+ D +----- +
|
sk |
+---+ B +---+ |
| |
+-+-+ | +---+ +-+-+
| A | +---+ E +---+ G +
+- +-+ +---+ +- +-+
e |
+---+ C +---+ |
toot | |
|
+---+ F +----- +
+- - -+

Exanmpl e 1: Nornmal Delivery

If nolink fails in this topology, and no | oop occurs, then DFF
forwards the packet along the Next Hops listed in the RIB of each of
the routers along the path towards the destination. Each router adds
a Processed Tuple for the incom ng packet and sel ects the Next Hop,
as specified in Section 11, i.e., it will first select the Next Hop
for router G as determ ned by the routing protocol
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A 2. Exanmple 2: Forwarding with Link Failure

Exanmpl e 2 depicts the same topol ogy as Exanple 1, but both |inks
between B and D and between B and E are unavail able (e.g., because of
wirel ess link characteristics).

+---+ X I
+---+ B +---+ |
+-- -+ X |

+

+-L-+ X +---+ +- +-+
| A XXXX+ E +---+ G +
+- +- + +---+ +- +- +
| |
+---+ C +---+ |
bk |
|
+---+ F +----- +
+---+

Exampl e 2: Link Failure

When B receives the packet fromrouter A it adds a Processed Tuple
and then tries to forward the packet to D. Once B detects that the
packet cannot be successfully delivered to D because it does not
receive link-layer ACKs, it will follow the procedures listed in
Section 10 by setting the DUP flag to 1, selecting E as the new Next
Hop, adding E to the Iist of Next Hops in the Processed Tuple, and
then forwardi ng the packet to E

As the link to E also fails, Bwll again follow the procedure in
Section 10. As all possible Next Hops (D and E) are listed in the
Processed Tuple, B wll set the RET flag in the packet and return it
to A

A determines that it already has a Processed Tuple for the returned
packet, resets the RET flag of the packet, and selects a new Next Hop
for the packet. As Bis already in the list of Next Hops in the
Processed Tuple, it will select C as the Next Hop and forward the
packet toit. Cwll then forward the packet to F, and F delivers
the packet to its destination G
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A. 3. Exanmple 3: Forwarding with M ssed Link-Layer Acknow edgnent

Exanmpl e 3 depicts the same topol ogy as Exanple 1, but the Iink-Iayer
acknow edgnents fromCto A are lost (e.g., because the link is

unidirectional). It is assuned that A prefers a path to G through C
and F.
+---4
+---4+ D +----- +
|
ook |
+---+ B +---+ |
| |
+-+-+ | +---+ +-+-+
| A | +---+ E +---+ G +
+- +-+ +---+ +- +-+
. +- - -+ |
+. ..+ C +---+ |
+oot | |
|
4---4+ F 4----- +
+---+

Exanpl e 3: M ssed Link-Layer Acknow edgnent

Whil e C successfully receives the packet fromA, A does not receive
the L2 ACK and assunes the packet has not been delivered to C
Therefore, it sets the DUP flag of the packet to 1, in order to
indicate that this packet may be a duplicate. Then, it forwards the
packet to B
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A 4. Exanple 4: Forwarding with a Loop

Exanpl e 4 depicts the same topology as Exanple 1, but there is a | oop
fromDto A and A sends the packet to G through B and D.

R R +
| |
| +-+-+
| +---+ D +
| | e
\|[/ +---+ |
+---+ B +---+
|t
+-+-+ | +---+ +-+-+
| A | +---+ E +---+ G +
+- -+ +-- -+ +- -+
| |
+---+ C +---+ |
ook |
|
+---4+ F +----- +
+-- -+

Exampl e 4: Loop

When A receives the packet through the loop fromD, it will find a
Processed Tuple for the packet. Router A wll set the RET flag and
return the packet to D, which in turn will returnit to B. B wll

then select E as the Next Hop, which will then forward it to G
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Appendi x B. Depl oynent Experience

DFF has been depl oyed and experimented with both in real deploynents
and in network simulations, as described bel ow

B.1. Deploynents in Japan

The majority of the | arge Advanced Metering Infrastructure (AM)
depl oyments using DFF are | ocated in Japan, but the data of these
networks is the property of Japanese utilities and cannot be

di scl osed.

B.2. Kit Carson Electric Cooperative

DFF has been deployed at Kit Carson Electric Cooperative (KCEC), a
non-profit organization distributing electricity to about 30, 000
customers in New Mexico. As described in a press rel ease

[ KCEC press release], DFF is running on currently about 2000 electric
neters. Al neters are connected through a nesh network using an
unreliable, wireless nedium DFF is used together with a di stance-
vector routing protocol. Metering data fromeach nmeter is sent
towards a gateway periodically (every 15 minutes). The data delivery
reliability is over 99%

B.3. Simulations

DFF has been evaluated in Ns2 (http://nsnami si.edu/ nsnam) and OWEST
(http://ww. omest.com simulations, in conjuction with a distance-
vector routing protocol. The performance of DFF has been conpared to
using only the routing protocol wthout DFF. The results published
in peer-revi ewed academ c papers [DFF _paperl1] [DFF_paper?2] show
significant inmprovenents of the packet delivery ratio conpared to
using only the distance-vector protocol

B.4. (Open-Source |nplenentation

Fujitsu Laboratories of America is currently working on an open-
source inmplenmentation of DFF, which will be released in 2013 and wll
allow for interoperability testings of different DFF inplenentations.
The inplenentation is witten in Java and can be used both on rea
machi nes and in the Ns2 sinulator.
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