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1. Introduction
1.1. The Purpose of This Docunent

Thi s docunent presents an illustrative framework for providing fast
reroute around a failure in an IP or MPLS network based on the
concept of tunneling or encapsul ati ng packets via an | P address that
is known to avoid the failure. The general approach described here
uses a single level of encapsulation and could be used to protect

uni cast, multicast, and LDP traffic against |link, router, and shared
risk group failure, regardless of network topol ogy and netrics.

At the time of publication, there is no denand to deploy this

t echnol ogy; however, in view of the subtleties involved in the design
of routing protocol extensions to provide |IP Fast Reroute (IPFRR)

[ RFC5714], the Routing Area Wirking Group considered it desirable to
publish this docunment to place on record the design considerations of
the not-via address approach

The nmechani sns presented in this docunent are purely illustrative of
the general approach and do not constitute a protocol specification
The document represents a snapshot of the work of the working group
at the tine of publication and is published as a docunent of record.
Additional work is needed to specify the necessary routing protoco
ext ensi ons necessary to support this | PFRR net hod before

i mpl enentati on or depl oynent.

1.2. Overview

When a link or a router fails, only the neighbors of the failure are
initially aware that the failure has occurred. |In a network
operating | PFRR [ RFC5714], the routers that are the neighbors of the
failure repair the failure. These repairing routers have to steer
packets to their destinations despite the fact that npst other
routers in the network are unaware of the nature and | ocation of the
failure.

A common linmtation in nmost | PFRR nechanisns is an inability to
indicate the identity of the failure and explicitly steer the

repai red packet around the failure. The extent to which this
[imtation affects the repair coverage is topol ogy dependent. The
nmechani sm proposed here is to encapsul ate the packet to an address
that explicitly identifies the network component that the repair nust
avoid. This produces a repair mechanismthat, provided the network
is not partitioned by the failure, will always achieve a repair
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2. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

3. Overview of Not-Via Repairs

This section provides a brief overview of the not-via nethod of

| PFRR. Consider the network fragment shown in Figure 1 below, in
which S has a packet for sonme destination D that it would normally
send via P and B, and that S suspects that P has failed.

A
| Bp is the address to use to get
| a packet to B not via P
|
S - P-----a- - B. ... ... . ..D
\ | Bp”
\ | |
\ | |
\ C |
\ |
Xemmm o - - Y------- Z

Repair to Bp
Figure 1: Not-Via Repair of Router Failure

In the not-via | PFRR net hod, S encapsul ates the packet to Bp, where
Bp is an address on node B that has the property of not being

reachable fromnode P, i.e., the notation Bp neans "an address of
node B that is only reachable not via node P'. W |ater show how to
install the path fromS to Bp such that it is the shortest path from
Sto B not going via P. If the network contains a path fromS to B
that does not transit router P, i.e., the network is not partitioned
by the failure of P and the path fromS to Bp has been install ed,
then the packet will be successfully delivered to B. |In the exanple

in Figure 1, this is the path S-X-Y-Z-B. Wen the packet addressed
to Bp arrives at B, B renpves the encapsul ation and forwards the
repai red packet towards its final destination.

Note that if the path fromB to the final destination includes one or
nore nodes that are included in the repair path, a packet may
backtrack after the encapsulation is renoved. However, because the
decapsul ating router is always closer to the packet destination than
the encapsul ating router, the packet will not | oop
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For conplete protection, all of P's neighbors will require a not-via
address that allows traffic to be directed to them w thout traversing
P. This is shown in Figure 2. Sinmlarly, Pwll require a set of

not -vi a addresses (one for each neighbor) allowing traffic to be
directed to P without traversing each of those nei ghbors.

The not-via addresses are advertised in the routing protocol in a way
that clearly identifies themas not-via addresses and not ’ordinary’
addr esses.

Figure 2: The Set of Not-Via P Addresses
3.1. Use of Equal-Cost Milti-Path

A router can use an Equal -Cost Multi-Path (ECVP) repair in place of a
not-via repair.

A router conputing a not-via repair path MAY subject the repair
to ECWP

3.2. Use of LFA Repairs

The not-via approach provides conplete repair coverage and therefore
may be used as the sole repair nechanism There are, however,
advantages in using not-via in conbination with Loop-Free Alternates
(LFAs) and/or downstream paths as docunented in [RFC5286]. In
particular, LFAs do not require the assignnent and nmanagenent of
additional |P addresses to nodes, they do not require nodes in the
network to be upgraded in order to calculate not-via repair paths,
and they do not require the use of encapsul ation.

LFAs are conputed on a per-destination basis, and in general only a
subset of the destinations requiring repair will have a suitable LFA
repair. |In this case, those destinations that are repairable by LFAs
are so repaired, and the remai nder of the destinations are repaired
using the not-via encapsulation. On the other hand, the path taken
by an LFA repair may be | ess optimal than that of the equival ent
not-via repair for traffic destined to nodes close to the far end of
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the failure, but it may be nore optimal for sonme other traffic. This
docunent assumes that LFAs will be used where avail able, but the

di stribution of repairs between the two mechanisnms is a | oca

i mpl enent ati on choi ce.

4. Not-Via Repair Path Computation

The not-via repair nechanismrequires that all routers on the path
fromS to B (Figure 1) have a route to Bp. They can calculate this
by failing node P, running a Shortest Path First (SPF) algorithm and
finding the shortest route to B

A router has no sinple way of knowi ng whether it is on the shortest
path for any particular repair. It is therefore necessary for every
router to calculate the path it would use in the event of any
possi bl e router failure. Each router therefore "fails" every router
in the network, one at a time, and calculates its own best route to
each of the neighbors of that router. |In other words, with reference
to Figure 1, routers A, B, C X, Y, Z and P will consider each
router in turn, assune that the router has failed, and then cal cul ate
its own route to each of the not-via addresses advertised by the

nei ghbors of that router. |In other words, in the case of a presuned
failure of P, ALL routers (S, AL B, C, X Y, and Z in this case)
calculate their routes to Sp, Ap, Bp, and Cp -- in each case,

not via P.

To calculate the repair paths, a router has to calculate n-1 SPFs
where n is the nunmber of routers in the network. This is expensive
to conpute. However, the problemis amenable to a solution in which
each router (X) proceeds as follows. X first calculates the base
topology with all routers functional and deternmines its nornmal path
to all not-via addresses. This can be perforned as part of the
normmal SPF conputation. For each router P in the topology, X then
performs the foll owi ng actions:

1. Renobves router P fromthe topol ogy.

2. Perfornms an increnmental SPF (i SPF) [ISPF] on the nodified
topol ogy. The i SPF process involves detaching the sub-tree
affected by the renmpval of router P and then reattaching the
det ached nodes. However, it is not necessary to run the i SPF
to conpletion. It is sufficient to run the i SPF up to the point
where all of the nodes advertising not-via P addresses have
been reattached to the Shortest Path Tree (SPT), and then
terminate it.

3. Reverts to the base topol ogy.
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This algorithmis significantly | ess expensive than a set of ful
SPFs. Thus, although a router has to calculate the repair paths for
n-1 failures, the conputational effort is much I ess than n-1 SPFs.

Experiments on a selection of real-world network topologies with

bet ween 40 and 400 nodes suggest that the worst-case conputationa
conpl exity using the above optim zations is equivalent to performng
between 5 and 13 full SPFs. Further optim zations are described in
Section 6.

4.1. Computing Not-Via Repairs in Distance and Path Vector Routing
Prot ocol s

Wil e this docunment focuses on link-state routing protocols, it is
equal |y possible to conpute not-via repairs in distance vector (e.g.
RIP) or path vector (e.g., BGP) routing protocols. This can be
achieved with very little protocol nodification by advertising the
not-via address in the nornal way but ensuring that the information
about a not-via address Ps is not propagated through the node S. In
the case of link protection, this sinply nmeans that the adverti senent
fromP to Sis suppressed, with the result that S and all other nodes
conpute a route to Ps that doesn’'t traverse S, as required.

In the case of node protection, where P is the protected node and N

i s sone neighbor, the adverti senent of Np needs to be suppressed not
only across the link NP but also across any link to P. The sinpl est
way of achieving this is for Pitself to performthe suppression of
any address of the form Xp.

5. Operation of Repairs

Thi s section explains the basic operation of the not-via repair of
node and link failure.

5.1. Node Failure

When router P fails (Figure 2), S encapsul ates any packet that it
woul d send to B via P to Bp and then sends the encapsul ated packet on
the shortest path to Bp. S follows the sane procedure for routers A
and Cin Figure 2. The packet is decapsulated at the repair target
(A, B, or © and then forwarded normally to its destination. The
repair target can be deternmined as part of the normal SPF by
recordi ng the "next-next hop" for each destination in addition to the
normal next hop. The next-next hop is the router that the next-hop
router regards as its own next hop to the destination. |In Figure 1
Bis Ss next-next hop to D
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Notice that with this technique only one | evel of encapsulation is
needed, and that it is possible to repair ANY failure regardl ess of
link netrics and any asymetry that nay be present in the network.
The only exception to this is where the failure was a single point of
failure that partitioned the network, in which case ANY repair is
clearly inpossible.

5.2. Link Failure

The normal node of operation of the network would be to assume router
failure. However, where some destinations are only reachabl e through
the failed router, it is desirable that an attenpt be nade to repair
to those destinations by assunming that only a link failure has

occurred.

To performa link repair, S encapsulates to Ps (i.e., it instructs
the network to deliver the packet to P not via S). Al of the

nei ghbors of S will have calculated a path to Ps in case S itself had

failed. S could therefore give the packet to any of its neighbors
(except, of course, P). However, S SHOULD send the encapsul ated
packet on the shortest available path to P. This path is calcul ated
by running an SPF with the link S-P renoved. Note that this my
again be an increnental cal culation, which can term nate when address
Ps has been reattached.

5.2.1. Loop Prevention under Node Failure

It is necessary to consider the behavior of |IPFRR solutions when a
link repair is attenpted in the presence of node failure. Inits
sinplest form the not-via I PFRR solution prevents the formation of

| oops as a result of nutual repair, by never providing a repair path
for a not-via address. The repair of packets with not-via addresses
is considered in nmore detail in Section 6.3. Referring to Figure 2,
if A was the neighbor of P that was on the link repair path fromS to
P, and P itself had failed, the repaired packet fromS would arrive
at A encapsulated to Ps. A would have detected that the A-P |link had
failed and would nornmally attenpt to repair the packet. However, no
repair path is provided for any not-via address, and so A would be
forced to drop the packet, thus preventing the formation of a | oop

5.3. Milti-Homed Prefixes
A Multi-Homed Prefix (MHP) is a prefix that is reachable via nore
than one router in the network. Some of these nay be repairable

using LFAs as described in [RFC5286]. Only those without such a
repair need be considered here.
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When IPFRR router S (Figure 3) discovers that P has failed, it needs
to send packets addressed to the MHP X, which is normally reachabl e

through P, to an alternate router that is still able to reach X
X X X
| | |
| | |
| Sp | Pb |
Zoo I P--eee - - - B............... Y

Ps| Pc Bp
|

Cp|
C

Figure 3: Multi-Homed Prefixes

S SHOULD choose the cl osest router that can reach X during the
failure as the alternate router. S determ nes which router to use as
the alternate while running the SPF with P renoved. This is
acconpl i shed by the normal process of reattaching a | eaf node to the
core topology (this is sonetinmes known as a "partial SPF").

First, consider the case where the shortest alternate path to X is
via Z. S can reach Z without using the renoved router P. However, S
cannot just send the packet towards Z, because the other routers in
the network will not be aware of the failure of P and may | oop the
packet back to S. S therefore encapsul ates the packet to Z (using a
normal address for Z). Wen Z receives the encapsul ated packet, it
renoves the encapsul ation and forwards the packet to X

Now consi der the case where the shortest alternate path to Xis via
Y, which S reaches via Pand B. To reach Y, S nust first repair the
packet to B using the normal not-via repair nechanism To do this, S
encapsul ates the packet for X to Bp. Wen B receives the packet, it
renoves the encapsul ati on and di scovers that the packet is intended
for MHP X. The situation now reverts to the previous case, in which
the shortest alternate path does not require traversal of the
failure. B therefore follows the al gorithm above and encapsul at es
the packet to Y (using a norrmal address for Y). Y renoves the
encapsul ati on and forwards the packet to X

It may be that the cost of reaching X using local delivery fromthe
alternate router (i.e., Zor Y) is greater than the cost of reaching
X via P. Under those circunstances, the alternate router would
normal ly forward to X via P, which would cause the IPFRR repair to

| oop. To prevent the repair fromlooping, the alternate router MJST
locally deliver a packet received via a repair encapsulation. This
may be specified by using a special address with the above senmantics.
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Note that only one such address is required per node. Notice that
using the not-via approach, only one |evel of encapsul ati on was
needed to repair MHPs to the alternate router.

5.4. Installation of Repair Paths

The following algorithmis used by node S (Figure 3) to pre-calculate
and install repair paths in the Forwarding Information Base (FIB)
ready for imrediate use in the event of a failure. It is assuned
that the not-via repair paths have already been cal cul ated as

descri bed above.

For each nei ghbor P, consider all destinations that are reachable via
P in the current topol ogy:

1. For all destinations with an ECMP or LFA repair (as described in
[ RFC5286]), install that repair

2. For each destination (DR) that remains, identify in the current
topol ogy the next-next hop (H) (i.e., the neighbor of P that P
will use to send the packet to DR). This can be determ ned
during the normal SPF run by recording the additiona
information. |If S has a path to the not-via address Hp (H not
via P), install a not-via repair to Hp for the destination DR

3. ldentify all remaining destinations (M that can still be reached
when node P fails. These will be nulti-honed prefixes that are
not repairable by LFA and for which the normal attachment node
is P (or arouter for which Pis a single point of failure), and
that have an alternative attachnent point that is reachable after
P has failed. One way of determ ning these destinations would be
to run an SPF rooted at S with node P renpved, but an
i mpl ementation may record alternative attachnment points during
the normal SPF run. In either case, the next-best point of
attachment can al so be determined for use in step (4) bel ow.

4. For each multi-hormed prefix (M identified in step (3):

A. ldentify the new attachnment node (as shown in Figure 3).
This may be:

o Y, where the next hop towards Y is P, or
o Z, where the next hop towards Z is not P.
If the attachnent node is Z, install the repair for Mas a

tunnel to Z7 (where Z is the address of Z that is used to
force local forwarding).
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B. For the subset of prefixes (M that remain (having attachnent
point Y), install the repair path previously installed for
destination Y.

For each destination (DS) that remains, install a not-via repair
to Ps (P not via S). Note that these are destinations for which
node P is a single point of failure, and they can only be
repaired by assuming that the apparent failure of node P was
sinply a failure of the SSP link. Note that, if available, a
downstream path to P MAY be used for such a repair. This cannot
generate a persistent loop in the event of the failure of node P
but if one neighbor of P uses a not-via repair and another uses a
downstream path, it is possible for a packet sent on the
downstream path to be returned to the sendi ng node inside a
not-vi a encapsul ation. Since packets destined to not-via
addresses are not repaired, the packet will be dropped after
executing a single turn of the | oop

Not e that where multiple next-next hops are available to reach DR
any or several of them nmay be chosen froma routing correctness point

of view Unless other factors require consideration, the closest
next - next hop to the repairing router would be the normal choice.

6. Compound Fail ures
The following types of failures involve nore than one component:
1. Shared Ri sk Link G oups
2. Local Area Networks
3. Miltiple Independent Fail ures

The considerations that apply in each of the above situations are
described in the foll owi ng sections.

6.1. Shared Ri sk Link G oups

A Shared Ri sk Link Group (SRLG is a set of |inks whose failure can
be caused by a single action such as a conduit cut or line card
failure. \When repairing the failure of a link that is a nenber of an
SRLG, it MJST be assunmed that all the other Ilinks that are also
nenbers of the SRLG have also failed. Consequently, any repair path
needs to be conputed to avoid not only the adjacent |ink but also al
the links that are nmenbers of the same SRLG
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In Figure 4 below, the links S-P and A-B are both nenbers of SRLG

"a". The senmantics of the not-via address Ps changes fromsinply "P
not via the link S-P'" to be "P not via the link S-P or any other |ink
with which S-P shares an SRLG'. |In Figure 4, these are the |inks
that are menbers of SRLG "a", i.e., links S-P and A-B. Since the

i nformati on about SRLG nenbership of all links is available in the

I i nk-state database, all nodes conputing routes to the not-via
address Ps can infer these semantics and performthe conputation by
failing all the links in the SRLG when running the i SPF

Note that it is not necessary for S to consider repairs to any ot her

nodes attached to nenbers of the SRLG (such as B). It is sufficient
for Sto repair to the other end of the adjacent link (Pin this
case).
a Ps

S---im--- R D

| |

| a |

Ammmmae- - B

| |

| |

C--------- E

Figure 4. Shared Ri sk Link G oup

In some cases, it may be that the links conprising the SRLG occur in
series on the path fromS to the destination D, as shown in Figure 5.
In this case, multiple consecutive repairs may be necessary. S wll
first repair to Ps, then P wll repair to Dp. In both cases, because
the links concerned are nenbers of SRLG "a", the paths are conputed
to avoid all nenbers of SRLG "a".

SRS Poceeo- D
| | |
| a | |
Acmmmmene B |
| | |
| | |
Commmmen- [ F

Figure 5. Shared Risk Link Group Menmbers in Series -
Decapsul ati on and Re-encapsul ati on by One Node
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Wiile the use of nultiple repairs in series introduces sone
addi ti onal overhead, these semantics avoid the potentia
conbi nat ori al expl osion of not-via addresses that coul d ot herw se
occur.

Note that although nmultiple repairs are used, only a single |evel of
encapsul ation is required. This is because the first repair packet

i s decapsul ated before the packet is re-encapsul ated using the

not -vi a address corresponding to the far side of the next link that

is a nenber of the sanme SRLG In sone cases, the decapsul ation and
re-encapsul ati on take place (at |east notionally) at a single node,

while in other cases, these functions may be perfornmed by different

nodes. This scenario is illustrated in Figure 6 bel ow.

a Ps a Dg

o R G------- D

| | | |

| a | | |

Ammemnmnns B | |

| | | |

| | | |

C--------- E--------- R H

Figure 6: Shared Risk Link Group Menmbers in Series -
Decapsul ati on and Re-encapsul ation by Different Nodes

In this case, S first encapsulates to Ps, and node P decapsul ates the
packet and forwards it "native" to Gusing its normal FIB entry for
destination D. G then repairs the packet to Dg.

It can be shown that such nultiple repairs can never forma | oop

because each repair causes the packet to nove closer to its
desti nati on.
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It is often the case that a single Iink may be a nmenber of nmultiple
SRLGs, and those SRLGs nmay not be isonorphic. This is illustrated in
Fi gure 7 bel ow

ab Ps a Dg
R R G---mnm-- D
| | | |
| a | | |
Aeeeeeo - B | |
| | | |
| b | Y |
O E--vmeen-- Frremme-- H
| |
| |
Jommmmem - - K

Figure 7: Miltiple Shared Ri sk Link G oups

The link S-P is a nenber of SRLGs "a" and "b". Wen a failure of the
link S-P is detected, it MJST be assuned that BOTH SRLGs have fail ed.
Therefore, the not-via path to Ps needs to be conputed by failing all
links that are menbers of SRLG "a" or SRLG "b", i.e., the semantics
of Ps is now "P not via any |links that are nenbers of any of the
SRLGs of which link S-Pis a nmenber”. This is illustrated in

Fi gure 8 bel ow.

ab Ps a Dg
S---/----- P-eceenn-- G--/----D
| | | |
| a | | |
A---f----- B | |
| | |
| b | | b
C---/----- E--------- F---/----H
| |
| |
J--mmee - K

Figure 8: Topol ogy Used for Repair Computation for Link S-P

In this case, the repair path to Ps will be SACJ-K-E-B-P. It may
appear that there is no path to D because GD is a nenber of SRLG "a"
and F-H is a nenber of SRLG "b". This is true if BOTH SRLGs "a" and
"b" have in fact failed, which would be an instance of nultiple

i ndependent failures. |In practice, it is likely that there is only a
single failure, i.e., either SRLG "a" or SRLG "b" has failed but not
both. These two possibilities are indistinguishable fromthe point
of view of the repairing router S, and so it needs to repair on the
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assunption that both are unavail able. However, each link repair is
consi dered i ndependently. The repair to Ps delivers the packet to P
whi ch then forwards the packet to G  Wen the packet arrives at G
if SRLG "a" has failed, it will be repaired around the path GF-HD
This is illustrated in Figure 9 below. [If, on the other hand, SRLG

"b" has failed, link GDw I still be available. 1In this case, the
packet will be delivered as nornmal across the link GD
ab Ps a Dg
S----/----- P--------- G--/----D
| | | |
| a | | |
A---f----- B | |
| | | |
| b | | b |
CG--------- E--------- F-------- H
| |
| |
N K

Figure 9: Topol ogy Used for Repair Computation for Link GD

If both SRLG "a" and SRLG "b" had failed, the packet would be
repaired as far as P by S and would be forwarded by Pto G G would
encapsul ate the packet to D using the not-via address Dg and forward
it to F. F would recognize that its next hop to Dg (H was
unreachabl e due to the failure of Iink F-H (part of SRLG "b") and
woul d drop the packet, because packets addressed to a not-via address
are not repaired in basic not-via | PFRR

The repair of nmultiple independent failures is not provided by the
basi ¢ not-via | PFRR net hod described so far in this neno.

A repair strategy that assunes the worst-case failure for each |ink
can often result in longer repair paths than necessary. |In cases
where only a single link fails rather than the full SRLG this
strategy nay occasionally fail to identify a repair even though a
viable repair path exists in the network. The use of suboptinma
repair paths is an inevitable consequence of this conprom se
approach. The failure to identify any repair is a serious deficiency
but is a rare occurrence in a robustly designed network. This
probl em can be addressed by:

1. Reporting that the link in question is irreparable, so that the
net wor k desi gner can take appropriate action

2. Mdifying the design of the network to avoid this possibility.
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3. Using sone form of SRLG diagnostic (for exanple, by running
Bi di rectional Forwarding Detection (BFD) [RFC5880] over alternate
repair paths) to deternine which SRLG nenber(s) have actually
failed and using this information to select an appropriate
pre-computed repair path. However, aside fromthe complexity of
perform ng the diagnostics, this requires nmultiple not-via
addresses per interface, which has poor scaling properties.

4. Using the nechani sm described in Section 6. 3.
6.2. Local Area Networks

LANs are a special type of SRLG and are solved using the SRLG

mechani sns outlined above. Wth all SRLGs, there is a trade-off

bet ween t he sophistication of the fault detection and the size of the
SRLG Protecting against link failure of the LAN link(s) is
relatively straightforward, but as with all fast-reroute nechanisns,
the probl em becones nore conplex when it is desired to protect

agai nst the possibility of failure of the nodes attached to the LAN,
as well as the LAN itself.

S Q----- C
|
|
R SHE (N)-mmmmmmmem P B
|
|
|
Fom e R----- D

Fi gure 10: Local Area Networks

Consi der the LAN shown in Figure 10. For connectivity purposes, we
consider that the LAN is represented by the pseudonode (N). To
provide I PFRR protection, S needs to run a connectivity check to each
of its protected LAN adjacencies P, Q and R, using, for exanple, BFD
[ RFC5880] .
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When S discovers that it has |ost connectivity to P, it is unsure
whet her the failure is:

o its owmn interface to the LAN
o the LAN itself

o the LANinterface of P

o the node P

6.2.1. Sinple LAN Repair
A sinple approach to LAN repair is to consider the LAN and all of its
connected routers as a single SRLG Thus, the address P not via the

LAN (PI') would require P to be reached not via any router connected
to the LAN. This is shown in Figure 11

qQ c
Fommma - Q------- C
I Q@

As Sl | Pl B
A-mmm-- S------ (N) === m e - P oo - - B
Sa | Pb

I

| R Dl

Fomm e Ro------- D
Rd

Figure 11: Local Area Networks - LAN SRLG

In this case, if S detected that P had failed, it would send traffic
reached via P and B to B not via the LAN or any router attached to
the LAN (i.e., to Bl). Any destination only reachable through P
woul d be addressed to P not via the LAN or any router attached to the
LAN (except, of course, P)

Wil e this approach is sinple, it assunmes that a large portion of the
networ k adj acent to the failure has also failed. This will result in
the use of suboptimal repair paths and, in sone cases, the inability

to identify a viable repair
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6.2.2. LAN Conponent Repair

In this approach, possible failures are considered at a finer

granul arity but w thout the use of diagnostics to identify the

speci fic conponent that has failed. Because S is unable to diagnose
the failure, it needs to repair traffic sent through P and B, to an
address Bpn (B not-via P,N, i.e., Bnot via P and not via Ny, on the
conservative assunption that both the entire LAN and P have fail ed.
Destinations for which Pis a single point of failure MJST, as usual
be sent to P using an address that avoids the interface by which Pis
reached fromsS, i.e., to Pnot via N A simlar process wuuld al so
apply for routers Q and R

Notice that each router that is connected to a LAN MJST, as usual
adverti se one not-via address for each neighbor. |In addition, each
router on the LAN MJUST advertise an extra address not via the
pseudonode (P).

Notice al so that each nei ghbor of a router connected to a LAN needs
to advertise two not-via addresses: the usual one not via the

nei ghbor, and an additional one not via either the neighbor or the
pseudonode. The required set of LAN address assignments is shown in
Figure 12 below. Each router on the LAN, and each of its neighbors,
are advertising exactly one address nore than they woul d ot herw se
have advertised if this degree of connectivity had been achieved
usi ng point-to-point |inks.

& Q@ & Can
e Q--------
I QaQ Cq
Asn Sa Sp Sq | Ps Pgq Pb Bpn
A---ea - - S (N ----meeme - - P--eee - - B
As Sr Sn | Pr Pn Bp
I
| Rs Rp Pd Drn
R LR R-------- D
Rg Rn Dr

Figure 12: Local Area Networks - Conponent Repair
6.2.3. LAN Repair Using Diagnostics

A nore specific LAN repair can be undertaken by using diagnostics.
In order to explicitly diagnose the failed network conponent, S
correl ates the connectivity reports fromP and one or nore of the
other routers on the LAN, in this case Qand R If it | ost
connectivity to P alone, it could deduce that the LAN was stil
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functioning and that the fault lay with either P or the interface

connecting P to the LAN. It would then repair to B not-via P (and P
not-via N for destinations for which Pis a single point of failure)
in the usual way. |If S lost connectivity to nmore than one router on

the LAN, it could conclude that the fault lay only with the LAN and
could repair to P, Q and Rnot-via N, again in the usual way.

6.3. Miltiple Independent Fail ures

| PFRR repair of nultiple sinultaneous failures that are not menbers
of a known SRLG is conplicated by the problemthat the use of

nmul tiple concurrent repairs may result in looping repair paths. As
described in Section 5.2.1, the sinplest nethod of preventing such

|l oops is to ensure that packets addressed to a not-via address are
not repaired but instead are dropped. It is possible that a network
may experience nultiple sinultaneous failures. This may be due to
simple statistical effects, but the nmore likely cause is

unantici pated SRLGs. Wen nultiple failures that are not part of an
anticipated group are detected, repairs are abandoned, and the
network reverts to normal convergence. Although safe, this approach
i s sonewhat draconian, since there are nany circunstances where
multiple repairs do not induce | oops.

This section describes the properties of nmultiple unrelated failures
and proposes sone nethods that may be used to address this problem

6.3.1. Looping Repairs
Let us assume that the repair mechanismis based solely on not-via

repairs. LFA or downstreamroutes MAY be incorporated and will be
dealt with later.

A----- [f-=----- B------------ D
/ \
/ \
F G
\ /
\ /
X------ [f-=----- Y

Figure 13: The Ceneral Case of Miltiple Failures

The essential case is as illustrated in Figure 13. Note that,
dependi ng on the repair case under consideration, there nay be ot her
paths present in Figure 13, in addition to those shown in the figure.
For exanple, there may be paths between A and B, and/or between X
and Y. These paths are omtted for graphical clarity.
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There are three cases to consider:

1. Consider the general case of a pair of protected |links A-B and
X-Y, as shown in the network fragment shown in Figure 13. If the
repair path for A-B does not traverse X-Y and the repair path for
X-Y does not traverse A-B, this case is conpletely safe and wll
not cause | ooping or packet | oss.

A nmore conmon variation of this case is shown in Figure 14, which
shows two failures in different parts of the network in which a
packet fromA to D traverses two concatenated repairs.

Figure 14: Concatenated Repairs

2. In Figure 13, the repair for A-B traverses X-Y, but the repair
for X-Y does not traverse A-B. This case occurs when the not-via
path fromA to B traverses link X-Y but the not-via path fromX
to Y traverses some path not shown in Figure 13. Wthout the
multi-failure nmechani smdescribed in this section, the repaired
packet for A-B woul d be dropped when it reached X-Y, since the
repair of repaired packets would be forbi dden. However, if this
packet were allowed to be repaired, the path to D would be
conpl ete and no harm woul d be done, although two | evels of
encapsul ati on woul d be required.

3. The repair for A-Btraverses X-Y AND the repair for X-Y traverses
A-B. In this case, unrestricted repair would result in | ooping
packets and increasing | evels of encapsul ation

The challenge in applying IPFRR to a network that is undergoing
nmultiple failures is, therefore, to identify which of these cases
exist in the network and react accordingly.

6.3.2. CQutline Solution

VWen A is conmputing the not-via repair path for A-B (i.e., the path
for packets addressed to Ba, read as "B not via A'), it is aware of
the list of nodes that this path traverses. This can be recorded by
a sinple addition to the SPF process, and the not-via addresses
associ ated with each forward link can be deternmined. |If the path
were A, F, X, Y, G B, (Figure 13), the list of not-via addresses
woul d be Fa, Xf, Yx, Gy, Bg. Under standard not-via operation, A
woul d populate its FIB such that all normal addresses nornmally
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reachabl e via A-B woul d be encapsul ated to Ba when A-B fails, but
traffic addressed to any not-via address arriving at A woul d be
dropped. The new procedure nodifies this such that any traffic for a
not-via address normal ly reachabl e over A-B is also encapsulated to
Ba, unless the not-via address is one of those previously identified
as being on the path to Ba -- for exanple, Yx, in which case the
packet is dropped.

The above procedure allows cases 1 and 2 above to be repaired while
preventing the | oop that would result from case 3.

Note that this is acconplished by pre-conputing the required FIB
entries and does not require any detail ed packet inspection. The
same result could be achieved by checking for multiple |levels of
encapsul ati on and dropping any attenpt to triple encapsul ate.
However, this would require nore detailed inspection of the packet
and causes difficulties when nore than 2 "simultaneous” failures are
cont enpl at ed

So far, we have permitted benign repairs to coexist, albeit sonetines
requiring nmultiple encapsulation. Note that in many cases there wll
be no performance inpact, since unless both failures are on the same
node the two encapsul ations or two decapsul ations will be perfornmed
at different nodes. There is, however, the issue of the maxi mum
transm ssion unit (MrU) inpact of nultiple encapsul ations.

In the followi ng sub-section we consider the various strategies that
may be applied to case 3 -- nutual repairs that would | oop

6.3.3. Mitually Looping Repairs

In case 3, the sinplest approach is to sinply not install repairs for
repair paths that mght loop. |In this case, although the potentially
| ooping traffic is dropped, the traffic is not repaired. If we
assune that a hold-down is applied before reconvergence in case the
link failure was just a short glitch, and if a | oop-free convergence
nmechani sm furt her del ays convergence, then the traffic will be
dropped for an extended period. In these circunstances, it would be
better to apply the "Abandoning Al Hope" (AAH) nechani sm ([ RFC6976],
Appendi x A) and i mredi ately i nvoke normal reconvergence.

Note that it is not sufficient to expedite the issuance of a Link
State Packet (LSP) reporting the failure, since this my be treated
as a permtted sinultaneous failure by the ordered FIB (oFl B)
algorithm [RFC6976]. It is therefore necessary to explicitly trigger
an oFl B AAH.
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6.3.3.1. Dropping Loopi ng Packets

One approach to case 3 is to allowthe repair, and to experinmentally
di scover the inconpatibility of the repairs if and when they occur
Wth this method, we pernmit the repair in case 3 and trigger AAH when
a packet drop count on the not-via address has been increnented.
Alternatively, it is possible to wait until the LSP describing the
change is issued nornmally (i.e., when X announces the failure of
X-Y). Wen the repairing node A which has preconputed that X-Y
failures are nutually inconpatible with its own repairs, receives
this LSP, it can then issue the AAH. This has the di sadvant age

that it does not overcone the hol d-down delay, but it requires no
"data-driven" operation, and it still has the required effect of
abandoni ng the oFI B, which is probably the |onger of the del ays

(al though with signaled oFIB this should be sub-second).

VWil e both of the experinental approaches described above are
feasible, they tend to induce AAH in the presence of otherw se
feasible repairs, and they are contrary to the phil osophy of repair
predeterm nation that has been applied to existing | PFRR sol utions.

6.3.3.2. Conputing Non-looping Repairs of Repairs

An alternative approach to sinply dropping the | ooping packets, or to
detecting the loop after it has occurred, is to use secondary SRLGs.
Wth a link-state routing protocol, it is possible to pre-conpute the
inconpatibility of the repairs in advance and to conmpute an
alternative SRLG repair path. Although this does considerably

i ncrease the conputational conmplexity, it may be possible to compute
repair paths that avoid the need to sinply drop the offending
packets.

Thi s approach requires us to identify the nutually inconpatible
failures and advertise themas "secondary SRLGs". Wen conputing the
repair paths for the affected not-via addresses, these links are

si mul taneously renoved. Note that the assuned sinultaneous failure
and resulting repair path only apply to the repair path conputed for
the conflicting not-via addresses and are not used for norma

addresses. This inplies that although there will be a |onger repair
path when there is nmore than one failure, if there is a single
failure the repair path length will be "normal".

Ideally, we would wish to only invoke secondary SRLG conputati on when
we are sure that the repair paths are mutually inconpatible.

Consi der the case of node Ain Figure 13. Node A first identifies
that the repair path for AABis via F-X-Y-GB. It then explores this
path, determning the repair path for each link in the path. Thus,
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for exanple, it perfornms a check at X by running an SPF rooted at X
with the X-Y link renmoved to determ ne whether A-B is indeed on X's
repair path for packets addressed to Yx.

Sone optim zations are possible in this cal culation, which appears at
first sight to be order hk (where h is the average hop | ength of
repair paths and k is the average nunber of nei ghbors of a router).
Wien A is conputing its set of repair paths, it does so for all its k
nei ghbors. In each case, it identifies a list of node pairs
traversed by each repair. These lists may often have one or nore
node pairs in comon, so the actual nunmber of link failures that
require investigation is the union of these sets. It is then
necessary to run an SPF rooted at the first node of each pair (the
first node, because the pairings are ordered representing the
direction of the path), with the link to the second node renoved.
This SPF, while not an incremental, can be terninated as soon as the
not-via address is reached. For exanple, when running the SPF rooted
at X, with the link X-Y renpved, the SPF can be term nated when Yx is
reached. Once the path has been found, the path is checked to
deternmine if it traverses any of A's links in the direction away from
A. Note that because the node pair X-Y may exist in the list for
nore than one of A's links (i.e., it lies on nore than one repair
path), it is necessary to identify the correct list, and hence |ink
that has a nutually looping repair path. That link of Ais then
advertised by A as a secondary SRLG paired with the link X-Y. Also
note that X will be running this algorithmas well, and will identify
that X-Y is paired with A-B and so advertise it. This could perhaps
be used as a further check.

The ordering of the pairs inthe lists is inportant, i.e., X-Y and
Y-X are dealt with separately. |If and only if the repairs are
nmutual Iy inconpatible, we need to advertise the pair of links as a
secondary SRLG and then ALL nodes conpute repair paths around both
failures using an additional not-via address with the semantics
not-via A-B AND not-via X-Y.

A further possibility is that because we are going to the troubl e of
advertising these SRLG sets, we could al so advertise the new repair
path and only get the nodes on that path to performthe necessary
conputation. Note also that once we have reached Q space

(Appendix A) with respect to the two failures, we need no | onger
continue the conputation, so we only need to notify the nodes on the
path that are not in Q space.

One cause of mutually looping repair paths is the existence of nodes
with only two Iinks, or sections of the network that are only

bi -connected. In these cases, repair is clearly inmpossible -- the
failure of both |inks partitions the network. It would be
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6.

advant ageous to be able to identify these cases and inhibit the
fruitless advertisenment of the secondary SRLG i nformation. This
could be achieved by the node detecting the requirenent for a
secondary SRLG first running the not-via conmputation with both Iinks
renoved. |If this does not result in a path, it is clear that the
network woul d be partitioned by such a failure, and so no
advertisenent is required.

3.4. Mxing LFAs and Not-Via

So far in this section, we have assuned that all repairs use not-via
tunnels. However, in practice we may wi sh to use LFAs or downstream
routes where available. This conplicates the issue, because their
use results in packets that are being repaired but NOT addressed to
not-via addresses. |If BOIH links are using downstreamroutes, there
is no possibility of looping, since it is inmpossible to have a pair
of nodes that are both downstream of each other [RFC5286].

Loops can, however, occur when LFAs are used. An obvious exanple is
the well-known node repair problemw th LFAs [ RFC5286]. |If one link
is using a downstreamroute while the other is using a not-via
tunnel, the potential mechani sm described above woul d work, provided
it were possible to determ ne the nodes on the path of the downstream
route. Sone nethods of conputing downstream routes do not provide
this path information. However, if the path information is

avail able, the Iink using a downstreamroute will have a discard FIB
entry for the not-via address of the other link. The consequence is
that potentially |ooping packets will be discarded when they attenpt
to cross this |ink.

In the case where the mutual repairs are both using not-via repairs,
the loop will be broken when the packet arrives at the second
failure. However, packets are unconditionally repaired by neans of a
downstream routes, and thus when the nmutual pair consists of a
downstreamroute and a not-via repair, the | ooping packet will only
be dropped when it gets back to the first failure, i.e., it wll
execute a single turn of the | oop before being dropped.

There is a further conplication with downstreamroutes, since

al t hough the path may be conputed to the far side of the failure, the
packet may "peel off" to its destination before reaching the far side
of the failure. In this case, it nmay traverse sone other |ink that
has failed and was not accounted for on the conputed path. If the
A-B repair (Figure 13) is a downstreamroute and the X-Y repair is a
not-via repair, we can have the situation where the X-Y repair
packets encapsulated to Yx follow a path that attenpts to traverse
A-B. If the A-B repair path for "normal" addresses is a downstream
route, it cannot be assunmed that the repair path for packets
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addressed to Yx can be sent to the sane neighbor. This is because
the validity of a downstreamroute MJST be ascertained in the

topol ogy represented by Yx, i.e., that with the link X-Y renoved.

This is not the sanme topol ogy that was used for the normal downstream
cal cul ati on, and use of the normal downstreamroute for the
encapsul at ed packets may result in an undetected loop. |If it is
conputationally feasible to check the downstreamroute in this
topology (i.e., for any not-via address @ that traverses A-B, we
nmust performthe downstream cal culation for that not-via address in
the topology with link QP renoved), then the downstreamrepair for
Yx can safely be used. These packets cannot revisit X-Y, since by
definition they will avoid that link. Alternatively, the packet
could be always repaired in a not-via tunnel, i.e., even though the
normal repair for traffic traversing A-B would be to use a downstream
route, we could insist that such traffic addressed to a not-via
address must use a tunnel to Ba. Such a tunnel would only be
installed for an address @ if it were established that it did not
traverse QP (using the rul es described above).

7. Optimzing Not-Via Conputations Using LFAs

If repairing node S has an LFA to the repair endpoint, it is not
necessary for any router to performthe incremental SPF with the |ink
S-P renoved in order to conpute the route to the not-via address Ps.
This is because the correct routes will already have been computed as
a result of the SPF on the base topology. Node S can signal this
condition to all other routers by including a bit in its LSP or Link
State Advertisenent (LSA) associated with each link protected by an
LFA. Routers computing not-via routes can then omt the running of
the i SPF for links with this bit set.

When running the i SPF for a particular link A-B, the calculating
router first checks whether the link A-B is present in the existing
SPT. If the link is not present in the SPT, no further work is
required. This check is a normal part of the i SPF computation

If the link is present in the SPT, this optimzation introduces a
further check to determi ne whether the link is narked as protected by
an LFA in the direction in which the link appears in the SPT. |f so,
the i SPF need not be perforned. For exanple, if the |ink appears in
the SPT in the direction A->B and A has indicated that the link A-B
is protected by an LFA, no further action is required for this |link

If the receipt of this information is delayed, the correct operation
of the protocol is not conprom sed, provided that the necessity to
performa not-via conputation is re-eval uated whenever new

i nformation arrives.
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This optimization is not particularly beneficial to nodes close to
the repair, since (as has been observed above) the conmputation for
nodes on the LFA path is trivial. However, for nodes upstream of the
link S-P for which SSPis in the path to P, there is a significant
reduction in the computation required.

8. Milticast

Mul ticast traffic can be repaired in a way simlar to unicast. The
mul ticast forwarder is able to use the not-via address to which the
mul ti cast packet was addressed as an indication of the expected
receive interface and hence to correctly run the required Reverse
Pat h Forwardi ng (RPF) check.

In sone cases, all the destinations, including the repair endpoint,
are repairable by an LFA. In this case, all unicast traffic my be
repai red without encapsulation. Milticast traffic still requires
encapsul ati on, but for the nodes on the LFA repair path, the
conputation of the not-via forwarding entry is unnecessary: by
definition, their normal path to the repair endpoint is not via the
failure.

A nmore compl ete description of multicast operation is left for
further study.

9. Fast Reroute in an MPLS LDP Net work

Not - vi a addresses are | P addresses, and LDP [ RFC5036] will distribute
| abel s for themin the usual way. The not-via repair nmechani sm may
therefore be used to provide fast reroute in an MPLS network by first
pushing the label that the repair endpoint uses to forward the packet
and then pushing the | abel corresponding to the not-via address
needed to effect the repair. Referring once again to Figure 1, if S
has a packet destined for D that it nust reach via P and B, S first
pushes B's | abel for D. S then pushes the |label that its next hop to
Bp needs to reach Bp.

Note that in an MPLS LDP network, it is necessary for S to have the
repair endpoint’s |abel for the destination. Wen Sis effecting a
link repair, it already has this. |In the case of a node repair, S
either needs to set up a directed LDP session with each of its

nei ghbor’s nei ghbors or it needs to use a nethod simlar to the
next - next - hop | abel distribution nmechani sm proposed in [ NNHL].
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11.

12.

Encapsul ati on

Any | ETF-specified IP-in-1P encapsul ati on nay be used to carry a
not-via repair. |IP in IP [RFC2003], Generic Routing Encapsul ation
(GRE) [RFC1701], and the Layer 2 Tunneling Protocol (L2TPv3)

[ RFC3931] all have the necessary and sufficient properties. The
requirenent is that both the encapsul ating router and the router to
whi ch the encapsul at ed packet is addressed have a comopn ability to
process the chosen encapsul ation type. Wen an MPLS LDP network is
bei ng protected, the encapsul ation would nornmally be an additiona
MPLS | abel. 1In an MPLS-enabled IP network, an MPLS | abel may be used
in place of an IP-in-1P encapsulation in the case above.

Care needs to be taken to ensure that the encapsul ation used to
provide a repair tunnel does not result in the packet exceeding the
MIU of the links traversed by that repair.

Rout i ng Ext ensi ons

| PFRR requires routing protocol extensions. Each |IPFRR router that
is directly connected to a protected network conponent nust advertise
a not-via address for that component. This nust be advertised in
such a way that the association between the protected conponent

(link, router, or SRLG and the not-via address can be determn ned by
the other routers in the network.

It is necessary that routers capable of supporting not-via routes
advertise in the IGP that they will calculate not-via routes.

It is necessary for routers to advertise the type of encapsul ation
that they support (MPLS, GRE, L2TPv3, etc.). However, the depl oynent
of mixed I P encapsul ation types within a network is di scouraged.

If the optimzation proposed in Section 7 is to be used, then the use
of the LFA in place of the not-via repair MJST al so be signaled in
the routing protocol

I ncrenent al Depl oynent

I ncrement al depl oynent is supported by excluding routers that are not
calculating not-via routes (as indicated by their capability
information flooded with their link-state information) fromthe base
topol ogy used for the conputation of repair paths. In that way,
repairs may be steered around islands of routers that are not |PFRR
capable. Routers that are protecting a network conmponent need to
have the capability to encapsul ate and decapsul ate packets. However,
routers that are on the repair path only need to be capabl e of
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13.

13.

13.

cal cul ating not-via paths and including the not-via addresses in
their FIB, i.e., these routers do not need any changes to their
f orwar di ng nechani sm

Manageabi l ity Consi derati ons
[ RFC5714] outlines the general set of manageability considerations
that apply to the general case of IPFRR W slightly expand this and
add details that are not-via specific. There are three classes of
manageabi l ity consi derati ons:
1. Pre-failure configuration
2. Pre-failure nonitoring and operational support
3. Failure action nmonitoring
1. Pre-failure Configuration
Pre-failure configuration for not-via includes:
o Enabling/disabling not-via | PFRR support.

o Enabling/disabling protection on a per-link or per-node basis.

o Expressing preferences regarding the |inks/nodes used for repair
pat hs.

o Configuration of failure detection nechanisns.
o Setting a preference concerning the use of LFAs.

o Configuring a not-via address (per interface) or not-via address
set (per node).

o Configuring any SRLG rul es or preferences.

Any standard configuration nmethod may be used. The selection of the
met hod to be used is outside the scope of this docunent.

2. Pre-failure Mnitoring and Operational Support
Pre-failure nmonitoring and operational support for not-via include:
o Notification of Iinks/nodes/destinations that cannot be protected.

o Notification of pre-conputed repair paths.
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14.

o Notification of repair type to be used (LFA or not-via).
o Notification of not-via address assi gnment.
o Notification of path or address optim zati ons used.

o Testing repair paths. Note that not-via addresses | ook identica
to "ordinary" addresses as far as tools such as traceroute and
pi ng are concerned, and thus it is anticipated that these will be
used to verify the established repair path.

Any standard | ETF nethod may be used for the above. The sel ection of
the nethod to be used is outside the scope of this docunent.

3. Failure Action Mnitoring
Fail ure action nonitoring for not-via includes:

o Counts of failure detections, protection invocations, and packets
forwarded over repair paths.

o Logging of the events, using a sufficiently accurate and precise
ti mest anp.

o Validation that the packet |oss was within specification, using a
suitable | oss verification tool

o Capture of the in-flight repair packet flows, using a tool such as
| P Flow Information Export (IPFIX) [RFC5101].

Note that nonitoring the repair in action requires the capture of the
signatures of a short, possibly sub-second network transient; this
technique is not a well-devel oped | ETF technol ogy.

Security Considerations

The repair endpoints present vulnerability in that they mght be used
as a nmet hod of disguising the delivery of a packet to a point in the
network [RFC6169]. The primary method of protection SHOULD be
through the use of a private address space for the not-via addresses
[ RFC1918] [ RFC4193]. Repair endpoint addresses MJST NOT be
advertised outside the routing donmain over which not-via is depl oyed
and MUST be filtered at the network entry points. In addition, a
mechani sm m ght be devel oped that allows the use of the mild security
avai | abl e through the use of a key [RFC1701] [RFC3931]. Wth the
depl oyment of such mechani sms, the repair endpoints woul d not

i ncrease the security risk beyond that of existing IP tunne

nmechani sns. An attacker may attenpt to overload a router by
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16.

16.

16.

addressing an excessive traffic load to the decapsul ati on endpoi nt.
Typically, routers take a 50% performance penalty in decapsulating a
packet. The attacker could not be certain that the router would be

i npacted, and the extrenely high volunme of traffic needed woul d
easily be detected as an anomaly. |[If an attacker were able to

i nfluence the availability of a link, they could cause the network to
i nvoke the not-via repair nechanism A network protected by not-via
IPFRR i s | ess vul nerable to such an attack than a network that
undertook a full convergence in response to a |link up/down event.
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Appendi x A.  Q Space

Q space is the set of routers fromwhich a specific router can be
reached without any path (including equal-cost path splits)

transiting the protected link (or node). It is described fully in
[ REMOTE- LFA] .
S--Eq
/ \
A Dq
\ /
B---Cqg

Figure 15: The Q Space of E with Respect to the Link S-E

Consider a repair of link S E (Figure 15). The set of routers from
whi ch the node E can be reached, by nornmal forwarding, w thout
traversing the link SSEis terned the Q space of E with respect to
the link SSE. The Q@ space can be obtai ned by conputing a reverse
Shortest Path Tree (rSPT) rooted at E, with the sub-tree that
traverses the failed |ink excised (including those that are nenbers
of an ECMP). The rSPT uses the cost towards the root rather than
fromit and yields the best paths towards the root from other nodes
in the network. In the case of Figure 15, the Q space conprises
nodes E, D, and C only.
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