I nt ernet Engi neering Task Force (1 ETF) T. Mugal sk

Request for Comments: 7031 | SC
Cat egory: I nfornmational K. Ki nnear
| SSN: 2070-1721 Ci sco

Sept enber 2013

DHCPv6 Fail over Requirenents
Abst r act

The DHCPv6 protocol, defined in RFC 3315, allows for nultiple servers
to operate on a single network; however, it does not define any way
the servers could share information about currently active clients
and their | eases. Some sites are interested in running multiple
servers in such a way as to provide increased availability in case of
server failure. 1In order for this to work reliably, the cooperating
primary and secondary servers nust maintain a consistent database of
the |l ease information. RFC 3315 allows for, but does not define, any
redundancy or failover nechanisns. This document outlines

requi renments for DHCPv6 fail over, enumerates related probl ens, and

di scusses the proposed scope of work to be conducted. This docunent
does not define a DHCPv6 fail over protocol

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
published for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7031
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1. Introduction

The DHCPv6 protocol, defined in [ RFC3315], allows for multiple
servers to be operating on a single network; however, it does not
define how the servers can share the same address and prefix

del egation pools and allow a client to seam essly extend its existing
| eases when the original server is down. [RFC3315] provides for
these capabilities but does not document how the servers cooperate
and comuni cate to provide this capability. Some sites are
interested in running multiple servers in such a way as to provide
redundancy in case of server failure. 1In order for this to work
reliably, the cooperating primary and secondary servers nust nmintain
a consi stent database of the |ease information.

Thi s docunent di scusses failover inplenentations scenarios, failure
nodes, and synchroni zati on approaches to provi de background to the
list of requirenents for a DHCPv6 fail over protocol. It then defines
a mnimum set of requirenments that failover nmust provide to be
useful, while acknow edgi ng that additional features may be specified
as extensions. This docunent does not define a DHCPv6 fail over

pr ot ocol

The fail over nodel, to which these requirenments apply, will initially
be a pairw se "hot standby" nodel (see Section 4.1) with a primary
server used in normal operation switching over to a backup secondary
server in the event of failure. Optionally, a secondary server may
provide fail over service for multiple primry servers. However, the
requirenents will not preclude a future |oad-bal anci ng extension
where there is a symetric fail over relationship

The DHCPv6 fail over concept borrows heavily fromits DHCPv4
counterpart [ DHCPV4- FAI LOVER] that never conpleted the
standardi zati on process but has several successful, operationally
proven vendor-specific inplenmentations. For a discussion about
commonal ities and differences, see Section 6.

2. Definitions
This section defines terns that are relevant to DHCPv6 fail over.
Definitions from[RFC3315] are included by reference. 1In particular
"client" neans any device, e.g., end-user host, CPE (Custoner
Prem ses Equi pnent), or other router that inplenents client

functionality of the DHCPv6 protocol. A "server" is a DHCPv6 server,
unl ess explicitly noted otherwise. A "relay" is a DHCPv6 relay.
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Binding (or client binding): a group of server data records
containing the information the server has about the addresses in
an | A (ldentity Association, see Section 10 of [RFC3315]) or
configuration information explicitly assigned to the client.
Configuration information that has been returned to a client
through a policy -- for exanple, the information returned to al
clients on the sane link -- does not require a binding.

DNS Update: the capability to update a DNS server’s name dat abase
using the on-the-wire protocol defined in [RFC2136]. dients and
servers can negotiate the scope of such updates as defined in
[ RFC4704] .

Failover: the ability of one partner to continue offering services
provi ded by another partner, with nmniml or no inpact on clients.

FQDN: a fully qualified domain nane. A fully qualified domain nane
generally is a host nane with at | east one domain | abel under the
top-1evel donmmin. For exanple, "dhcp.exanple.org" is a fully
qual i fied donmai n nane.

High Availability: a desired property of DHCPv6 servers to continue
provi di ng services despite experiencing unwanted events such as
server crashes, link failures, or network partitions.

Load Bal ancing: the ability for two or nore servers to each process
some portion of the client request traffic in a conflict-free
f ashi on.

Lease: an |Pv6 address, an IPv6 prefix, or other resource that was
assigned ("leased") by a server to a specific client. A |ease my
i nclude additional information, |ike associated fully qualified
domai n nane (FQDN) and/or informati on about associ ated DNS
updates. A client obtains a | ease for a specified period of tine
(valid lifetinme).

Partner: A "partner", for the purpose of this docunent, refers to a
failover server, typically the other failover server in a failover
rel ati onship.

Stabl e Storage: each DHCP server is required to keep its |ease
dat abase in sone form of storage (known as "stable storage") that
wi Il be consistent throughout reboots, crashes, and power
failures.

Partner Failure: A power outage, unexpected shutdown, crash, or

other type of failure that renders a partner unable to continue
its operation.

M ugal ski & Ki nnear I nf or mati onal [ Page 4]



RFC 7031 DHCPv6 Fail over Requirenents Sept ember 2013

3. Scope of Work

In order to fit within the | ETF process effectively and efficiently,
the standardi zation effort for DHCPv6 failover is expected to proceed
with the creation of docunments of increasing specificity.

Requi renent s docunent :
It begins with this docunent specifying the requirenments for
DHCPv6 fail over.

Desi gn document:
A later docunent is expected to address the design of the DHCPv6
fail over protocol

Prot ocol documnent:
If sufficient interest exists, a later document is expected to
address the protocol details required to inplenent the DHCPv6
failover protocol itself.

The goal of this partitioning is, in part, to ease the validation
revi ew, and approval of the DHCPv6 fail over protocol by presenting it
in conprehensible parts to the |arger comunity.

Addi tional docunents describing extensions may al so be defined.
DHCPv6 fail over requirenents are presented in Section 7.
3.1. Alternatives to Fail over

There are many scenarios in which a failover capability would be
useful. However, there are often nuch sinpler approaches that wll
neet the required goals. This section docunents exanpl es where
failover is not really needed.

3.1.1. Short-Lived Addresses

There are cases when | Pv6 addresses are used only for a short tine,
but there is a need to have high degree of confidence that those
addresses will be served. A notable exanple is PXE (Preboot
eXecution Environnent) [RFC5970]. This is a mechanismfor obtaining
configuration early in the process of bootstrappi ng over the network.

The PXE BI CS acquires an address in order to | oad the operating
system i mage and continue booting. Address and possibly ot her
configuration paraneters are used during the boot process and are
di scarded thereafter. Any lack of avail able DHCPv6 service at this
time will prevent such devices from booti ng.
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I nstead of deploying failover, it is better to use the nuch sinpler
preference mechanism defined in [RFC3315]. For exanple, consider
two or nore servers with each having a distinct preference set (e.g.

10 and 20). Both will answer a client’s request. The client should
choose the one with the |arger preference value. 1In case of failure
of the nost preferred server, the next server will keep responding to
clients’ queries. This approach is sinple to depl oy but does not
offer lease stability, i.e., in case of server failure, clients’

addresses and prefixes will change.
3.1.2. Redundant Servers

In sone cases, the desire to deploy failover is notivated by high
availability, i.e., to continue providing services despite server
failure. |If there are no additional requirenments, that goal may be
fulfilled with sinmply deploying two or nore independent servers on
the sane |ink.

There are several well-docunented approaches showi ng how such a
depl oyment could work. They are discussed in detail in [ RFC6853].
Each of those approaches is sinpler to deploy and maintain than ful
failover.

3.1.3. Distributed Dat abases

Sone servers may allow their | ease database to be stored in externa
dat abases. Anot her possible alternative to failover is to configure
two servers to connect to the sane distributed database.

Care should be taken to understand how i nconsi stencies are solved in
such dat abase backends and how such conflict resolutions affect
DHCPv6 server operation

It is also essential to use only a database that provides equival ent
reliability and fail over capability. Oherw se, the single point of
failure is only noved to a different |ocation (database rather than
DHCPv6 server). Such a configuration does not inprove redundancy but
significantly conplicates depl oynent.

A common mi sconception regardi ng dat abase-based redundancy is the
assunption that a conflict resolution after recovering froma network
partition is not necessary. To explain that fallacy, |let’s consider
an exanple where there is a very small pool with only one address.
There are two servers, each connected to a co-located database node
(i.e., running on the same hardware). Network partition occurs.

Each server is operating but has |ost connection to its partner. Two
clients request an address, one fromeach server. Each server
consults its database and di scovers that only one address is
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available, so it is assigned to the client. Unfortunately, each
server assigned the sane address to a different client. Mking the
scenario nore realistic (mllions of addresses rather than one) just
decreased failure probability, but it did not elinminate the
under | yi ng i ssue.

Any solution that involves a distributed database inplenentation of
DHCPv6 fail over nust take into account the requirenments for security.
See Section 8 for additional information.

3.1.4. Load Bal anci ng

Sonetimes the desire to deploy nore than one server is based on the
assunption that they will share the client traffic. Administrators
that are interested in such a capability are advised to deploy a

| oad- bal anci ng nechani sm defined in [ LOAD BALANCI NG .

4. Failover Scenarios

The foll owi ng sections provide several exanples of depl oynent
scenari os and use cases that may be associated with capabilities
commonly referred to as "failover". These scenarios may be in or out
of scope for the DHCPv6 fail over protocol to which this document’s
requi renents apply; they are enunerated here to provide a conmon
basis for discussion

4.1. Hot Standby Mode

In the sinmplest case, there are two partners that are connected to
the sanme network. Only one of the partners ("primary") provides
services to clients. 1In case of its failure, the second partner
("secondary") continues handling services previously handl ed by the
first partner. As both servers are connected to the same network, a
partner that fails to comrunicate with its partner while al so

recei ving requests fromclients may assume with high probability that
its partner is down and the network is functional. This assunption
may affect its operation.

4.2. Ceographically Distributed Fail over
Servers may be physically |ocated in separate |ocations. A common

exanpl e of such a topology is where a service provider has at |east a
regi onal high performance network between geographically distributed

data centers. 1In such a scenario, one server is located in one data
center, and its failover partner is located in another renpte data
center. In this scenario, when one partner finds that it cannot

conmuni cate with the other partner, it does not necessarily mean that
the other partner is down.
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4.3. Load Bal anci ng

A desire to have nore than one server in a network may al so be
created by the desire to have incomng traffic be handl ed by severa
servers. This decreases the |oad each server nust endure when al
servers are operational. Although such a capability does not,
strictly, require failover -- it is clear that failover nakes such an
architecture nore straightforward.

Note that in a |oad-bal ancing situation that includes failover, each
i ndi vi dual server nust be able to handle the full [oad normally
handl ed by both servers working together, or there is not a true
increase in availability.

4.4. 1-to-1, mto-1, and mto-n Mdels
A failover relationship for a specific network is provided by two

failover partners. Those partners conmunicate with each ot her and
back up all pools. This scenario is sonetines referred to as the

1-to-1 nodel and is considered relatively sinple. In |arger
networ ks, one server may be participating in several failover
rel ationships, i.e., it provides failover for several address or

prefix pools, each served by separate partners. Such a scenario can
be referred to as mto-1. The npbst conplex scenario, mto-n, assumes
that each partner participates in nultiple failover relationships.

4.5. Split Prefixes

Due to the extensive |IPv6 address space, it is possible to provide
sem -redundant service by splitting the avail able pool of addressees
into two or nore non-overl appi ng pools, with each server handling its
own smaller pool. Several versions of such a scenario are discussed
in [ RFC6853] .

4.6. Long-Lived Connections

Certain nodes may mmintain long-lived connections. Since the |Pv6
address space is large, techniques exist (e.g., [RFC6853]) that use
the easy availability of |Pv6 addresses in order to provide increased
DHCPv6 avail ability. However, these approaches do not generally
provide for stable |IPv6 addresses for DHCPv6 clients should the
server with which the client is interacting becone unavail abl e.

The obvi ous benefit of stable addresses is the ability to update DNS
infrequently. \While DNS can be updated every tine an | Pv6 address
changes, it introduces del ays, and (dependi ng on DNS confi guration)
old entries may be cached for prolonged periods of tinme.
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The other benefit of having a stable address is that nany nonitoring
solutions provide statistics on a per-1P basis, so |IP changes nake
measuring characteristics of a given box nore difficult.

4.7. Partial Server Conmunication Loss

There is a scenario where the DHCPv6 server may be configured to
serve clients on one network adapter and comruni cate with a partner
server (server-to-server traffic) on a different network adapter. In
this scenario, if the server |oses connectivity on the network
adapter used to comrunicate with the clients because of network
adapter (hardware) failure, there is no intimation of the | oss of
service to the partner in the DHCPv6 fail over protocol. Since the
servers are able to conmunicate with each other, the partner remains
i gnorant of the loss of service to clients.

5. Principles of DHCPv6 Fail over

This section describes inportant issues that will affect any DHCPv6
failover protocol. This section is not intended to define

i mpl enentati on details but rather describes high-level concepts and
i ssues that are inportant to DHCPv6 failover. These issues forma
basis for |ater docunents that will deal with the solutions to these
i ssues.

The general failover concept assunmes that there are backup servers
that can provide service in case of a prinmary server failure. In
theory, there could be nore than one backup server that could take up
the role if such a need arises. However, having nore than two
servers introduces a very difficult issue of synchronizing between
partners. |In the case of just a pair of cooperating servers, the
notification and processes can result in only one of two states:
fully successful (got response froma partner) and total failure (no
response, failure event occurred). Wre there nore than two partners
participating in a relationship, there would be internediate,

i nconsi stent states where sone partners had updated their state and
sone had not. This would greatly conplicate the protocol design and
woul d give little advantage in return. Therefore, an approach that
assunes a pair of cooperating servers was chosen

5.1. Failure Mdes
This section docunents failure nodes. This requirenents docunent

does not nmake any cl ai ns whet her those two failures are
di stingui shable by a server.
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5.1.1. Server Failure

Servers may become unresponsive due to a software crash, hardware
failure, power outage, or any nunber of other reasons. The failover
partner will detect such an event due to | ack of responses fromthe

down partner. In this failure node, the assunption is that the
server is the only equipnent that is off-line and all other network
equi prent is operating normally. |In particular, comrunication

bet ween ot her nodes is not interrupted.

VWhen wor ki ng under the assunption that this is the only type of
failure that can happen, the server may safely assune that its
partner unreachability neans that it is down, so other nodes
(clients, in particular) are not able to reach it either, and no
services are provided.

It should be noted that recovery after the failed server is brought
back on-line is straightforward, due to the fact that it just needs
to downl oad current information fromthe | ease database of the

heal thy partner and there is no conflict resolution required.

This is by far the nost comon failure node between two fail over
partners.

When the two servers are | ocated physically close to each other
possibly in the sane room the probability that a failure to
conmuni cate between fail over partners is due to server failure is
i ncreased.

5.1.2. Network Partition

Anot her possi bl e cause of partner unreachability is a failure in the
network that connects the two servers. This may be caused by failure
of any kind of network equi pnent: router, switch, physical cables, or
optic fibers. As a result of such a failure, the network is split
into two or nore disjoint sections (partitions) that are not able to
comuni cate with each other. Such an event is called "network

partition". |If failover partners are located in different
partitions, they won’t be able to conmmunicate with each ot her
Nevert hel ess, each partner may still be able to serve clients that

happen to be part of the sanme partition

If this failure node is taken into consideration, a server can't
assune that partner unreachability automatically neans that its
partner is down. They nust consider the fact that the partner may
continue operating and interacting with a subset of the clients. The
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only valid assunption is that the partner also detected the network
partition event and foll ows procedures specified for such a
situation.

It should be noted that recovery after a partitioned network is
rejoined is significantly nore conplicated than recovery froma
server failure event. As both servers may have kept serving clients,
they have two separate | ease databases, and they need to agree on the
state of each lease (or follow any other algorithmto bring their

| ease dat abases into agreenent).

This failure nmode is nmore likely (though still rare) in the situation
where two servers are in physically distant locations with nultiple
network el enents between them This is the case in geographically
distributed failover (see Section 4.2).

5.2. Synchroni zati on Mechani sns

Partners must exchange information about changes nade to the |ease
dat abase. There are at |least two types of synchronization nethods
that may be used (see Sections 5.2.1 and 5.2.2). These concepts are
related to distributed databases, so sone fanmliarity with

di stri buted database technology is useful to better understand this
t opi c.

5.2.1. Lockstep

VWhen a server receives a REQUEST nmessage froma client, it consults
its | ease database and assigns requested addresses and/or prefixes.
To make sure that its partner naintains a consistent database, it
then sends information about a new or just updated | ease to the
partner and waits for the partner’s response. After the response
fromits partner is received, the REPLY nessage is transnitted to the
client.

Thi s approach has the benefit of having a conpletely consistent |ease
dat abase between partners at all tines. Unfortunately, there is
typically a significant performance penalty for this approach as each
response sent to a client is delayed by the total sum of the del ays
caused by two transm ssions between partners and the processing by
the second partner. The second partner is expected to update its own
copy of the | ease database in pernmanent storage, so this delay is not
negligible, even in fast networks.

Due to the advent of fast SSD (solid state disk) and battery-backed

RAM (random access menory) di sk technology, this wite performance
penalty can be limted to sonme degree.
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5.2.2. Lazy Updates

Anot her approach to synchroni zing the | ease databases is to transnit
the REPLY message to the client before conpleting the update to the
partner. The server sends the REPLY to the client inmediately after
assi gni ng appropriate addresses and/or prefixes and initiates the
partner update at a later tine, depending on the al gorithm chosen
Anot her variation of this approach is to initiate transm ssion to the
partner but not wait for its response before sending the REPLY to the
client.

Thi s approach has the benefit of a mninmal inpact on server response
times; it is thus nuch better froma performance perspective

However, it makes the | ease databases | oosely synchroni zed between
partners. This nakes the synchronization nore complex (particularly
the re-integration after a network partition event), as there may be
cases where one client has been given a | ease on an address or prefix
of which the partner is not aware (e.g., if the server crashes after
sending the REPLY to the client but before sending update information
to its partner).

6. DHCPv4 and DHCPv6 Fail over Conparison

There are significant simlarities between existing DHCPv4 and

envi saged DHCPv6 failovers. |n particular, both serve | P addresses
to clients, require maintaining consistent databases anong partners,
need to perform consi stent DNS updates, nust be abl e take over

bi ndi ngs offered by a failed partner, and nust be able to resune
operation after the partner is recovered. DNS conflict resolution
wor ks on the same principles in both DHCPv4 and DHCPv6.

Nevert hel ess, there are significant differences. |Pv6 introduced
prefix delegation [ RFC3633], which is a crucial elenment of the DHCPv6
protocol. [1Pv6 also introduced the concept of deprecated addresses

with separate preferred and valid lifetinmes, both configured via
DHCPv6. Negative response (NACK) in DHCPv4 has been replaced with
the ability in DHCPv6 to provide a corrected response in a REPLY
nessage, which differs froma REQUEST.

Al so, the typical |arge address space (close to 2764 addresses on /64
prefi xes expected to be avail abl e on nbst networks) nay make managi ng
address assignnment significantly different from DHCPv4 failover. In
DHCPv4, it was not possible to use a hash or calcul ated technique to
divide the significantly nore |imted address space, and therefore,
much of the protocol that deals with pool bal ancing and rebal ancing
m ght not be necessary and can be done mathematically. Al so, because
of the nuch | ower degree of contention for |IP addresses, the DHCPv6
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fail over protocol does not need to be tuned to support rapid
recl amation of | Pv6 addresses following the |oss of a failover peer’s
dat abase.

However, DHCPv6 prefix delegation is simlar to | Pv4 addressing in
terns of the nunber of avail able | eases, and therefore, techniques
for pool bal ancing and rebal anci ng and nore rapid recl anati on of
prefixes allocated by a failed peer will be needed.

7. DHCPv6 Fail over Requirenents

This section summari zes the requirenents for DHCPv6 fail over.

Certain capabilities may be useful in sone, but not all, scenarios.
Such additional features will be considered optional parts of
failover and will be defined in separate docunents. As such, this

docunent can be considered an attenpt to define requirenments for the
DHCPv6 fail over "core" protocol

The core of the DHCPv6 fail over protocol is expected to provide the
foll owi ng properties:

1. The nunber of supported partners must be exactly two, i.e., there
are at nost two servers that are aware of a specific |ease

2. For each prefix or address pool, a server nust not participate in
nore than one failover relationship

3. The defined protocol nust support the mto-1 nodel (i.e., one
server may formnore than one rel ationship), but an
i npl enentati on may choose to inplenent only the 1-to-1 nodel
(i.e., everything fromone server is backed on another).

4. One partner must be able to continue serving | eases offered by
the other partner. This property is also sonetinmes called "l ease
stability". The failure of either failover partner should have
m nimal or no inpact on client connectivity. |In particular, it
must not force the client to change addresses and/or change
prefixes del egated to it. Lease stability has the ai m of
avoi di ng di sturbance to long-lived connections.

5. Prefix del egati on nust be support ed.
6. Use of the failover protocol nust not introduce significant
performance i npact on server response tinmes. Therefore,

synchroni zati on between partners must be done using some form of
| azy updates (see Section 5.2.2).
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7. The pair of failover servers nust be able to recover froma
server down failure (see Section 5.1.1).

8. The pair of failover servers nust be able to recover froma
network partition event (see Section 5.1.2).

9. The design nust allow secure comuni cati on between the fail over
partners.

10. The definition of extensions to this core protocol should be
al | owed, when possi bl e.

Dependi ng on the specific nature of the failure, the recovery
procedures nmentioned in points 7 and 8 may require manua
i ntervention.

Hi gh availability is a property of the protocol that allows clients
to receive DHCPv6 services despite the failure of individual DHCPv6
servers. |n particular, it nmeans the server that takes over
providing service to clients fromits failed partner will continue
serving the sane addresses and/or prefixes. This property is also
called "l ease stability"

Al t hough progress on a standardi zed i nteroperabl e DHCPv4 fail over
protocol has stalled, vendor-specific DHCPv4 fail over protocols have
been depl oyed that neet these requirements to a |large extent.
Accordingly, it would be appropriate to take into account the likely
coexi stence of DHCPv4 and DHCPv6 fail over solutions. In particular
certain features that are common to both IPv4 and | Pv6

i npl enent ati ons, such as the DNS Update nechani sm shoul d be taken
into consideration to ensure conpatible operation

7.1. Features out of Scope
The following features are explicitly out of scope.

1. Load Balancing - This capability is considered an extension and
may be defined in a separate docunent. It nust not be part of
the core protocol but rather defined as an extension. The
primary reason for this the desire to limt the conplexity of the
core protocol. See [LOAD BALANCI NG .

2. Configuration synchronization - Two failover partners are
expected to maintain the same configuration. M snatched
configuration between partners is a frequent problemin fail over
solutions. Unfortunately, that is an open-ended problem since
di fferent servers have very different configuration data nodels.
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8.

3. mto-n nodel (see Section 4.4).

4. Servers participating in nultiple failover relationships for any
gi ven prefix or address pool

Security Considerations

The desi gn nust provide a mechani sm whereby each peer in a fail over
rel ationship can identify the other peer, authenticate that
identification, and validate that the identified peer is the one with
whi ch conmmuni cation is intended. This nechani sm should al so
optionally provide support for confidentiality.

The protocol specification, when it is witten, should provide
operational guidelines in the case of authentication mechanisnms that
require access to network servers that have the potential to be
unreachable (e.g., what to do if a partner is reachable but the
renote Certificate Authority is unreachable due to a network
partition event).

The security considerations for the design itself will be discussed
in the design docunent.
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