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1. Overview

| P anycast is a technique with a long | egacy and interesting

engi neering chall enges. However, at its core, it is a relatively
simpl e concept. As described in BCP 126 [RFC4786], the general form
of I P anycast is the practice of naking a particular Service Address
available in multiple, discrete, autononmpus |ocations, such that

dat agrans sent are routed to one of several available |ocations.

| P anycast is used for at |least one critical Internet service: that
of the Domain Name System [ RFC1035] root servers. By late 2007, at
| east 10 of the 13 root nane servers were already using |IP anycast
[ RSSAC29]. Use of | P anycast is growing for other applications as

well. It has been depl oyed for over a decade for DNS resol ution
services and is currently used by several DNS Top Level Donmain (TLD)
operators. |P anycast is also used for other services in operationa
environnents, including Network Time Protocol (NTP) [RFC5905]

servi ces.

Anycast addresses are syntactically indistinguishable from unicast
addresses. Anycast addressing is equivalent to that of unicast in
multiple locations. Destination-based routing does best-effort
delivery of a packet to one interface amobng the set of interfaces
asserting reachability for the address. The expectation of delivery
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is to the "closest" instance as determ ned by unicast routing
topol ogy nmetric(s), and there is also a possibility that various

| oad- bal anci ng techni ques (e.g., per-packet, per-mcroflow) may be
used among mul tiple equal -cost routes to distribute |oad for an
anycasted prefix.

Unlike IP unicast, it is not considered an error to assert the sanme
anycast address on multiple interfaces within the sanme or nmultiple
syst ens.

VWhen | P anycast is enployed, nmany pitfalls and subtleties exist with
applications and transports as well as for routing configuration and
operation. In this docunent, we aimto capture many of the
architectural inplications of |IP anycast.

BCP 126 [ RFCA786] discusses several different depl oynent nodels with
| P anycast. Two additional distinctions beyond that docunent involve
"of f-1ink anycast" and "on-link anycast"”. "Of-link anycast" takes
advant age of routing protocol preferences and the | P hop-by-hop
destinati on-based forwarding paradigmin order to direct packets to
the "closest" destination. This is the traditional nethod of anycast
| argely considered in BCP 126 [ RFC4786] and can be used for |Pv4 and
[Pv6. "On-link anycast” is the formal support of anycast in the
address resolution (duplicate address detection) protocol and is only
standardi zed for I1Pv6, with the introduction of designated anycast
addresses on the anycasted hosts, and the Override flag in Nei ghbor

Di scovery (ND) Nei ghbor Advertisements (NAs) [RFC4861]. There is no
st andardi zed mechanismfor this in | Pv4.

2. Background

As of this witing, the term"anycast" appears in 176 RFCs and 144
active Internet-Drafts. The followi ng sections capture sone of the
key appearances and di scussi on of anycasting within the | ETF over the
years.

2.1. Anycast History

The first formal specification of anycast was provided in "Host
Anycasting Service" [RFCL546]. The authors of this docunent did a
good job of capturing nost of the issues that exist with |IP anycast
t oday.

One of the first docunented uses of anycast was in 1994 for a "Video
Regi stry" experinent [IMRO401]. In the experinment, a UDP query was
transmtted to an anycasted address to |ocate the topol ogically

cl osest "supposedly equival ent network resource"
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A video resource (for exanple, a catalog server that lists
avai | abl e video clips) sends an anycast UDP datagramto |ocate the
nearest video registry. At nobst one registry responds with a

uni cast UDP datagram containing the registry’'s I P address. Said
resource then opens a TCP connection to that [the received

regi stry address] address and sends a request to register itself.
Every 5 m nutes or so, each registry nmulticasts to all other
registries all of the resources it knows fromlocal registration
requests. It also i mediately announces new y registered
resources. Renptely registered resources not heard about for 20
m nutes are dropped.

There is also discussion that |SPs began using anycast for DNS
resol ution services around the same tinme, although no public
references to support this are avail able.

In 1997, the IAB clarified that |IPv4 anycast addresses were pure
"l ocators" and coul d never serve as "identifiers" of hosts or
i nterfaces [ RFC2101].

In 1998, the | AB conducted a routing workshop [ RFC2902]. O the
concl usi ons and out put action itens fromthe report, an Anycast
section is contained in Section 2.10.3. Specifically called out is
the need to describe the advantages and di sadvant ages of anycast and
the belief that |ocal-scoped well-known anycast addresses wll be
useful to sonme applications. |In the subsequent section, an action
itemwas outlined that suggested a BOF should be held to plan work on
anycast, and if a working group forns, a paper on the advantages and
the di sadvant ages of anycast should be included as part of the
charter.

As a result of the recommendation in [ RFC2902], an Anycast BOF

[ ANYCASTBOF] was held at |IETF 46 in Novenber of 1999. A nunber of
uses for anycast were discussed. No firm conclusion was reached
regardi ng use of TCP with anycasted services. However, it was
observed that anycasting was useful for DNS, although it did

i ntroduce sonme new conplexities. The use of global anycast was not
expected to scale (see Section 4.1 below for nore di scussion) and,
hence, was expected to be limted to a small nunber of key uses.

In 2001, the Miulticast and Anycast G oup Menbership [ MAGVA] WG was
chartered to address host-to-router signaling, including initia
aut hentication and access control issues for multicast and anycast
group nmenbershi p, but other aspects of anycast, including
architecture and routing, were outside the group’ s scope.
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Sinpl e Network Tine Protocol (SNTP) Version 4 [ RFC2030] defined how
to use SNTP anycast for server discovery. This was extended in

[ RFC4330] as an NTP-specific "manycast" service, in which anycast was
used for the discovery part.

| Pv6 defined some reserved subnet anycast addresses [ RFC2526] and
assigned one to "Mbile | Pv6 Hone- Agents" [RFC3775] (obsol eted by
[ RFC6275] ) .

The original IPv6 transition mechani sm[RFC2893] made use of |Pv4
anycast addresses as tunnel endpoints for |IPv6 encapsulated in |Pv4,
but this was |ater renoved [ RFC4213]. The 6to4 tunneling protoco

[ RFC3056] was augnmented by a 6to4 relay anycast prefix [RFC3068] in a
nove aimed at sinplifying the configuration of 6to4 routers.
Incidentally, 6to4 deploynent has shown a fair nunber of operationa
and security issues [ RFC3964] that result from using anycast as a

di scovery nechanism Specifically, one inference is that operationa
consideration is needed to ensure that anycast addresses get
advertised and/or filtered in a way that produces the intended scope
(e.g., only advertise a route for your 6to4 relay to Autononous
Systens (ASes) that conformto your own acceptabl e usage policy), an
attribute that can easily becone quite operationally expensive.

In 2002, DNS wuse of anycast was first specified in "Distributing

Aut horitative Nane Servers via Shared Uni cast Addresses" [RFC3258].
It is notable that it used the term "shared uni cast address" rather
than "anycast address" for the service. This distinction was nmade
due to the IPv6 differentiation in the on-1ink nmodel. "Shared

uni cast” addresses are unicast (not nulticast) in the IPv6 nodel and,
therefore, support the off-link anycast nodel (described earlier) but
not the on-link anycast nodel. At the sane tine, site-local-scoped
wel | - known addr esses began being used for recursive resolvers

[DNS-DI SC], but this use was never standardized (see below in
Section 3.4 for nore di scussion).

Anycast was used for routing to rendezvous points (RPs) for PIM
[ RFC4610] .

"Operation of Anycast Services" BCP 126 [ RFC4786] deals with how the
routing systeminteracts with anycast services and the operation of
anycast services.

"Requi renments for a Mechanismldentifying a Nane Server |nstance"”

[ RFC4892] cites the use of anycast with DNS as a notivation to
identify individual name server instances, and the Name Server |ID
(NSI D) option was defined for this purpose [ RFC5001]. One could view
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the addition of NSID as an incarnation of |locator and identifier
separati on (where the anycast address is a locator and the NSID is an
identifier).

The 1AB's "Reflections on Internet Transparency" [RFC4924] briefly
nmentions how viol ati ng transparency can al so danage gl obal services
that use anycast.

2.2. Anycast in |Pv6

Oiginally, the I Pv6 addressing architecture [RFCL884] [RFC2373]

[ RFC3513] severely restricted the use of anycast addresses. In
particular, the architecture provided that anycast addresses nust not
be used as source addresses and nmust not be assigned to | Pv6 hosts

(i.e., only routers). These restrictions were later lifted in 2006
[ RFC4291] .

In fact, the nore recent "IPv6 Transition/ Co-existence Security
Consi derati ons" [RFC4942] overvi ew now r ecomends:

To avoi d exposi ng know edge about the internal structure of the
network, it is recommended that anycast servers now take advant age
of the ability to return responses with the anycast address as the
source address if possible.

As discussed in the Overview, "on-link anycast" is enpl oyed expressly
in IPv6 via ND NAs; see Section 7.2.7 of [RFC4861] for additiona
i nf or mati on.

2.3. DNS Anycast

"Distributed Authoritative Nanme Servers via Shared Uni cast Addresses"
[ RFC3258] described how to reach authoritative nane servers using
mul ti pl e uni cast addresses, each one configured on a different set of
servers. It stated in Section 2.3:

Thi s docunent presunes that the usual DNS failover nethods are the
only ones used to ensure reachability of the data for clients. It
does not advise that the routes be withdrawn in the case of
failure; it advises instead that the DNS process shutdown so that
servers on other addresses are queried. This recomendation

refl ects a choi ce between performance and operational conplexity.
Wiile it would be possible to have sone process withdraw the route
for a specific server instance when it is not available, there is
consi derabl e operational conplexity involved in ensuring that this
occurs reliably. Gven the existing DNS fail over methods, the
mar gi nal i nprovenment in performance will not be sufficient to
justify the additional conplexity for npst uses.
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In anycast nore generally, nobst anycast benefits cannot be realized
wi thout route withdrawals, since traffic will continue to be directed
tothe link with the failed server. Wen nultiple unicast addresses
are used with different sets of servers, a client can still fail over
to using a different server address and, hence, a different set of
servers. There can still be reliability problenms, however, when each
set contains a failed server. |If all servers in the same set are on
the sane subnet, such problenms could be mnimzed where address
resolution within the subnet will cause traffic to go to an avail able
server.

O her assertions included:
o It asserted (as an advantage) that no routing changes were needed.

o It recomrended stopping DNS processes rather than w thdraw ng
routes to deal with failures, data synchronization issues, and
failover, as provided in the quoted text above. The spirit of
this advice was that DNS resol vers may (indeed) reach out and
guery unavai |l abl e DNS nane servers, but as their queries tine out,
they will elect to pin themselves to other server addresses and,
hence, different servers.

o It argued that failure nodes involving state were not serious,
because:

* the vast mgjority of DNS queries are UDP

* large routing netric disparity anong authoritative server
i nstances woul d | ocalize queries to a single instance for nobst
clients

* when the resolver tries TCP and it breaks, the resolver wll
try to nove to a different server address. |In order to ensure
that this is possible, it is inmportant that the DNS zone be
configured with nmultiple server addresses for different sets of
nane servers. The advice given in Section 3.3 of [DNS-D SC|
describes, in nore detail, why using multiple addresses is
i mportant.

"Uni que Per-Node Origin ASNs for d obally Anycasted Services”

[ RFC6382] nmkes recomendati ons regardi ng the use of per-node uni que
origin Autononmpus System Nunmbers (ASNs) for globally anycasted
critical infrastructure services in order to provide routing system
di scrimnators for a given anycasted prefix. The object was to allow
net wor k managenment and nonitoring techniques, or other operationa
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2.

3.

3.

nmechani sns to enploy this new origin AS as a discrimnator in
what ever manner fits their operating environnment, either for
detection or policy associated with a given anycasted node.

4. BCP 126 on Qperation of Anycast Services

"Operation of Anycast Services" BCP 126 [ RFC4786] was a product of
the ETF s GRONworking group. The primary design constraint

consi dered was that routing "be stable" for significantly |onger than
a "transaction tine", where "transaction tine" is |oosely defined as
"a single interaction between a single client and a single server".

It takes no position on what applications are suitable candi dates for
anycast usage.

Furthernore, it views anycast service disruptions as an operationa
problem "Operators should be aware that, especially for |ong running
flows, there are potential failure nodes using anycast that are nore
conpl ex than a sinple 'destination unreachable’ failure using

uni cast".

The docunent primarily deals with gl obal Internet-w de services

provi ded by anycast. Where internal topology issues are di scussed,
they're nostly regarding routing inplications rather than application
design inplications. BCP 126 al so vi ews networks enpl oyi ng
per - packet | oad bal anci ng on equal cost paths as "pathol ogical".

This was al so di scussed in [ RFC2991].

Princi pl es
1. Layering and Resiliency

Preserving the integrity of a nodular |ayered design for |IP protocols
on the Internet is critical to its continued success and flexibility.
One such consideration is that of whether an application should have
to adapt to changes in the routing system

Appl i cations shoul d make mi ni nmal assunptions about routing stability,
just as they should nmake m ni mal assunptions about congestion and
packet |oss. Wen designing applications, it would perhaps be safe
to assunme that the routing system may deliver each anycast packet to
a different service instance, in any pattern, with tenpora
reordering being a not-so-rare phenonenon.

Most stateful transport protocols (e.g., TCP), without nodification
do not understand the properties of anycast; hence, they will fai
probabilistically, but possibly catastrophically, when using anycast
addresses in the presence of "normal"™ routing dynam cs.

Specifically, if datagrans associated with a given active transaction
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are routed to a new anycasted end system and that end system | acks
state data associated with the active transaction, the session wll
be reset; hence, it will need to be reinitiated. As another exanple,
di fferent networks have different routing properties and therefore

wi || experience problenms under different conditions. This can |ead
to a protocol working fine in, say, a test lab but not in the globa

I nternet.

3.2. Anycast Addresses as Destinations

VWhen an anycast address is used as a destination address, different
packets with the sane destination |IP address nmay reach different
destination hosts, even if the packets are generated by the sane
source host. Anycast addresses are thus "safe" to use as destination
addresses for an application if the follow ng design points are al
met :

o A request nessage or "one shot" nessage is self-contained in a
single transport packet.

0o A stateless transport (e.g., UDP) is used for the above.

0 Replies are always sent to a unicast address; these can be
nmul ti packet since the unicast destination is presuned to be
associated with a single "stable" end system and not an anycasted
source address. Note that this constrains the use of anycast as
source addresses in request messages, since reply nessages sent
back to that address may reach a device that was not the source
that initially triggered it.

o The server side of the application keeps no hard state across
requests.

0 Retries are idenmpotent; in addition to not assum ng server state,
they do not encode any assunptions about |oss of requests versus
| oss of replies.

It is noteworthy, though, that even under the above circunstances

| CMP nessages agai nst packets with anycast source addresses nay be
routed to servers other than those expected. |In addition, Path
Maxi mum Transmi ssion Unit Di scovery (PMIUD) can encounter
conpl i cati ons when enpl oyed agai nst anycast addresses, since
iterations in the PMIU di scovery process nmay have packets routed to
di fferent anycast service instances.
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3.

3.

3. Anycast Addresses as Sources

When an anycast address is used as a source address, the source
address does not uniquely identify the source host; hence, replies

m ght be sent to a different host. As noted earlier, this concept is
sonetines referred to (e.g., in [RFC3258]) as a "shared uni cast
address". Anycast addresses are "safe" to use as source addresses
for an application if all of the follow ng design points are net:

o No response nessage is generated by the receiver with the anycast
source used as a destination unless the application has sone
private state synchronization that allows for the response nessage
arriving at a different instance.

o The source anycast address is reachable via the interface address
i f unicast reverse path forwarding (RPF) [ RFC4778] checking is on,
or the service address is explicitly provisioned to bypass RPF
checks. In addition to the application defined in [ RFC4778],
Section 4.4.5 of BCP 126 [ RFC4786] gives explicit consideration to
RPF checks in anycasting operations.

4. Service Discovery

Applications able to tolerate an extra round-trip tine (RTT) to learn
a uni cast destination address for nultipacket exchanges m ght safely
use anycast destination addresses for service instance discovery.

For exanple, "instance di scovery" nessages are sent to an anycast
destinati on address, and a reply is subsequently sent fromthe unique
uni cast source address of the interface that received the discovery
nessage, or a reply is sent fromthe anycast source address of the
interface that received the nessage, containing the unicast address
to be used to invoke the service. Only the latter of these will
avoi d potential NAT binding and stateful firewall issues.

[ DNS- DI SC] di scussed several options to address the need to configure
DNS servers, including the use of a "Well-known Anycast Address" for
recursive DNS service configuration in clients to ease configuration
and all ow those systens to ship with these well-known addresses
configured "fromthe beginning, as, say, factory default". The
proposal was |ater dropped, but the analysis was used in publishing

[ RFC4339] .

After the final round of revisions to [DNS-DI SC|] was nade, [RFC4339]
was published with a very similar focus and overl apping content. The
di fference was that the witing in [ RFC4339] focused on anal ysis,
whil e [ DNS-DI SC] covered both the anal ysis and a specific proposal
The proposal details were removed in what became [ RFC4339] alt hough
Section 3.3 of that RFC still discusses the approach of using a
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wel | - known anycast address in this scenario. During publication, the
| ESG requested that the followi ng "I ESG Note" be contained in the
document :

Thi s docunent describes three different approaches for the
configuration of DNS nanme resolution server information in |IPv6
host s.

There is not an | ETF consensus on whi ch approach is preferred.
The analysis in this docunent was devel oped by the proponents for
each approach and does not represent an | ETF consensus.

The 'RA option’ and ’'Wel | -known anycast’ approaches described in
thi s docunent are not standardi zed. Consequently the analysis for
these approaches might not be conpletely applicable to any

speci fic proposal that m ght be proposed in the future.

4. Analysis
4.1. Regarding Wdespread Anycast Use

W despread use of anycast for global Internet-w de services or

i nter-domain services has sone scaling challenges. Simlar in ways
to nulticast, each service generates at |east one unique route in the
gl obal BGP routing system As a result, additional anycast instances
result in additional paths for a given prefix, which scales
super-linearly as a function of denseness of inter-donmain

i nterconnection within the routing system (i.e., nore paths result in
nore resources, nmore network interconnections result in nore paths).

This is why the Anycast BOF concluded that "the use of gl obal anycast
addresses was not expected to scal e and hence was expected to be
limted to a small nunber of key uses".

However, one interesting note is that multiple anycast services can
share a route if they are all located in a single announced prefix
and if all the servers of all the services are always collocated. |If
the announced prefix is aggregated differently in different |ocations
t hough, |ongest-nmatch routing might result in some anycast |ocations
bei ng unreachabl e. Hence, extra precaution nust be taken when
aggregating prefixes used by anycast services.

4.2. Transport Inplications
UDP is the "lingua franca" for anycast today. Stateful transports

could be enhanced to be nore anycast friendly. This was anticipated
in Host Anycasting Services [ RFC1546], specifically:
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The solution to this problemis to only pernmit anycast addresses
as the renpte address of a TCP SYN segnent (w thout the ACK bit
set). A TCP can then initiate a connection to an anycast address.
VWhen the SYN-ACK i s sent back by the host that received the
anycast segnent, the initiating TCP should repl ace the anycast
address of its peer, with the address of the host returning the
SYN-ACK. (The initiating TCP can recogni ze the connection for
which the SYNNACK is destined by treating the anycast address as a
wi | dcard address, which nmatches any incom ng SYN-ACK segnment with
the correct destination port and address and source port, provided
the SYN-ACK' s full address, including source address, does not

mat ch anot her connection and the sequence nunbers in the SYN-ACK
are correct.) This approach ensures that a TCP, after receiving
the SYN-ACK i s al ways conmunicating with only one host.

The reason for such considerations can be illustrated through an
exanpl e: one operationally observed shortcom ng of using the

Transm ssion Control Protocol (TCP) [RFC0793] and anycast nodes in
DNS is that even during the TCP connection establishnent, IP contro
packets froma DNS client may initially be routed to one anycast

i nstance, but subsequent |P packets nmay be delivered to a different
anycast instance if (for exanple) a route has changed. In such a
case, the TCP connection will likely elicit a connection reset but
will certainly result in the disruption of the connection

Mul ti-address transports (e.g., SCTP) might be nore anenable to such
ext ensi ons than TCP

The features needed for address di scovery when doing nultihomng in
the transport layer are simlar to those needed to support anycast.

4.3. Stateful Firewalls, M ddl eboxes, and Anycast

M ddl eboxes (e.g., NATs) and stateful firewalls cause probl ens when
used in conjunction with some ways to use anycast. In particular, a
server-side transition froman anycast source |IP address to a unique
uni cast address may require new or additional session state, and this
may not exist in the mddl ebox, as discussed previously in

Section 3.4.

4.4. Security Considerations

Anycast is often deployed to mtigate or at |least |ocalize the

ef fects of distributed denial-of-service (DDoS) attacks. For
exanple, with the Netgear NTP fiasco [ RFC4085] anycast was used in a
di stributed sinkhole nodel [RFC3882] to mitigate the effects of
enbedded gl obally routed Internet addresses in network el ements.
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"I nternet Denial -of-Service Considerations" [RFC4732] notes that: "A
nunber of the root nameservers have since been replicated using
anycast to further inprove their resistance to DoS"

"Qperation of Anycast Services" BCP 126 [RFCA786] cites DoS
mtigation, constraining DoS to |ocalized regions, and identifying
attack sources using spoofed addresses as sonme notivations to depl oy
services using anycast. Miltiple anycast service instances such as
those used by the root nane servers also add resiliency when network
partitioning occurs (e.g., as the result of transoceanic fiber cuts
or natural disasters).

When usi ng anycast, care nust be taken not to sinply wthdraw an
anycast route in the presence of a sustained DoS attack, since the
result would sinply nove the attack to another service instance,
potentially causing a cascaded failure. Anycast adds resiliency when
such an attack is instead constrained to a single service instance.

It should be noted that there is a significant nman-in-the-mddle
(MTM exposure in either variant of anycast discovery (see

Section 3.4) that, in many applications, may necessitate the need for
end-to-end security nodels (e.g., using |Psec [ RFC6071] or even
DNSSEC [ RFC4033]) that enable end systens to authenticate one
another, or the data itself.

However, when considering the above suggestion of enabling end
systens to authenticate each other, a potential conplication can
arise. |If the service nodes of an anycast depl oynent are
adm ni stered by separate authorities, any server-side authentication
credentials that are used nmust (necessarily) be shared across the
admi ni strative boundaries in the anycast deploynment. This would
likely also be the case with Secure Nei ghbor Discovery, described in
[ RFC5909] .

Furthernore, as discussed earlier in this docunent, operationa

consi deration needs to be given to ensure that anycast addresses get
advertised and/or filtered in a way that produces intended scope (for
exanpl e, only advertise a route to your 6to4 relay to ASes that
conformto your own Acceptable Use Policy (AUP)). This seens to be
operationally expensive, and is often vulnerable to errors outside of
the | ocal routing domain, in particular when anycasted services are
depl oyed with the intent to scope associ ated announcenents within
sone | ocal or regional boundary.

As previously discussed, [RFC6382] makes reconmendati ons regarding
the use of per-node unique origin ASNs for globally anycasted
critical infrastructure services in order to provide routing system
discrimnators for a given anycasted prefix. Network nanagenent and
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noni toring techni ques, or other operational nechani sns, may then
enploy this new discrimnator in whatever nmanner fits their operating
environnent, for either detection or policy associated with a given
anycast ed node.

Mor eover, the use of per-node unique origin ASNs has the additiona
benefit of overcomng conplications that mght arise with the
potential depl oynent of the Resource Public Key Infrastructure (RPKI)
[ RFC6480]. W thout per-node unique origin ASNs, the cryptographic
certificates needed to attest to the Route Origin Authorizations
(ROAs) of a nulti-adm nistrative depl oyment of anycast would need to
be shared. However, if each service instance has a separate ASN,
then those ASNs can be managed separately in the RPKI

Unli ke multicast (but like unicast), anycast allows traffic stealing.
That is, with nulticast, joining a nulticast group doesn’t prevent
anyone el se who was receiving the traffic fromcontinuing to receive
the traffic. Wth anycast, adding an anycasted node to the routing
system can prevent a previous recipient fromcontinuing to receive
traffic because it may now be delivered to the new node instead. As
such, if an unauthorized anycast node can inject a route into the
networ k, or be resol ved using ARP/ Nei ghbor Di scovery on a link with
an aut hori zed anycast node, traffic can be diverted thereby
triggering DoS or other attacks. Section 6.3 of BCP 126 [ RFC4786]
provi des expanded di scussion on "Service Hijacking" and "traffic
stealing", and [Fanlnfocoml3] discusses neasured instances of anycast
nodes and "beni gn nmasqueradi ng or hostile hijacking of anycast
services", by unauthorized nodes.

Unli ke unicast (but like multicast), the desire is to allow
applications to cause route injection. |In nulticast, one often
allows arbitrary applications on hosts to join multicast groups,
resulting in nulticast routing state. Trying to apply that sane
nodel to anycast woul d present new security concerns, which is why
[ MMAGVA] only got so far. The security concerns include

1. Alowing route injection can cause DOS to a legiti mate address
owner .

2. Alowing route injection consumes routing resources and can hence
cause DOS to the routing systemand inmpact legitimte
communi cations as a result.

These are two of the core issues that were part of the discussion
during [ RFC1884], the [ ANYCASTBOF], and the MAGVA [ MAGMA] charteri ng.

Addi tional security considerations are scattered throughout the |ist
of references provided herein
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4.5. Deploynent Considerations

BCP 126 [ RFC4786] provides some very solid guidance related to
operations of anycasted services and, in particular, the operations
of DNS.

Thi s docunent covers issues associated with the architectura

i mplications of anycast. This docunment does not address, in any
depth, the fact that there are depl oyed services with TCP transport
usi ng anycast today. Evidence exists to suggest that such practice
is not "safe" in the traditional and architectural sense (as
described in Section 4.2). These sorts of issues are indeed
relative, and we recogni ze sonetinmes unpredictability in the routing
system beyond the | ocal admnistrative domain can be nanageabl e.

That is, despite the inherent architectural problens in the use of
anycast with stateful transport and connection-oriented protocols,
there is expandi ng depl oyment (e.g., for content distribution

networ ks) and situations exist where it may nake sense (e.g., such as
with service discovery, short-lived transactions, or in cases where
dynam cally directing traffic to topologically optinal service
instances is required). In general, operators should consider the
content and references provided herein and evaluate the benefits and
i mplications of anycast in their specific environnents and
applications.

In addition, (as noted in Section 2.3) the issue of whether to

wi t hdraw anycast routes when there is a service failure is only
briefly broached in [ RFC3258]. The advice given is that routes
shoul d not be withdrawn, in order to reduce operational conplexity.
However, the issue of route advertisenments and service outages
deserves greater attention

There is an inherent trade-off that exists between the operationa
conpl exity of matching service outages with anycast route

wi t hdrawal s, and all owi ng anycast routes to persist for services that
are no |onger available. [RFC3258] nmintains that DNS i nherent
failure recovery nmechanismis sufficient to overcone fail ed nodes,

but even this advice enshrines the notion that these decisions are
bot h application-specific and subject to the operational needs of
each depl oynment. For exanple, the routing systemplays a larger role
in DNS when services are anycast. Therefore, operationa

consi deration nmust be given to the fact that relying on anycast for
DNS depl oynent optinizati ons nmeans that there are operational trade-
offs related to keeping route advertisenments (and w t hdrawal s)
symmetric with service availability. For exanple, in order to ensure
that the DNS resolvers in a failed anycast instance’ s catchment

[ RFCA786] are able to fail over and reach a non-failed catchnent, a
route withdrawal is alnost certainly required. On the other hand,
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instability of a DNS process that triggers frequent route
advertisenment and withdrawal mnight result in suppression of
legitimate paths to avail able nodes, e.g., as a result of route flap
danpi ng [ RFC2439].

Rat her than prescribing advice that attenpts to befit all situations,
it should sinply be recognized that when using anycast wth network
services that provide redundancy or resilience capabilities at other

| ayers of the protocol stack, operators should carefully consider the
optimal layer(s) at which to provide said functions.

As noted in Section 2.3, use of anycast within a subnet does not
necessarily suffer fromthe potential issues with route w thdrawals.
As such, use of anycast to reach servers that reside in the sane
subnet can be nade nore reliable than use of anycast to reach
topol ogi cal |y di sparate server instances. Wthin a subnet, however,
care must be taken as stated in Section 5.4 of [RFC4862], "Duplicate
Addr ess Detection MJUST NOT be performed on anycast addresses"; hence,
the servers nmust be configured appropriately.

5. Concl usi ons

In summary, operators and application vendors alike shoul d consider
the benefits and inplications of anycast in their specific

envi ronnents and applications and al so give forward consideration to
how new networ k protocols and application functions nay take

advant age of anycast or how they nay be negatively inpacted if
anycasting is enpl oyed.
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