I nternet Engi neering Task Force (I ETF) T. dausen

Request for Comments: 7181 LI X, Ecol e Pol yt echni que
Cat egory: Standards Track C. Dearlove
| SSN: 2070-1721 BAE Systens ATC
P. Jacquet

Al catel -Lucent Bell Labs

U. Herberg

Fujitsu Laboratories of America

April 2014

The Optimized Link State Routing Protocol Version 2
Abst r act

Thi s specification describes version 2 of the Optim zed Link State
Routing Protocol (OLSRv2) for Mobile Ad Hoc Networks (MANETS).

Status of This Menp
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7181

Copyri ght Notice

Copyright (c) 2014 |ETF Trust and the persons identified as the
document authors. All rights reserved.

Thi s docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunent. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis document rnust
include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Cl ausen, et al. St andards Track [ Page 1]



RFC 7181

OLSRv?2 April 2014

Thi s docunent nmay contain material from | ETF Docunents or |ETF
Contri butions published or made publicly avail abl e before Novenber
10, 2008. The person(s) controlling the copyright in some of this
material may not have granted the IETF Trust the right to allow

nodi fications of such material outside the | ETF Standards Process.
Wt hout obtaining an adequate |icense fromthe person(s) controlling
the copyright in such materials, this docunent may not be nodified
out side the | ETF Standards Process, and derivative works of it may
not be created outside the | ETF Standards Process, except to format

it fo

r

publication as an RFC or to translate it into | anguages ot her

than Engli sh.

Tabl e of Contents

1. IntroduCti On ... e 5
2. Termnol O0gy . ..o 6
3. Applicability Statement . .... .. ... ... 9
4. Protocol Overview and Functioning ............. ... ... 10
AL, OVBI VI BW ottt e e 10
4.2. Routers and Interfaces ......... ... .. i, 12
4.3. Information Base Overview .......... ...y 13
4.3.1. Local Information Base ............. ... ... .. .. .. ..., 13

4.3.2. Interface Information Base ........... ... .. ... ...... 14

4.3.3. Neighbor Information Base .......................... 14

4.3.4. Topology Information Base ...................cu.... 14

4.3.5. Received Message Information Base .................. 16

4.4, Signaling Overvi W ... ... 16
4.5, Link MetricCs ..o 17
4.6. Flooding MPRs and Routing MPR . ... ... ... .. . .. . ..., 18
4.7. Routing Set Use . ... ... e e e 19

5. Protocol Parameters and Constants ............. ... ... 19
5.1. Protocol and Port Nunbers .......... ... .. .. . . . . ... 19
5.2. Multicast Address ..... ... 20
5.3. Interface Paramet ers ........ ... e 20
5.3.1. Received Message Validity Time ..................... 20

5.4. Router Parameters ... ... .. ... 20
5.4.1. Local History Tines ..........c . 20

5.4.2. Link Metric Paraneters ............. ... 21

5.4.3. Message Intervals ....... .. .. . . 21

5.4.4. Advertised Information Validity Tines .............. 22

5.4.5. Processing and Forwarding Validity Tinmes ........... 22

B 4. 6. Jitter 23

5.4.7. Hop Limt ... 23

5.4.8. WIingness ... ... 24

5.5. Paraneter Change Constraints ............... .. .. ... ... ..... 25

5. 6. CONSt ANt S . ... 27
5.6.1. Link Metric Constants ........... ... ... 27

5.6.2. WIllingness Constants .................iiiiiiinoo.. 28

Cl ausen, et al. St andards Track [ Page 2]



RFC 7181 OLSRv?2 April 2014

5.6.3. Time Constant . ...... ... 28

6. Link Metric Values ........ ... . 28
6.1. Link Metric Representation ......... ... .. .. i, 28
6.2. Link Metric Compressed Form ....... ... ... . .. .. . .. . ... 29

7. Local Information Base .......... ... 29
7.1, Oiginator Set . ... ... 30
7.2. Local Attached Network Set .......... .. .. .. . . .. .. 30

8. Interface Information Base ......... ... ... . . . i 31
8.1. Link Set . ... ... 31

8. 2. 2-HOp Set ... 32

9. Neighbor Information Base ......... ... . ... i 32
10. Topology Information Base ............ ... 34
10. 1. Advertising Rembte Router Set ............... ... ... ... 34
10. 2. Router Topol ogy Set ... ... 35
10. 3. Routable Address Topology Set ......... ... ... ... .. 35
10. 4. Attached Network Set ...... ... .. .. 36
10.5. RoUtiNg Set ... ... 37
11. Received Message Information Base .............. ... .. ... ... 37
11.1. Received Set .. ... 38
11.2. Processed Set . ...... .. 38
11. 3. Forwarded Set . ..... ... 39
12. Information Base Properties ........ ... ... 39
12.1. Corresponding Protocol Tuples ........ .. ... .. . .. . ... 39
12.2. Address Oanership ... e e 40
13. Packets and MeSSageS . ... v ittt e 41
13, 1. MBS S A0S . ot ittt 41
13. 2. PacKet s . ... 41
13, 3. TLVS oo 42
13.3.1. Message TLVS ... .. 42

13.3.2. Address Block TLVS ...... ... .. . .. 42

14. Message Processing and Forwarding ..............iuiiieunnnno.. 45
14.1. Actions Wien Receiving a Message .............iiinieinn.n. 45
14.2. Message Considered for Processing ................. ... 46
14.3. Message Considered for Forwarding ........................ 47
15, HELLO MBS SaAQeS .. ittt e e e e e e e e e e e e e 49
15.1. HELLO Message Generation ..............i . 49
15.2. HELLO Message Transmi SSiON . ........uiiunuiinnnnn 51
15.3. HELLO Message ProcessSing ..........iuiiinninenan. 51
15.3.1. HELLO Message Discarding ................. oo 51

15.3.2. HELLO Message Usage ........ ... 52

16. TC MBS SaAUES . .t it it ittt e e 56
16.1. TC Message Generati On ......... e 56
16.2. TC Message TransSmi SSiON . ...... vttt e 58
16.3. TC Message ProCesSSiNg . ...t e e e 59
16.3.1. TC Message Discarding ..............uiiiinninenn.. 59

16.3.2. TC Message Processing Definitions ................. 61

16.3.3. Initial TC Message Processing ..................... 61

16. 3. 4. Conpleting TC Message Processing .................. 65

Cl ausen, et al. St andards Track [ Page 3]



RFC 7181 OLSRv?2 April 2014

17. Information Base Changes .. ........i it e 66
17.1. Oiginator Address Changes ............iiiiiunnennnn 66
17.2. Link State Changes ... ... ..t e 66
17.3. Neighbor State Changes .......... ... ... ... 67
17. 4. Advertised Neighbor Changes .......... .. .. ... ... .. ... ..... 67
17.5. Advertising Renpte Router Tuple Expires .................. 68
17.6. Nei ghborhood Changes and MPR Updates ..................... 68
17.7. Routing Set Updates . ......... .. 70

18. Selecting MPRS ... . 71
18. 1. OVeI VI W .ottt e e e 72
18. 2. Neighbor Gaph ....... .. . . e 72
18.3. MPR Properti @S .. ... e e e e 73
18. 4. Flooding MPRS . ... .t e e e e e 74
18.5. Routing MPRS ... ... 76
18.6. Calculating MPRS ... ... ... 77

19. Routing Set Calculation ....... ... .. ... . 78
19.1. Network Topology Gaph ...... ... . .. . . . 78
19.2. Populating the Routing Set .......... ... . ... . .. .. ... 80

20. Proposed Values for Paranmeters .............. i, 81
20.1. Local History Tinme Parameters ............ ... 82
20.2. Message Interval Parameters ........ ... .. .. . .. . . ... 82
20.3. Advertised Information Validity Time Parameters .......... 82
20.4. Received Message Validity Time Paraneters ................ 82
20.5. Jitter Time ParamBters .. ... .. ...t 82
20.6. Hop Limt Parameter .......... . 82
20.7. WIllingness Parameters .......... it 82

21. Sequence NUMDEr S ... ... 83

22, EXLeNSi ONS ... 83

23. Security Considerati ONS .. ... ... ... 84
23.1. Security Architecture ......... ... . . . . .. 84
23, 2. INtegrity ..o 85
23.3. Confidentiality ...... .. e 86
23.4. Interaction with External Routing Domains ................ 87
23.5. Mandatory Security Mechanisns ........ ... .. ... .. .. ... ... ... 87
23.6. Key Management . .. .. .. ... e 88

24. TANA Considerati ONS ... ...ttt 90
24.1. Expert Review Evaluation Quidelines ..................... 91
24. 2. MeSSage TYPES .ottt 91
24.3. Message- Type-Specific TLV Type Registries ................ 91
24. 4. Message TLV TYPeS ..ot 92
24.5. Address Block TLV Types . ... 93
24.6. NBR_ADDR TYPE and MPR Values ............... ..., 96

25, CONtIibDULOIS oottt et et 96

26. ACKNOW edgmENnt S . .. . 97

27. References .. ... ... 97
27.1. Normative References ........ .. ... ... 97
27.2. Informative References ....... ... . . . . . i, 98

Appendi X A. Constraints ....... ... .. e 100

Cl ausen, et al. St andards Track [ Page 4]



RFC 7181 OLSRv?2 April 2014

Appendi x B. Exanple Algorithmfor Calculating MPRs .............. 104
B.1. Additional Notation ........... ... ... . . 0. 104
B.2. MPR Selection Algorithm ....... ... .. . .. . . .. . ... 105

Appendi x C. Exanple Algorithmfor Calculating the Routing Set ...105
C.1. Local Interfaces and Neighbors ......... .. ... .. ... ... ..... 106
C. 2. Add Neighbor Routers ........... .. . . 107
C. 3. Add Rempte ROUtErS . ... .. i e 107
C. 4. Add Neighbor Addresses .............. .. 108
C. 5. Add Rempote Routable Addresses ............ ... ... 109
C.6. Add Attached Networks ......... ... ... 110
C.7. Add 2-Hop Neighbors ........ . . . . . . 110

Appendi x D. TC Message Exanple ...... ... ... . . . . . . i 111

Appendi x E.  Flow and Congestion Control ......................... 114

1. Introduction

The Optim zed Link State Routing Protocol version 2 (OLSRv2) is the
successor to OLSR (version 1) as published in [ RFC3626]. Conpared to
[ RFC3626], OLSRv2 retains the sanme basic nechani sns and al gorithms,
enhanced by the ability to use a link netric other than hop count in
the sel ection of shortest routes. OLSRv2 also uses a nore flexible
and efficient signaling framework and includes sone sinplification of
the messages bei ng exchanged.

OLSRv2 is devel oped for Mbile Ad Hoc Networks (MANETs). It operates

as a table-driven, proactive protocol, i.e., it exchanges topol ogy
information with other routers in the network regularly. OLSRv2 is
an optimzation of the classic link state routing protocol. Its key

concept is that of rmultipoint relays (MPRs). Each router selects two
sets of MPRs, each being a set of its neighbor routers that "cover"
all of its symmetrically connected 2-hop nei ghbor routers. These two
sets are "flooding MPRs" and "routing MPRs", which are used to

achi eve floodi ng reduction and topol ogy reduction, respectively.

Fl oodi ng reduction is achieved by control traffic being fl ooded

t hrough the network using hop-by-hop forwarding, but with a router
only needing to forward control traffic that is first received
directly fromone of the routers that have selected it as a fl oodi ng
MPR (its "fl ooding MPR sel ectors”). This mechanism denoted "MR

fl oodi ng", provides an efficient mechani smfor informtion

di stribution within the MANET by reducing the nunmber of transm ssions
required [ MPR].

Topol ogy reduction is achieved by assigning a special responsibility
to routers selected as routing MPRs when declaring |link state
information. A sufficient requirenent for OLSRv2 to provi de shortest
routes to all destinations is that routers declare link state
information for their routing MPR selectors, if any. Routers that
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are not selected as routing MPRs need not send any |link state
information. Based on this reduced |ink state infornmation, routing
MPRs are used as intermediate routers in multi-hop routes.

Thus, the use of MPRs allows reduction of the nunber and the size of
link state nessages and reduction in the amount of link state

i nformati on mai ntained in each router. Wen possible (in particular
if using a hop count netric), the sane routers nay be picked as both
flooding MPRs and routing MPRs.

A router selects both routing and fl ooding MPRs from anong its one-

hop nei ghbors connected by "symetric", i.e., bidirectional, links.
Therefore, selecting routes through routing MPRs avoi ds the probl ens
associ ated with data packet transfer over unidirectional links (e.g.

the problem of not getting |ink-Iayer acknow edgnments at each hop
for link layers employing this technique).

OLSRv2 uses and extends the MANET Nei ghborhood Di scovery Protoco
(NHDP) defined in [RFC6130] and al so uses the Generalized MANET
Packet / Message Format [RFC5444], the TLVs specified in [ RFC5497] and,
optionally, nessage jitter as specified in [ RFC5148]. These four

ot her protocols and specifications were all originally created as
part of OLSRv2 but have been specified separately for wi der use.

OLSRv2 nakes no assunptions about the underlying link [ayer. OLSRv2,
through its use of [RFC6130], mmy use link-1layer information and
notificati ons when avail able and applicable. In addition, OLSRv2
uses link netrics that may be derived fromlink |ayer or any ot her
informati on. COLSRv2 does not specify the physical meaning of |ink
nmetrics but specifies a nmeans by which new types of |link netrics nmay
be specified in the future but used by OLSRv2 without nodification

OLSRv2, like OLSR [ RFC3626], inherits its concept of forwardi ng and
relaying fromthe H gh Performance Radi o Local Area Network

(H PERLAN) (a MAC-| ayer protocol), which is standardi zed by ETSI

[ H PERLAN] [H PERLAN2]. This docunent does not obsol ete [ RFC3626],
which is left in place for further experinmentation

2. Term nol ogy

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in

[ RFC2119] .

Al terms introduced in [ RFC5444], including "packet", "Packet
Header", "nessage", "Message Header", "Message Body", "Message Type"
"message sequence nunber”, "hop limt", "hop count", "Address Bl ock",
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"TLV Bl ock", "TLV', "Message TLV', "Address Bl ock TLV', "type" (of
TLV), "type extension" (of TLV), "value" (of TLV), "address",
"address prefix", and "address object" are to be interpreted as
descri bed there.

Al terms introduced in [RFC6130], including "interface", "MANET

interface", "network address", "link", "symetric |ink", "symmetric
1- hop nei ghbor", "symetric 2-hop neighbor", "symetric 1-hop
nei ghbor hood" "constant", "interface paraneter”, "router paraneter",

"Informati on Base", and "HELLO message" are to be interpreted as
descri bed there.

Additionally, this specification uses the follow ng term nol ogy:

Rout er:
A MANET router that inplements this protocol

OLSRv2 interface:
A MANET interface running this protocol. A router running this
protocol MJST have at |east one OLSRv2 interface.

Rout abl e address:

A network address that may be used as the destination of a data
packet. A router that inplenents this protocol will need to

di stingui sh a routabl e address from a non-routabl e address by
direct inspection of the network address, based on gl obal - scope
address allocations by | ANA and/or adninistrative configuration
(consistently across the MANET). Broadcast and mul ticast
addresses, and addresses that are linmted in scope to | ess than
the entire MANET, MJST NOT be consi dered as routabl e addresses.
Anycast addresses may be considered as routabl e addresses.

Q

i gi nat or address:

An address that is unique (within the MANET) to a router. A
router MJIST sel ect an originator address; it MAY choose one of its
interface addresses as its originator address; and it MAY sel ect
either a routable or non-routable address. A broadcast,

mul ticast, or anycast address MJST NOT be chosen as an ori gi nator
address. If the router selects a routable address, then it MJST
be one that the router will accept as destination. An originator
address MJST NOT have a prefix | ength, except when included in an
Address Bl ock where it MAY be associated with a prefix of naximm

prefix length (e.g., if the originator address is an | Pv6 address,
it MUST have either no prefix length or have a prefix |length of
128).

Cl ausen, et al. St andards Track [ Page 7]



RFC 7181 OLSRv?2 April 2014

Message origi nator address:
The originator address of the router that created a nessage, as
deduced fromthat message by its recipient. For all nessages used
in this specification, including HELLO nessages defined in
[ RFC6130], the recipient MIST be able to deduce an ori gi nator
address. The nmessage originator address will usually be included
in the nessage as its <nsg-orig-addr> el enent as defined in
[ RFC5444]. However, an exceptional case, which does not add a
<msg-orig-addr> elenment to a HELLO nessage, may be used by a
router that only has a single address.

W lingness:
A nunerical value between WLL _NEVER and W LL_ALWAYS (both
inclusive) that represents the router’s willingness to be selected
as an MPR. A router has separate wllingness values to be a
fl ooding MPR and a routing MPR

WIlling symmetric 1-hop nei ghbor
A symmetric 1-hop nei ghbor that has willingness not equal to
W LL_NEVER.

Mul tipoint relay (MPR)
A router, X, is an MPRfor a router, Y, if router Y has indicated
its selection of router X as an MPRin a recent HELLO nessage.
Router X may be a flooding MPR for Y if it is indicated to
participate in the flooding process of nessages received from
router Y, or it may be a routing MPR for Y if it is indicated to
declare link state information for the link fromX to Y. It may
al so be both at the sane tine.

MPR sel ector:
A router, Y, is a flooding/routing MPR selector of router X if
router Y has selected router X as a floodi ng/routing MPR

MPR f | oodi ng:
The optim zed MANET-w de information distribution nmechanism
enpl oyed by this protocol, in which a nessage is relayed by only a

reduced subset of the routers in the network. MR flooding is the
mechani sm by whi ch flooding reduction is achieved.

EXPI RED

Indicates that a tiner is set to a value clearly preceding the
current tinme (e.g., current tine - 1).

Thi s specification enploys the same notational conventions as
[ RFC5444] and [ RFC6130].
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3.

Applicability Statenent

Thi s docunent specifies OLSRv2, a proactive routing protocol intended
for use in Mobile Ad Hoc Networks (MANETs) [RFC2501]. The protocol’s
applicability is determned by its characteristics, which are that
this protocol

0 |s designed to work in networks with a dynami c topology and in
whi ch nessages may be | ost, such as due to collisions over
wirel ess nedi a.

0 Supports routers that each have one or nore participating OLSRv2
interfaces, which will consist of sone or all of its MANET
interfaces using [RFC6130]. The set of a router’s OLSRv2
interfaces, and the sets of its other MANET and non- MANET
i nterfaces, may change over time. Each interface may have one or
nore network addresses (which may have prefix |lengths), and these
may al so be dynam cal ly changi ng

o Enabl es hop-by-hop routing, i.e., each router can use its |oca
i nformation provided by this protocol to route packets.

o Continuously maintains routes to all destinations in the network,
i.e., routes are instantly available and data traffic is subject
to no delays due to route discovery. Consequently, no data
traffic buffering is required.

0 Supports routers that have non-OLSRv2 interfaces that may be | oca
to a router or that can serve as gateways towards other networKks.

o Enables the use of bidirectional additive link netrics to use
shortest distance routes (i.e., routes with smallest total of link
metrics). Incomng link metric values are to be determ ned by a
process outside this specification.

o |Is optimzed for |arge and dense networks; the larger and nore
dense a network, the nore optim zation can be achi eved by using
MPRs, conpared to the classic link state algorithm[MR].

0 Uses [RFC5444] as described in its "Intended Usage" appendi x and
by [ RFC5498] .

o Alows "external" and "internal" extensibility (addi ng new Message
Types and adding infornmation to exi sting nmessages) as enabl ed by
[ RFC5444] .

0o |Is designed to work in a conpletely distributed nanner and does
not depend on any central entity.
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4. Protocol Overview and Functioning
The objectives of this protocol are for each router to:
o ldentify all destinations in the network.
o ldentify a sufficient subset of links in the network, in order
that shortest routes can be calculated to all available

desti nati ons.

o Provide a Routing Set containing these shortest routes fromthis
router to all destinations (routable addresses and |ocal |inks).

4.1. Overview
These objectives are achi eved, for each router, by:

o Using NHDP [ RFC6130] to identify symmetric 1-hop nei ghbors and
symmetric 2-hop nei ghbors.

0 Reporting its participation in OLSRv2, and its willingness to be a
fl ooding MPR and to be a routing MPR, by extending the HELLO
nmessages defined in [ RFC6130] by the addition of an MPR W LLI NG

Message TLV. The router’s "flooding wllingness" indicates how
willing it is to participate in MPR flooding. The router’s
"routing willingness" indicates howwlling it is to be an
internediate router for routing. Note that a router is still able
to be a routing source or destination, even if unwilling to

perform either function

o Extending the HELLO nessages defined in [ RFC6130] to allow the
addition of directional link nmetrics to advertised links with
other routers participating in OLSRv2 and to indicate which Iink
metric type is being used by those routers. Both incom ng and
outgoing link metrics may be reported, the forner determ ned by
the advertising router.

o Selecting flooding MPRs and routing MPRs fromanmong its willing
symmetric 1-hop nei ghbors such that, for each set of MRs, al
symretric 2-hop nei ghbors are reachable either directly or via at
| east one selected MPR, using a path of appropriate mnimmtota
netric for at |least routing MPR selection. An analysis and
exanpl es of MPR sel ection algorithns are given in [MPR]; a
suggested al gorithm appropriately adapted for each set of MPRs,
is included in Appendix B of this specification. Note that it is
not necessary for routers to use the sane algorithmin order to
interoperate in the same MANET, but each such al gorithm nmust have
the appropriate properties, described in Section 18.
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o Signaling its flooding MPR and routing MPR sel ections, by
extendi ng the HELLO messages defined in [RFC6130] to report this
i nformati on by the additi on of MPR Address Bl ock TLV(s) associ ated
with the appropriate network addresses.

o Extracting its flooding MPR selectors and routing MPR sel ectors
fromrecei ved HELLO nessages, using the included MPR Address Bl ock
TLV(S) .

o Defining a TC (Topol ogy Control) Message Type using the nessage
format specified in [RFC5444]. TC nmessages are used to
periodically signal |inks between routing MPR selectors and itself
t hroughout the MANET. This signaling includes suitable
directional neighbor netrics (the best link nmetric in that
direction between those routers).

o Alowing its TC nessages, as well as HELLO nessages, to be
i ncluded in packets specified in [ RFC5444], using the "nanet" IP
protocol or UDP port as specified in [ RFC5498].

o Diffusing TC nmessages by using a flooding reduction mechani sm
denoted "MPR fl oodi ng"; only the flooding MPRs of a router wll
retransmt messages received from(i.e., originated or |ast
rel ayed by) that router.

Note that the indicated extensions to [ RFC6130] are of forns
permitted by that specification

Thi s specification defines:

o The requirenment to use [RFC6130], its paraneters, constants, HELLO
nessages, and I nformation Bases, each as extended in this
speci fication.

o Two new Information Bases: the Topol ogy Information Base and the
Recei ved Message | nformati on Base.

0o TC nessages, which are used for MANET w de signaling (using MPR
fl oodi ng) of selected topology (link state) information.

o A requirenent for each router to have an originator address to be
i ncluded in, or deducible from HELLO nmessages and TC nessages.

o The specification of new Message TLVs and Address Bl ock TLVs that
are used in HELLO nmessages and TC nessages, including for
reporting nei ghbor status, MPR sel ection, external gateways, |ink
metrics, willingness to be an MPR, and content sequence nunbers.
Note that the generation of (incomng) link netric values is to be
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undertaken by a process outside this specification; this
specification concerns only the distribution and use of those
metrics.

The generation of TC nmessages fromthe appropriate information in
the Information Bases.

The updating of the Topol ogy Information Base according to
recei ved TC nessages.

The MPR fl oodi ng nechani sm including the inclusion of nessage
ori gi nator address and sequence nunber to nmanage duplicate
nessages, using information recorded in the Received Message

I nformati on Base.

The response to other events, such as the expiration of
information in the Information Bases.

This protocol inherits the stability of a link state al gorithm and
has the advantage of having routes i mredi ately avail abl e when needed,
due to its proactive nature

This protocol only interacts with I P through routing table managenent
and the use of the sending |IP address for | P datagrans contai ning
nessages used by this specification.

4.2.

Routers and Interfaces

In order for a router to participate in a MANET using this protocol
it must have at |east one, and possibly nore, OLSRv2 interfaces.
Each OLSRv2 interface:

o

Is a MANET interface, as specified in [RFC6130]. In particular
it must be configured with one or nore network addresses; these
addresses nmust each be specific to this router and nust include
any address that will be used as the sending address of any IP
packet sent on this OLSRv2 interface.

Has a nunber of interface paranmeters, adding to those specified in
[ RFC6130] .

Has an Interface Information Base, extending that specified in
[ RFC6130] .

CGenerates and processes HELLO nessages according to [ RFC6130],
ext ended as specified in Section 15.
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In addition to a set of OLSRv2 interfaces as descri bed above, each
router:

o My have one or nore non-OLSRv2 interfaces (which may include
MANET i nterfaces and/or non- MANET interfaces) and/or |oca
attached networks for which this router can accept |IP packets.
Al'l routable addresses for which the router is to accept IP
packets must be used as an (OLSRv2 or non-OLSRv2) interface
networ k address or as an address of a |local attached network of
the router.

0 Has a number of router paraneters, adding to those specified in
[ RFC6130] .

0 Has a Local Information Base, extending that specified in
[ RFC6130], including selection of an originator address and
recording any locally attached networks.

o Has a Neighbor Information Base, extending that specified in
[ RFC6130] to record MPR sel ection and advertisement information

0o Has a Topol ogy Informati on Base, recording information received in
TC nmessages.

0 Has a Received Message |Informati on Base, recording information
about received nessages to ensure that each TC nessage is only
processed once, and forwarded at nobst once on each OLSRv2
interface, by a router.

o GCenerates, receives, and processes TC nessages.
4.3. Information Base Overvi ew

Each router maintains the Informati on Bases described in the

foll owi ng sections. These are used for describing the protocol in
this specification. An inplenentation of this protocol may maintain
this information in the indicated formor in any other organization
that offers access to this information. |In particular, note that it
is not necessary to renove Tuples from Sets at the exact tine

i ndicated, only to behave as if the Tuples were renmoved at that tinme.

4.3.1. Local Information Base
The Local Information Base is specified in [ RFC6130] and contains a

router’s local configuration. It is extended in this specification
to also record an originator address and to include a router’s:
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4. 3.

2.

Originator Set, containing addresses that were recently used as
this router’s originator address, that is used, together with the
router’s current originator address, to enable a router to
recogni ze and di scard control traffic that was originated by the
router itself.

Local Attached Network Set, containing network addresses of
networks to which this router can act as a gateway, that it
advertises in its TC nessages.

Interface I nformati on Base

The Interface Information Base for each OLSRv2 interface is as
specified in [RFC6130], extended to also record, in each Link Set,
link netric values (incom ng and outgoing) and fl oodi ng MPR sel ect or
i nformati on.

4. 3.

3.

Nei ghbor | nformati on Base

The Nei ghbor Information Base is specified in [RFC6130] and is
extended to also record, in the Neighbor Tuple for each nei ghbor

o

o

o

4. 3.

4.

Its originator address.

Nei ghbor netric values, these being the minimumof the Iink netric
values in the indicated direction for all symetric 1-hop |inks

wi th that neighbor.

Its willingness to be a flooding MPR and to be a routing MPR

Whet her it has been selected by this router as a floodi ng MPR or
as a routing MPR and whether it is a routing MPR selector of this
router. (Wether it is a flooding MPR sel ector of this neighbor
is recorded in the Interface Information Base.)

Whether it is to be advertised in TC nessages sent by this router.

Topol ogy I nfornmation Base

The Topol ogy Information Base in each router contains:

o

An Advertising Renpte Router Set, recording each renpte router

fromwhi ch TC nessages have been received. This is used in order
to determine if a received TC nessage contains fresh or outdated
information; a received TC nmessage is ignored in the latter case.

A Router Topol ogy Set, recording |links between routers in the
MANET, as described by recei ved TC nessages.
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0 A Routable Address Topol ogy Set, recording routabl e addresses in
the MANET (avail able as | P packet destinations) and from which
renote router these routable addresses can be directly reached
(i.e., in asingle IP hop fromthat renote router), as reported by
recei ved TC nessages.

0 An Attached Network Set, recording networks to which a renpte
router has advertised that it nmay act as a gateway. These
networ ks may be reached in one or nore IP hops fromthat renote
router.

0o A Routing Set, recording routes fromthis router to all available
destinations. The IP routing table is to be updated using this
Routing Set. (A router may choose to use any or all destination
networ k addresses in the Routing Set to update the IP routing
table. This selection is outside the scope of this
specification.)

The purpose of the Topol ogy Information Base is to record information
used, in addition to that in the Local Information Base, the
Interface Informati on Bases, and the Nei ghbor |Information Base, to
construct the Routing Set (which is also included in the Topol ogy

I nformati on Base).

Thi s specification describes the calculation of the Routing Set based
on a Topol ogy Graph constructed in two phases. First, a "backbone"
graph representing the routers in the MANET, and the connectivity
between them is constructed fromthe Local Information Base, the

Nei ghbor I nformation Base, and the Router Topology Set. Second, this
graph is "decorated" with additional destination network addresses
using the Local Information Base, the Routabl e Address Topol ogy Set,
and the Attached Network Set.

The Topol ogy G aph does not need to be recorded in the Topol ogy
Informati on Base; it can either be constructed as required when the
Routing Set is to be changed or need not be explicitly constructed
(as illustrated in Appendix C). An inplenentation may, however,
construct and retain the Topol ogy Graph if preferred.
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4.3.5. Received Message | nfornation Base
The Recei ved Message Information Base in each router contains:

0 A Received Set for each OLSRv2 interface, describing TC nessages
received by this router on that OLSRv2 interface.

0 A Processed Set, describing TC nessages processed by this router.
0 A Forwarded Set, describing TC nmessages forwarded by this router.

The Recei ved Message Informati on Base serves the MPR fl oodi ng
nmechani sm by ensuring that received nessages are forwarded at nost
once by a router and al so ensures that received nessages are
processed exactly once by a router. The Received Message | nformation
Base may al so record informati on about other Message Types that use
the MPR fl oodi ng mechani sm

4.4. Signaling Overview

Thi s protocol generates and processes HELLO nessages according to

[ RFC6130]. HELLO nessages transmitted on OLSRv2 interfaces are

ext ended according to Section 15 of this specification to include an
originator address, link netrics, and MPR sel ection information.

Thi s specification defines a single Message Type, the TC nessage. TC
nessages are sent by their originating router proactively, at a
regul ar interval, on all OLSRv2 interfaces. This interval may be
fixed or dynam c, for exanple, it may be backed off due to congestion
or network stability. TC nessages may al so be sent as a response to
a change in the router itself, or its advertised symmetric 1-hop

nei ghbor hood, for exanple, on first being selected as a routing MPR

Because TC messages are sent periodically, this protocol is tolerant
of unreliable transm ssions of TC messages. Message | osses may occur
nore frequently in wireless networks due to collisions or other
transm ssion problens. This protocol may use "jitter", random zed
adjustrments to nessage transnission tines, to reduce the incidence of
collisions, as specified in [ RFC5148].

This protocol is tolerant of out-of-sequence delivery of TC nmessages
due to in-transit message reordering. Each router maintains an
Advertised Nei ghbor Sequence Number (ANSN) that is incremented when
its recorded neighbor information that is to be included inits TC
nmessages changes. This ANSN is included in the router’s TC nessages.
The recipient of a TC nessage can use this included ANSN to identify
which of the information it has received is nost recent, even if
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nessages have been reordered while in transit. Only the npst recent
information received is used; older information received later is
di scar ded.

TC nmessages may be "conplete” or "incomplete". A conplete TC nessage
advertises all of the originating router’s routing MPR selectors; it
may al so advertise other symmetric 1-hop nei ghbors. Conplete TC
nessages are generated periodically (and also, optionally, in
response to symmetric 1-hop nei ghborhood changes). Inconplete TC
nmessages may be used to report additions to advertised information,

wi t hout repeating unchanged information.

TC nessages, and HELLO nessages as extended by this specification
define (by inclusion or by deducti on when having a single address) an
originator address for the router that created the nessage. A TC
nmessage reports both the originator addresses and routabl e addresses
of its advertised neighbors, distinguishing the two using an Address
Bl ock TLV (an address may be both routable and an ori gi nator
address). TC nessages al so report the originator’'s locally attached
net wor ks.

TC nessages are MPR fl ooded throughout the MANET. A router
retransmts a TC nessage received on an OLSRv2 interface if and only
if the nessage did not originate at this router and has not been
previously forwarded by this router, this is the first tine the
nessage has been received on this OLSRv2 interface, and the nessage
is received from(i.e., originated fromor was |ast relayed by) one
of this router’s flooding MPR sel ectors.

Sone TC nessages may be MPR fl ooded over only part of the network,
e.g., allowing a router to ensure that nearer routers are kept nore
up to date than distant routers, such as is used in Fisheye State
Routing [FSR] and Fuzzy Sighted Link State routing [FSLS]. This is
enabl ed usi ng [ RFC5497] .

TC nessages i ncl ude out goi ng nei ghbor netrics that will be used in
the sel ection of routes.

4.5. Link Metrics
OLSRv1l [ RFC3626] created m nimum hop routes to destinations.
However, in many, if not nobst, circunstances, better routes (in terns

of quality of service for end users) can be created by use of |ink
netrics.
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OLSRv2, as defined in this specification, supports netric-based
routing, i.e., it allows links to each have a chosen netric. Link
netrics as defined in OLSRv2 are additive, and the routes that are to
be created are those with the mni mum sumof the link netrics al ong
that route.

Link metrics are defined to be directional; the Iink metric fromone
router to another nay be different fromthat on the reverse link

The link netric is assessed at the receiver, as on a (typically)
wireless link, that is the better informed as to link information.
Both incom ng and outgoing link information is used by OLSRv2; the
distinctions in this specification nust be clearly foll owed.

Thi s specification also defines both incom ng and out goi ng nei ghbor
metrics for each symmetric 1-hop nei ghbor, these being the m nimm
value of the link nmetrics in the same direction for all synmmetric
links with that neighbor. Note that this neans that all neighbor
netric values are link netric values and that specification of, for
exanpl e, link nmetric value encodi ng al so includes encodi ng of

nei ghbor metric val ues.

Thi s specification does not define the nature of the link netric.
However, this specification allows, through use of the type extension
of a defined Address Block TLV, for link netrics with specific

neani ngs to be defined and either allocated by I ANA or privately
used. Each HELLO or TC nessage carrying link (or neighbor) netrics
thus indicates which link metric information it is carrying, allow ng
routers to determine if they can interoperate. |If link metrics
require additional signaling to determ ne their val ues, whether in
HELLO nessages or otherwi se, then this is permtted but is outside
the scope of this specification

Caref ul consideration should be given to howto use link netrics. |In
particular, it is advisable to not sinmply default to use of all links
with equal netrics (i.e., hop count) for routing wthout carefu
consi deration of whether that is appropriate or not.

4.6. Flooding MPRs and Routing MPR

Thi s specification uses two sets of MPRs: flooding MPRs and routing
MPRs. These are sel ected separately, because:

o Flooding MPRs may use netrics; routing MPRs nmust use netrics.

o Wen flooding MPRs use netrics, these are outgoing link netrics;
routi ng MPRs use inconi ng nei ghbor metrics.
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o Flooding MPRs nust be selected per OLSRv2 interface; routing MPRs
need not be sel ected per OLSRv2 interface.

4.7. Routing Set Use

The purpose of the Routing Set is to determne and record routes
(local interface network address and next-hop interface network
address) to all possible routable addresses advertised by this
protocol as well as all destinations that are local, i.e., within one
hop, to the router (whether using routable addresses or not). Only
symretric |links are used in such routes.

It is intended that the Routing Set can be used for |P packet

routing, by using its contents to update the IP routing table. That
update, and whether any Routing Tuples are not used when updating the
IP routing table, is outside the scope of this specification.

The signaling in this specification has been designed so that a
"backbone" Topol ogy Graph of routers, each identified by its
originator address, with at nmost one direct connection between any
pair of routers, can be constructed (fromthe Neighbor Set and the
Rout er Topol ogy Set) using a suitable mnimum path | ength al gorithm
Thi s Topol ogy Graph can then have ot her network addresses (routable
or of symmetric 1-hop neighbors) added to it (using the Interface

I nformati on Bases, the Routable Address Topol ogy Set, and the
Attached Network Set).

5. Protocol Parameters and Constants

The paraneters and constants used in this specification are those
defined in [RFC6130] plus those defined in this section. The
separation in [ RFC6130] into interface paraneters, router paraneters,
and constants is also used in this specification

Simlarly to the parameters in [RFC6130], paraneters defined in this
specificati on MAY be changed dynam cally by a router and need not be
the same on different routers, even in the sane MANET, or, for
interface paraneters, on different interfaces of the sane router.

5.1. Protocol and Port Nunbers
This protocol specifies TC nessages, which are included in packets as
defined by [ RFC5444]. These packets MJST be sent either using the

"manet" protocol nunber or the "manet" UDP well-known port nunber, as
specified in [ RFC5498] .
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TC nessages and HELLO nessages [RFC6130] MJST, in a given MANET,
either both use |IP or both use UDP, in order for it to be possible to
conbi ne messages of both protocols into the sane [ RFC5444] packet for
transm ssi on.

5.2. Milticast Address
This protocol specifies TC messages, which are included in packets as
defined by [ RFC5444]. These packets MAY be transnitted using the
Li nk- Local multicast address "LL-MANET-Routers"”, as specified in
[ RFC5498] .
5.3. Interface Paraneters

A single additional interface paraneter is specified for OLSRv2
interfaces only.

5.3.1. Received Message Validity Tine

The foll owi ng paraneter nmanages the validity time of recorded
recei ved nmessage i nformation:

RX_HOLD_TI ME
The period after receipt of a nessage by the appropriate OLSRv2
interface of this router for which that information is recorded,
in order that the nessage is recognized as having been previously
received on this OLSRv2 interface.

The following constraints apply to this paraneter:

o RXHOD TIME > O

0o RX_HOLD_TIME SHOULD be greater than the maxi numdifference in tine
that a nmessage may take to traverse the MANET, taking into account
any nessage forwarding jitter as well as propagation, queuing, and
processi ng del ays.

5.4. Router Paraneters
The followi ng router paraneters are specified for routers.

5.4.1. Local History Tines

The foll owi ng router paranmeter manages the time for which | oca
information is retained:

Cl ausen, et al. St andards Track [ Page 20]



RFC 7181 OLSRv?2 April 2014

O _HOLD_TI ME
The tinme for which a recently used and repl aced origi nator address
is used to recognize the router’s own nessages.

The foll owing constraint applies to this paraneter:
o OHODTIME > O
5.4.2. Link Metric Paraneters

Al'l routes found using this specification use a single link nmetric
type that is specified by the router paraneter LINK METRI C TYPE
whi ch may take any value fromO to 255, both inclusive.

5.4.3. Message Intervals

The foll owi ng paraneters regul ate TC nmessage transm ssions by a
router. TC nessages are usually sent periodically but MAY al so be
sent in response to changes in the router’s Nei ghbor Set and/or Loca
Attached Network Set. |In a highly dynam ¢ network, and with a | arger
val ue of the paraneter TC_|INTERVAL and a smaller value of the
parameter TC M N_|I NTERVAL, TC nmessages MAY be transmitted nmore often
in response to changes than periodically. However, because a router
has no know edge of, for exanple, routers renote to it (i.e., beyond
two hops away) joining the network, TC nessages MJST NOT be sent
purely responsively.

TC_| NTERVAL:
The maxi mumtine between the transm ssion of two successive TC
nessages by this router. Wen no TC nessages are sent in response
to local network changes (by design or because the |ocal network
is not changing), then TC nessages MJST be sent at a regul ar
i nterval TC_INTERVAL, possibly nodified by jitter, as specified in
[ RFC5148] .

TC_M N_I NTERVAL
The minimuminterval between transm ssion of two successive TC
nessages by this router. (This mininmuminterval MAY be nodified
by jitter, as specified in [RFC5148].)

The following constraints apply to these paraneters:

o TC_INTERVAL > O

0 0 <= TC_M N_INTERVAL <= TC | NTERVAL
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o If TLVs with Type = INTERVAL TI Mg, as defined in [ RFC5497], are
i ncluded in TC nessages, then TC | NTERVAL MJST be representabl e by
way of the exponent-mantissa notation described in Section 5 of
[ RFC5497] .

5.4.4. Advertised Information Validity Tines

The foll owi ng paraneters nanage the validity time of information
advertised in TC nessages:

T _HOLD_TI ME
Used as the minimumvalue in the TLV with Type = VALIDI TY_TI ME
included in all TC nessages sent by this router. |If a single

val ue of paraneter TC HOP LIMT (see Section 5.4.7) is used, then
this will be the only value in that TLV.

A HOLD TI ME
The period during which TC nessages are sent after they no | onger

have any advertised information to report but are sent in order to
accel erate outdated informati on renoval by other routers.

The followi ng constraints apply to these paraneters:

o T_HOLD TIME > 0

o AHODTIME >= 0

o T _HOLD TIME >= TC_ | NTERVAL

o |If TC nessages can be lost, then both T HOLD TIME and A HOLD TI ME
SHOULD be significantly greater than TC | NTERVAL; a value >= 3 X
TC I NTERVAL i s RECOVMENDED

o T_HOLD TIME MIST be representable by way of the exponent-manti ssa
notati on described in Section 5 of [RFC5497].

5.4.5. Processing and Forwarding Validity Tines

The foll owi ng paraneters manage the processing and forwarding
validity tinme of recorded nessage information

P_HOLD TI ME
The period after receipt of a nessage that is processed by this
router for which that information is recorded, in order that the
nessage i s not processed again if received again
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F_HOLD TI ME
The period after receipt of a nessage that is forwarded by this
router for which that information is recorded, in order that the
nmessage is not forwarded again if received again.

The foll owi ng constraints apply to these paraneters:
o P HOLD TIME > 0
o FHODTIME >0

o0 Both of these paraneters SHOULD be greater than the nmaxi num
difference in tine that a nessage may take to traverse the MANET,
taking into account any nessage forwarding jitter as well as
propagati on, queuing, and processing del ays.

5.4.6. Jitter

If jitter, as defined in [RFC5148], is used, then the governing
jitter paraneters are as foll ows:

TP_MAXJI TTER:
Represents the val ue of MAXJI TTER used in [ RFC5148] for
periodically generated TC nessages sent by this router.

TT_MAXJI TTER
Represents the value of MAXJI TTER used in [RFC5148] for externally
triggered TC nessages sent by this router.

F_MAXJI TTER:
Represents the default value of MAXJI TTER used in [ RFC5148] for
nessages forwarded by this router. However, before using
F_MAXJI TTER, a router MAY attenpt to deduce a nore appropriate
val ue of MAXJI TTER, for exanple, based on any TLVs with Type =
| NTERVAL_TI ME or Type = VALIDI TY_TI ME contained in the nessage to
be forwarded.

For constraints on these paranmeters, see [RFC5148].
5.4.7. Hop Limt

The paranmeter TC HOP LIMT is the hop Iimt set in each TC nessage.
TC HOP_LIMT MAY be a single fixed value or MAY be different in TC
nessages sent by the sane router. However, each other router, at any
hop count di stance, MJUST see a regular pattern of TC nmessages in
order that meani ngful values of TLVs with Type = I NTERVAL_TI ME and
Type = VALIDI TY_TIME at each hop count distance can be included as
defined in [ RFC5497]. Thus, the pattern of TC HOP LIMT MJST be
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defined to have this property. For exanple, the repeating pattern
(255 4 4) satisfies this property (having period TC | NTERVAL at hop
counts up to 4, inclusive, and 3 x TC_ I NTERVAL at hop counts greater
than 4), but the repeating pattern (255 255 4 4) does not satisfy
this property because at hop counts greater than 4, nessage intervals
are alternately TC INTERVAL and 3 x TC_| NTERVAL.

The foll owing constraints apply to this paraneter:
o The maxi mum value of TC HOP_LIMT >= the network di ameter in hops;
a value of 255 is RECOWENDED. Note that if using a pattern of
di fferent values of TC HOP_ LIMT as described above, then only the
maxi mum value in the pattern is so constrained.
o Al values of TC_HOP_LIMT >= 2.
5.4.8. WIIlingness

Each router has two willingness paraneters: WLL_FLOODI NG and
W LL_ROUTI NG each of which MJST be in the range WLL_NEVER to
W LL_ALWAYS, i ncl usive.

WLL_FLOODI NG represents the router’s willingness to be selected as a
fl ooding MPR and hence to participate in MPR flooding, in particular
of TC nmessages.

W LL_ROUTI NG represents the router’s willingness to be selected as a
routi ng MPR and hence to be an internediate router on routes.

In either case, the higher the value, the greater the router’s

willingness to be a flooding or routing MPR, as appropriate. |If a
router has a willingness value of WLL_NEVER (the | owest possible
value), it does not performthe corresponding task. A MANET using
this protocol with too many routers having either of the willingness

paranmeters WLL_FLOODI NG or WLL_RQUTING equal to WLL_NEVER wi || not
function; it MJST be ensured, by adm nistrative or other neans, that
this does not happen.

Note that the proportion at which the routers having a willingness
val ue equal to WLL_NEVER is "too nany" depends on the network
topol ogy -- which, in a MANET, may change dynamically. WIIingness
is intended to enable that certain routers (e.g., routers that have
generous resources, such as a pernmanent power supply) can be
configured to assune nore of the network operation, while others
(e.g., routers that have | esser resources, such as are battery
operated) can avoid such tasks. A general guideline would be that
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only if arouter is not actually able to assunme the task (flooding or
routing) should it be configured with the corresponding wllingness
W LL_NEVER.

If a router has a willingness value equal to WLL_ALWAYS (the highest
possi bl e value), then it will always be selected as a flooding or
routing MPR, as appropriate, by all symetric 1-hop nei ghbors.

In a MANET in which all routers have WLL_FLOODI NG = W LL_ALWAYS
flooding reduction will effectively be disabled, and fl ooding wll
perform as blind flooding.

In a MANET in which all routers have WLL _ROUTI NG = WLL_ALWAYS
topol ogy reduction will effectively be disabled, and all routers will
advertise all of their links in TC nessages.

A router that has WLL _ROUTING = WLL_NEVER will not act as an
intermediate router in the MANET. Such a router can act as a source,
destination, or gateway to another routing domain.

Different routers MAY have different values for WLL_FLOOD NG and/ or
W LL_ROUTI NG

The foll owing constraints apply to these paraneters:
0 WLL NEVER <= WLL_FLOODI NG <= W LL_ALWAYS
0 WLL _NEVER <= WLL_ROUTI NG <= W LL_ALWAYS

Par amet er Change Constraints

| f protocol paraneters are changed dynami cally, then the constraints
in this section apply.

RX_HOLD_TI ME
* |f RKHOLD TIME for an OLSRv2 interface changes, then the
expiry time for all Received Tuples for that OLSRv2 interface
MAY be changed.
O HOLD TI ME

* |f OHOLD TI ME changes, then the expiry tine for all Oiginator
Tupl es MAY be changed
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TC_| NTERVAL
* |f TC_INTERVAL increases, then the next TC nessage generated by
this router MJUST be generated according to the previous,
shorter TC INTERVAL. Additional subsequent TC nessages MAY be
generated according to the previous, shorter, TC | NTERVAL.
* |f TC_ I NTERVAL decreases, then the foll owing TC nessages from

this router MJST be generated according to the current,
shorter, TC_|I NTERVAL.

P_HOLD TI ME

* |f P_HOLD TI ME changes, then the expiry tine for all Processed
Tupl es MAY be changed.

F_HOLD TI ME

* |f F_HOLD TI ME changes, then the expiry tine for all Forwarded
Tupl es MAY be changed.

TP_MAXJI TTER

* | f TP_MAXJI TTER changes, then the periodic TC nessage schedul e
on this router MAY be changed i mredi ately.

TT_MAXJI TTER

* | f TT_MAXJI TTER changes, then externally triggered TC nmessages
on this router MAY be reschedul ed.

F_MAXJI TTER

* |f F_MAXJI TTER changes, then TC nessages waiting to be
forwarded with a delay based on this paraneter MAY be
reschedul ed.

TCHP LIMT

* |f TCHOP_LIMT changes, and the router uses nultiple val ues
after the change, then nmessage intervals and validity tines
i ncluded in TC nessages MJST be respected. The sinplest way to
do this is to start any new repeating pattern of TC HOP LIMT
values with its | argest val ue.
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LI NK_METRI C_TYPE
* |f LINK_METRI C_TYPE changes, then all link netric information
recorded by the router is invalid. The router MJST take the
followi ng actions and all consequent actions described in

Section 17 and [ RFC6130].

+ For each Link Tuple in any Link Set for an OLSRv2 interface,
either update L_in_netric (the value MAXI MUM METRI C MAY be
used) or rempve the Link Tuple fromthe Link Set.

+ For each Link Tuple that is not renoved, set:

- L_out_netric := UNKNOWN_METRI C
- L_SYMtinme := EXPl RED
- L_MPR selector := fal se.

+ Renmpve all Router Topol ogy Tuples, Routable Address Topol ogy
Tupl es, Attached Network Tuples, and Routing Tuples from
their respective Protocol Sets in the Topol ogy Informtion
Base.

5.6. Constants
The foll owing constants are specified for routers. Unlike router
par amet ers, constants MJST NOT change and MJST be the same on al
routers.

5.6.1. Link Metric Constants
The constant mini mum and maxi num link netric val ues are defined by:

o MN MUMMETR C

1

16776960

o MAXI MUM_METRI C

The synbolic val ue UNKNOMN_ METRIC is defined in Section 6.1.
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6.2. WIIlingness Constants

The constant m ni nrum RECOMVENDED default, and maxi mum willingness
val ues are defined by:

o0 WLL_NEVER := 0
o WLL_DEFAULT := 7
0 WLL_ALWAYS : = 15
6.3. Tine Constant

The constant C (tinme granularity) is used as specified in [ RFC5497].
It MUST be the same as is used by [ RFC6130], wi th RECOMVENDED val ue:

o C:=1/1024 second

Note that this constant is used in the representation of tine
intervals. Tinme values (such as are stored in Protocol Tuples) are
not so represented. A resolution of Cin such values is sufficient
(but not necessary) for such val ues.

Li nk Metric Val ues

A router records a link metric value for each direction of a |ink of
which it has know edge. These link netric values are used to create
metrics for routes by the addition of link metric val ues.

1. Link Metric Representation

Link netrics are reported in nessages using a conpressed
representation that occupies 12 bits, consisting of a 4-bit field and
an 8-bit field. The conpressed representation represents positive
integer values with a mninumvalue of 1 and a nmaxi mum value that is
slightly smaller than the maxi nrum 24-bit value. Only those val ues
that have exact representation in the conpressed formare used

Route nmetrics are the sunmation of no nore than 256 link metric

val ues and can therefore be represented using no nore than 32 bits.

Link and route netrics used in the Informati on Bases defined in this
specification refer to the unconpressed val ues, and arithnetic

i nvol ving them does |ikew se and assunes full precision in the
result. (How an inplenmentation records the values is not part of
this specification, as long as it behaves as if recording
unconpressed values. An inplenentation can, for exanple, use 32-bit
values for all link and route metrics.)
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In sone cases, a link nmetric value may be unknown. This is indicated
in this specification by the synbolic val ue UNKNOAWN METRIC. An

i mpl enentati on may use any representation of UNKNOAN METRIC as it is
never included in nessages or used in any conputation. (Possible
representations are zero or any val ue greater than the maxi mum
representable netric val ue.)

6.2. Link Metric Conpressed Form

The 12-bit conpressed formof a link nmetric uses a nodified formof a
representation with an 8-bit mantissa (denoted a) and a 4-bit

exponent (denoted b). Note that if represented as the 12-bit val ue
256b+a, then the ordering of those 12-bit values is identical to the
ordering of the represented val ues.

The val ue so represented is (257+a)2"b - 256, where ~ denotes
exponentiation. This has a m nimumvalue (when a = 0 and b = 0) of
M N MM METRIC = 1 and a maxi mum val ue (when a = 255 and b = 15) of
MAXI MUM_METRI C = 2724 - 256.

An al gorithm for conputing a and b for the snallest representable
value not less than a link netric value v such that M N MJUM METRI C <=
v <= MAXI MUM_METRIC i s:

1. Find the snmallest integer b such that v + 256 <= 2*(b + 9).

2. Set a := (v - 256(2"b - 1)) / (2”b) - 1, rounded up to the
near est integer.

7. Local Information Base

The Local Information Base, as defined for each router in [ RFC6130],
is extended by this protocol by:

0 Recording the router’s originator address. The originator address
MUST be unique to this router. It MJST NOT be used by any ot her

router as an originator address. |t MAY be included in any
network address in any | local iface addr _list of this router; it
MUST NOT be included in any network address in any

| local iface_addr_Ilist of any other router. It MAY be included

in, but MUST NOT be equal to, the AL_net_addr in any Loca
Attached Network Tuple in this or any other router.

o The addition of an Originator Set, defined in Section 7.1, and a
Local Attached Network Set, defined in Section 7.2.
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Al routable addresses of the router for which it is to accept IP
packets as destinati on MUST be included in the Local Interface Set or
the Local Attached Network Set.

7.1. Oiginator Set

A router’s Originator Set records addresses that were recently used

as originator addresses by this router. |If a router’s originator
address is imutable, then the Originator Set is always enpty and MAY
be omitted. It consists of Originator Tuples:

(O.oorig_addr, Otine)
wher e:

O orig_addr is a recently used originator address; note that this
does not include a prefix |ength.

Otine specifies the tine at which this Tuple expires and MJST be
renoved.

7.2. Local Attached Network Set

A router’s Local Attached Network Set records its |ocal non-OLSRv2
interfaces via which it can act as a gateway to other networks. The
Local Attached Network Set MJST be provided to this protocol and MJST
reflect any changes in the router’s status. (In cases where the
router’s configuration is static, the Local Attached Network Set will
be constant; in cases where the router has no such non- OLSRv2
interfaces, the Local Attached Network Set will be enpty.) The Local
Attached Network Set is not nodified by this protocol. This protocol
will respond to (externally provided) changes to the Local Attached
Network Set. It consists of Local Attached Network Tupl es:

(AL_net _addr, AL_dist, AL_nmetric)

wher e:
AL_net _addr is the network address of an attached network that can
be reached via this router. This SHOULD be a routabl e address.

It is constrained as descri bed bel ow.

AL dist is the nunber of hops to the network with network address
AL _net _addr fromthis router.

AL rmetric is the netric of the link to the attached network with
address AL _net_addr fromthis router.
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Attached networks local to this router only (i.e., not reachable
except via this router) SHOULD be treated as | ocal non- MANET

i nterfaces and added to the Local Interface Set, as specified in
[ RFC6130], rather than added to the Local Attached Network Set.

Because an attached network is not specific to the router and may be
out si de the MANET, an attached network MAY al so be attached to other
routers. Routing to an AL net_addr will use maxi mum prefix | ength
mat chi ng; consequently, an AL _net_addr MAY include, but MJST NOT
equal or be included in, any network address that is of any interface
of any router (i.e., is included in any |_local _iface_addr_list) or
equal any router’s originator address.

It is not the responsibility of this protocol to nmaintain routes from
this router to networks recorded in the Local Attached Network Set.

Local Attached Network Tuples are renoved fromthe Local Attached
Network Set only when the router’s | ocal attached network
configuration changes, i.e., they are not subject to tiner-based
expiration or changes due to received nessages.

8. Interface I nformati on Base

An Interface Information Base, as defined in [RFC6130], is mmintained
for each MANET interface. The Link Set and 2-Hop Set in the
Interface Information Base for an OLSRv2 interface are nodified by
this protocol. In sone cases, it may be convenient to consider these
Sets as al so containing these additional elements for other MANET

i nterfaces, taking the indicated values on creation but never being
updat ed.

8.1. Link Set

The Link Set is nodified by adding these additional elenents to each
Li nk Tupl e:

Lin netricis the nmetric of the link fromthe OLSRv2 interface
wi th addresses L_nei ghbor _iface addr list to this OLSRv2
i nterface;

L out_metric is the metric of the link to the OLSRv2 interface
wi th addresses L_neighbor _iface addr list fromthis OLSRv2
interface;

L_npr_selector is a boolean flag, describing if this neighbor has

selected this router as a flooding MWPR, i.e., is a flooding MPR
sel ector of this router.
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Lin netric will be specified by a process that is external to this
specification. Any Link Tuple with L status = HEARD or L_status =
SYMMETRI C MUST have a specified value of L_in_netric if it is to be
used by this protocol.

A Link Tuple created (but not updated) by [ RFC6130] MJST set:
o L_in_metric := UNKNOAN_METRI C
0o L out nmetric := UNKNOAN_METRI C;
o L_npr_selector := false.
8.2. 2-Hop Set

The 2-Hop Set is nodified by adding these additional el enents to each
2-Hop Tupl e:

N2_in_nmetric is the neighbor nmetric fromthe router with address
N2_2hop_iface_addr to the router with OLSRv2 interface addresses
N2_nei ghbor _i face_addr _li st;

N2_out _netric is the neighbor nmetric to the router with address
N2_2hop_iface_addr fromthe router with OLSRv2 interface addresses
N2_nei ghbor i face_addr _|i st.

A 2-Hop Tuple created (but not updated) by [RFC6130] MJIST set:
o0 N2_in_netric := UNKNOAN_METRI C
o N2 out _nmetric := UNKNOAN METRI C
9. Neighbor Information Base

A Nei ghbor Information Base, as defined in [RFC6130], is maintained
for each router. It is nodified by this protocol by addi ng these
addi ti onal elenents to each Nei ghbor Tuple in the Neighbor Set. 1In
some cases, it may be convenient to consider these Sets as al so
contai ning these additional elenents for other MANET interfaces,
taking the indicated values on creation but never being updated.

N orig addr is the neighbor’s originator address, which may be

unknown. Note that this originator address does not include a
prefix | ength;
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N in netric is the neighbor netric of any Iink fromthis nei ghbor
to an OLSRv2 interface of this router, i.e., the mninmmof all
corresponding L_in_metric with L_status = SYMVETRI C and

Lin nmetric !'= UNKNOMN METRI C, UNKNOAN METRIC if there are no such
Li nk Tupl es;

N out _netric is the neighbor nmetric of any link froman OLSRv2
interface of this router to this neighbor, i.e., the mninum of
all corresponding L_out_metric with L_status = SYMVETRI C and

L out _metric !'= UNKNOAWN METRI C, UNKNOWN METRIC if there are no
such Link Tupl es;

Nwll flooding is the neighbor’s willingness to be selected as a
flooding MPR, in the range from WLL_NEVER to WLL_ALWAYS, both

i nclusive, taking the value WLL_NEVER if no OLSRv2-specific
information is received fromthis neighbor

Nwll routing is the neighbor’s willingness to be selected as a
routing MPR, in the range fromWLL NEVER to WLL_ALWAYS, both

i nclusive, taking the value WLL_NEVER if no OLSRv2-specific
information is received fromthis neighbor

N fl oodi ng_mpr is a boolean flag, describing if this neighbor is
sel ected as a flooding MPR by this router;

N routing_npr is a boolean flag, describing if this neighbor is
sel ected as a routing MPR by this router;

N npr_selector is a boolean flag, describing if this neighbor has
selected this router as a routing MPR, i.e., is a routing MPR
sel ector of this router.

N advertised is a boolean flag, describing if this router has
elected to advertise a link to this neighbor inits TC nmessages.

A Nei ghbor Tupl e created (but not updated) by [RFC6130] MJST set:

o

(0]

N ori g _addr unknown;

N in_ nmetric := UNKNOMN_ METRI C,
N out _netric := UNKNOAWN_METRI C
N w Il _flooding := WLL_NEVER
Nwll _routing := WLL_NEVER;

N routing npr := fal se;
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o N flooding npr := fal se;

o N_npr_sel ector fal se

o N advertised := fal se.

The Nei ghbor Information Base al so includes a variable, the
Advertised Nei ghbor Sequence Number (ANSN), whose val ue is included
in TC nmessages to indicate the freshness of the information
transmtted. The ANSN is increnented whenever advertised information
(the originator and routabl e addresses included in Nei ghbor Tuples
with N advertised = true and | ocal attached networks recorded in the
Local Attached Network Set in the Local Infornmation Base) changes,

i ncl udi ng addition or renoval of such infornation

Topol ogy I nfornmation Base

The Topol ogy Information Base, defined for each router by this
specification, stores information received in TC nessages in the
Advertising Renbte Router Set, the Router Topol ogy Set, the Routable
Addr ess Topol ogy Set, and the Attached Network Set.

Additionally, a Routing Set is maintained, derived fromthe
information recorded in the Local Information Base, the Interface

I nformati on Bases, the Nei ghbor Infornmation Base, and the rest of the
Topol ogy I nformation Base.

1. Advertising Renote Router Set

A router’s Advertising Renpote Router Set records infornmation
descri bing each renmpte router in the network that transnmts TC
nessages, allow ng outdated TC nessages to be recogni zed and
di scarded. It consists of Advertising Renote Router Tuples:

(AR orig_addr, AR seq_nunber, AR tine)
wher e:

AR orig_addr is the originator address of a received TC nessage,
note that this does not include a prefix |ength;

AR seq_nunber is the greatest ANSN in any TC nessage received that
originated fromthe router with origi nator address AR orig_addr
(i.e., that contributed to the information contained in this
Tupl e) ;

AR time is the time at which this Tuple expires and MJST be
renmoved
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2. Router Topol ogy Set

A router’s Topol ogy Set records topol ogy information about the |inks
between routers in the MANET. It consists of Router Topol ogy Tuples:

(TR fromorig addr, TR to orig_addr, TR seq_nunber, TR netric,
TR tinme)

wher e:

TR fromorig_addr is the originator address of a router that can
reach the router with originator address TR to orig _addr in one
hop (note that this does not include a prefix |length);

TR to_orig addr is the originator address of a router that can be
reached by the router with originator address TR fromorig addr in
one hop (note that this does not include a prefix |length);

TR seq_nunber is the greatest ANSN in any TC nessage received that
originated fromthe router with originator address

TR fromorig_addr (i.e., that contributed to the information
contained in this Tuple);

TR netric is the neighbor nmetric fromthe router with originator
address TR fromorig_addr to the router with originator address
TR to_orig _addr

TR time specifies the tinme at which this Tuple expires and MJST be
renoved.

3. Routabl e Address Topol ogy Set

A router’s Routable Address Topol ogy Set records topol ogy information
about the routable addresses within the MANET, including via which
routers they may be reached. It consists of Routable Address

Topol ogy Tupl es:

(TA fromorig addr, TA dest _addr, TA seq _nhunber, TA netric,
TA tine)

wher e:
TA fromorig addr is the originator address of a router that can

reach the router with routabl e address TA dest _addr in one hop
(note that this does not include a prefix |ength);
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TA dest _addr is a routable address of a router that can be reached
by the router with originator address TA fromorig addr in one
hop;

TA seq_nunber is the greatest ANSN in any TC nessage received that
originated fromthe router with originator address

TA fromorig addr (i.e., that contributed to the information
contained in this Tuple);

TA netric is the neighbor metric fromthe router with originator
address TA fromorig_addr to the router with OLSRv2 interface
address TA dest addr;

TA tinme specifies the time at which this Tuple expires and MJST be
renoved.

10.4. Attached Network Set

A router’s Attached Network Set records infornmation about networks
(which nay be outside the MANET) attached to other routers and their
rout abl e addresses. It consists of Attached Network Tuples:

(AN_orig_addr, AN net_addr, AN seq nunber, AN dist, AN netric,
AN tinme)

wher e:

AN orig addr is the originator address of a router that can act as
gateway to the network with network address AN net_addr (note that
this does not include a prefix |length);

AN _net _addr is the network address of an attached network that may
be reached via the router with originator address AN orig_addr;

AN seq_nunber is the greatest ANSN in any TC nessage received that
originated fromthe router with origi nator address AN orig_addr
(i.e., that contributed to the information contained in this

Tupl e) ;

AN di st is the number of hops to the network with network address
AN net _addr fromthe router with originator address AN orig_addr;

AN netric is the netric of the link fromthe router with
originator address AN orig addr to the attached network with
address AN _net _addr;

AN tinme specifies the tine at which this Tuple expires and MJST be
renoved.
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5. Routing Set

A router’s Routing Set records the first hop along a selected path to
each destination for which any such path is known. It consists of
Rout i ng Tupl es:

(R dest _addr, R next _iface addr, R |ocal iface_addr, R dist,
R netric)

wher e:

R dest _addr is the network address of the destination, either the
network address of an interface of a destination router or the
net wor k address of an attached network;

R next iface_addr is the network address of the "next hop" on the
sel ected path to the destination

R local iface_addr is an address of the local interface over which
an | P packet MJST be sent to reach the destination by the selected
pat h.

R dist is the nunmber of hops on the selected path to the
desti nati on;

R netric is the metric of the route to the destination with
address R _dest_addr.

The Routing Set for a router is derived fromthe contents of other
Protocol Sets of the router (the Link Sets, the Neighbor Set, the
Rout er Topol ogy Set, the Routable Address Topol ogy Set, the Attached
Net wor k Set, and OPTI ONAL use of the 2-Hop Sets). The Routing Set is
updat ed (Routing Tupl es added or renoved, or the conplete Routing Set
recal cul ated) when routing paths are cal cul ated, based on changes to
these other Protocol Sets. Routing Tuples are not subject to tinmer-
based expiration

Recei ved Message | nformati on Base

The Recei ved Message Informati on Base, defined by this specification,
records information required to ensure that a nmessage is processed at
nost once and is forwarded at nost once per OLSRv2 interface of a
router, using MPR fl ooding. Messages are recorded using their
"signature", consisting of their type, originator address, and
nmessage sequence nunber.
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1. Received Set
A router has a Received Set per OLSRv2 interface. Each Received Set
records the signatures of nessages that have been received over that
OLSRv2 interface. Each consists of Received Tuples:

(RX_type, RX orig_addr, RX seq_nunber, RX tine)
wher e:

RX type is the recei ved Message Type;

RX orig _addr is the originator address of the received nessage
(note that this does not include a prefix |length);

RX_seq_nunber is the nessage sequence number of the received
nessage;

RX tine specifies the time at which this Tuple expires and MJST be
renoved.

2. Processed Set
A router has a single Processed Set that records signatures of
nessages that have been processed by the router. It consists of
Processed Tupl es:

(P_type, P_orig_addr, P_seq_nunber, P_tinme)
wher e:

P type is the processed Message Type;

P_orig addr is the originator address of the processed nessage
(note that this does not include a prefix |length);

P_seq_nunber is the nessage sequence nunber of the processed
nmessage;

P time specifies the tine at which this Tuple expires and MJST be
renoved.
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11.3. Forwarded Set

A router has a single Forwarded Set that records signatures of
nmessages that have been forwarded by the router. 1t consists of
For war ded Tupl es:

(F_type, F_ orig_addr, F_seq nunber, F _tinme)
wher e:
F type is the forwarded Message Type;

F orig addr is the originator address of the forwarded nessage
(note that this does not include a prefix |length);

F_seq_nunber is the nessage sequence nunber of the forwarded
nessage;

F time specifies the tine at which this Tuple expires and MJST be
renoved.

12. Information Base Properties

Thi s section describes sonme additional properties of Information
Bases and their contents.

12.1. Correspondi ng Protocol Tuples

As part of this specification, in a nunber of cases, there is a
natural correspondence froma Protocol Tuple in one Protocol Set to a
single Protocol Tuple in another Protocol Set, in the sane or another
Informati on Base. The latter Protocol Tuple is referred to as
"corresponding" to the former Protocol Tuple.

Speci fic exanpl es of correspondi ng Protocol Tuples include:

o There is a Local Interface Tuple corresponding to each Link Tuple,
where the Link Tuple is in the Link Set for a MANET interface and
the Local Interface Tuple represents that MANET interface.

o There is a Neighbor Tuple corresponding to each Link Tuple that
has L _HEARD tinme not EXPIRED, such that N nei ghbor_addr i st
contains L_nei ghbor_iface_addr _|ist.

0 There is a Link Tuple (in the Link Set in the sane Interface

I nformati on Base) corresponding to each 2-Hop Tuple such that
L_nei ghbor _i face_addr _|ist = N2_nei ghbor __iface_addr _|i st.
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There is a Nei ghbor Tuple corresponding to each 2-Hop Tupl e, such
that N _nei ghbor_addr _|ist contains N2 _neighbor _iface addr _|ist.
(This is the Neighbor Tuple corresponding to the Link Tuple
corresponding to the 2-Hop Tuple.)

There is an Advertising Renpote Router Tuple corresponding to each
Rout er Topol ogy Tupl e such that AR orig_addr = TR from orig_addr

There is an Advertising Renote Router Tuple corresponding to each
Rout abl e Address Topol ogy Tupl e such that AR orig_addr =
TA fromorig_addr

There is an Advertising Renpote Router Tuple corresponding to each
Attached Network Tuple such that AR orig addr = AN orig_addr

There is a Nei ghbor Tuple corresponding to each Routing Tuple such
that N_nei ghbor_addr _|ist contains R next_iface_addr

Addr ess Oanership

Addresses or network addresses with the follow ng properties are
considered as "fully owned" by a router when processing a received

nmessage:

o Equaling its originator address; OR

o Equaling the Oorig_addr in an Oiginator Tuple; OR

o Equaling or being a sub-range of the | _local _iface_addr_list in a
Local Interface Tuple; OR

o Equaling or being a sub-range of the IR |local _iface addr in a
Renoved I nterface Address Tuple; OR

o Equaling an AL_net_addr in a Local Attached Network Tuple.

Addresses or network addresses with the followi ng properties are
considered as "partially owned" (which may include being fully owned)
by a router when processing a received nessage:

o

o

Overl appi ng (equaling or containing) its originator address; OR

Over |l appi ng (equaling or containing) the Oorig addr in an
Originator Tuple; OR

Overlapping the | local iface_addr_list in a Local Interface
Tupl e; OR
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o Overlapping the IR local iface addr in a Renobved Interface Address
Tuple; OR

o Equaling or having as a sub-range an AL_net_addr in a Loca
At t ached Network Tupl e.

Packets and Messages

The packet and message format used by this protocol is defined in

[ RFC5444]. Except as otherw se noted, options defined in [ RFC5444]
may be freely used, in particular alternative formats defined by
packet, message, Address Bl ock, and TLV fl ags.

This section describes the usage of the packets and nessages defined
in [ RFC5444] by this specification and the TLVs defi ned by, and used
in, this specification.

1. Messages

Rout ers using this protocol exchange information through nessages.
The Message Types used by this protocol are the HELLO nessage and the
TC nmessage. The HELLO nessage is defined by [ RFC6130] and ext ended
by this specification (see Section 15). The TC message is defined by
this specification (see Section 16).

2. Packets

One or nore nessages sent by a router at the same time SHOULD be
conbined into a single packet, subject to any constraints on maxi mum
packet size (such as derived fromthe MIU over a |ocal single hop)
that MAY be inposed. These nessages nmay have originated at the
sendi ng router or at another router and are being forwarded by the
sending router. Messages with different originating routers MAY be
conbi ned for transm ssion within the same packet. Messages from

ot her protocols defined using [ RFC5444], including but not limted to
NHDP [ RFC6130], MAY be conbi ned for transmi ssion within the sane
packet. This specification does not define or use any contents of

t he Packet Header.

Forwar ded nessages MAY be jittered as described in [ RFC5148],

i ncluding the observation that the forwarding jitter of all nessages
received in a single packet SHOULD be the sane. The val ue of

MAXJI TTER used in jittering a forwarded nessage MAY be based on
information in that nessage (in particular any Message TLVs with Type
= I NTERVAL_TI ME or Type = VALIDI TY_TIME) or otherw se SHOULD be with
a maxi mum del ay of F_MAXJITTER. A router MAY nodify the jitter
applied to a message in order to nore efficiently conmbine nmessages in
packets, as long as the maximumjitter is not exceeded.
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3. TLVs

This specification defines two Message TLVs and four Address Bl ock
TLVs.

Al references in this specification to TLVs that do not indicate a
type extension assune Type Extension = 0. TLVs in processed nessages
with a type extension that is neither zero as so assuned, nor a
specifically indicated non-zero type extension, are ignored.

Note that, follow ng [ RFC5444] and network byte order, bits in an
octet are nunbered fromO (nost significant) to 7 (|l east
significant).

3.1. Message TLVs

The MPR WLLING TLV is used in HELLO nessages. A nmessage MJST NOT
contain nore than one MPR W LLING TLV.

| MPR_W LLI NG | 1 octet | Bits 0-3 encode the paraneter |
| | | WLL_FLOODING bits 4-7 encode the |
| | | parameter W LL_ROUTI NG |

Table 1: MPR W LLING TLV Definition

The CONT_SEQ NUM TLV is used in TC nessages. A nessage MJST NOT
contain nore than one CONT_SEQ NUM TLV.

. . e - +
| Type | Value Length | Val ue |
oo oo o e m e e e e e e e e e e e e e e am o - +
| CONT_SEQ _NUM | 2 octets | The ANSN contained in the Nei ghbor |
| | | I'nformation Base. |
. . T +

Tabl e 2: CONT_SEQ NUM TLV Definition
3.2. Address Block TLVs
The LINK METRIC TLV is used in HELLO nessages and TC nessages. It

MAY use any type extension; only LINK METRIC TLVs with type extension
equal to LINK METRIC TYPE will be used by this specification. An
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address MJUST NOT be associated with nmore than one |ink netric val ue

for any given type extension,

using this TLV.

kind (link or neighbor), and direction

S oo o e e e e e e e e e e e e e e e e e m o +
| Type | Val ue Length | Val ue |
. S e +
| LINK METRI C | 2 octets | Bits 0-3 indicate kind(s) and |
| | | direction(s); bits 4-7 indicate |
| | | exponent (b); and bits 8-15 indicate |
| | | mantissa (a). |
S R o e m e e e e e e e e e e e e m— oo +
Tabl e 3: LINK_METRIC TLV Definition

The exponent and mantissa use the representation defined in

Section 6.
(1),

di rection.

Each bit of the types and directions sub-field,
indicates that the link netric is of the indicated kind and
Any conbination of these bits MAY be used.

if set

----------------- S
Ki nd | Direction |
----------------- Fomm e e+
Link metric | I'ncomng |
Link netric | Qutgoing |
Nei ghbor netric | Incoming |
Nei ghbor metric | Qutgoing |
----------------- e

Table 4: LINK METRIC TLV Types and Directions

The MPR TLV is used in
with which it is associ

HELLO nessages and i ndi cates that an address
ated is of a synmetric 1-hop nei ghbor that has

been sel ected as an MPR

FLOODI NG i ndi cates that the correspondi ng |
address is of a neighbor selected as a |
fl oodi ng MPR, ROUTI NG i ndi cates that the |
correspondi ng address is of a nei ghbor |
sel ected as a routing MPR, and FLOOD ROUTE |
i ndi cates both (see Section 24.6). |

Table 5: MPR TLV Definition

S R, R
| Type | Value Length |
R oo
| MPR | 1 octet |
| | |
| | |
| | |
| | |
| | |
R oo
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The NBR _ADDR TYPE TLV is used in TC nessages.

Fom e e oo e oo +
| Type | Value Length | Val ue |
Fom e e e oo - oo o e m e e e e e e e e e e e e e e e +
| NBR_ADDR TYPE | 1 octet | ORIG NATOR indicates that the |
| | | correspondi ng address (which MJST |
| | | have maxi num prefix length) is an |
| | | originator address; ROUTABLE |
| | | indicates that the correspondi ng |
| | | network address is a routable |
| | | address of an interface; and |
| | | ROUTABLE ORI G indicates that the |
| | | correspondi ng address is both (see |
| | | Section 24.6). |
Fom e e e e oo - Fomm oo o - o m e e e e e e e e e e e e e e e e o +

Tabl e 6: NBR_ADDR _TYPE TLV Definition

If an address is both an originator address and a routabl e address,
then it nmay be associated with either one Address Bl ock TLV with Type
:= NBR_ADDR TYPE and Val ue := ROUTABLE ORIG, or with two Address

Bl ock TLVs with Type: = NBR_ADDR TYPE, one with Value := ORl G NATOR
and one with Value := ROUTABLE.

The GATEWAY TLV is used in TC nessages. An address MJST NOT be
associ ated with nmore than one hop count value using this TLV.

SR oo o e m e e e e e e e e e e e e e e am o - +
| Type | Value Length | Val ue |
. oo o m e e e e e e e e e e e e eem e +
| GATEWAY | 1 octet | Number of hops to attached network. |
R o e o oo e e e e e e e e e e e ee e +

Tabl e 7: GATEVWAY TLV Definition

Al'l address objects included in a TC nessage according to this
speci ficati on MUST be associated either with at | east one TLV with
Type := NBR_ADDR TYPE or with a TLV with Type := GATEWAY, but not
both. Any other address objects MAY be included in Address Bl ocks in
a TC message but are ignored by this specification.
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14.

14.

Message Processing and Forwardi ng

This section describes the optim zed fl oodi ng operation (MPR

fl oodi ng) used when control mnessages, as instances of [RFC5444], are
i ntended for MANET-w de distribution. This flooding mechani sm
defines when a received nmessage is, or is not, processed and/or

f or war ded.

This floodi ng nmechanismis used by this protocol and MAY be used by
extensions to this protocol that define, and hence own, other Message
Types, to manage processing and/ or forwardi ng of these nmessages.

This specification contains elenents (P_type, RX type, F_type)
required only for such usage.

This floodi ng nechanismis always used for TC nessages (see
Section 16). Received HELLO nessages (see Section 15) are, unless
i nvalid, always processed and never forwarded by this flooding
mechani sm They thus do not need to be recorded in the Received
Message | nformati on Base.

The processing selection and forwardi ng mechani sns are designed to
only need to parse the Message Header in order to determ ne whether a
nmessage is to be processed and/or forwarded and not to have to parse
the Message Body even if the nessage is forwarded (but not

processed). An inplenmentation MAY only parse the Message Body if
necessary or MAY al ways parse the Message Body and reject the nessage
if it cannot be so parsed or any other error is identified.

An i mpl enentati on MJST discard the message silently if it is unable
to parse the Message Header or (if attenpted) the Message Body, or if
a nessage (other than a HELLO nessage) does not include a nessage
sequence nunber.

1. Actions When Receiving a Message

On receiving, on an OLSRv2 interface, a nessage of a type specified
to be using this nmechanism which includes the TC nessages defined in
this specification, a router MIST performthe follow ng:

1. If the router recognizes fromthe originator address of the
nmessage that the nmessage is one that the receiving router itself
originated (i.e., the nessage originator address is the
originator address of this router or is an Oorig_addr in an
Oiginator Tuple), then the message MJUST be silently discarded.
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2.

14. 2.

O herw se:

1. If the nmessage is of a type that may be processed, then the
nmessage i s considered for processing according to
Section 14. 2.

2. If the nmessage is of a type that nmay be forwarded, AND:
+ <msg-hop-limt>is present and <nsg-hop-linmt> > 1; AND

+ <nsg-hop-count> is not present or <nsg-hop-count> < 255,

then the nmessage is considered for forwarding according to
Section 14. 3.

Message Considered for Processing

If a nessage (the "current nmessage") is considered for processing,
then the follow ng tasks MJST be perforned:

1

If the sending address (i.e., the source address of the IP

dat agram cont ai ni ng the current message) does not match (taking
into account any address prefix) a network address in an

L_nei ghbor _iface_addr list of a Link Tuple, with L _status =
SYMMETRIC, in the Link Set for the OLSRv2 interface on which the
current nmessage was received (the "receiving interface"), then
processing the current nessage is OPTIONAL. |If the current
nmessage i s not processed, then the follow ng steps are not
carried out.

If a Processed Tuple exists with:
* P_type = the Message Type of the current nmessage; AND

* P_orig_addr = the originator address of the current nessage;
AND

* P_seqg_nunber = the nessage sequence nunber of the current
nmessage,

then the current message MJUST NOT be processed.
O herw se:
1. Create a Processed Tuple in the Processed Set with:

+ P_type := the Message Type of the current message;
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+ P_orig_addr :=the originator address of the current
nessage;

+ P_seq_nunber := the sequence number of the current
nessage;

+ P_tine :=current time + P_HOLD TI ME

2. Process the current nmessage according to its Message Type.
For a TC message, this is as defined in Section 16. 3.

Message Considered for Forwardi ng

If a nmessage (the "current nessage") is considered for forwarding,
then the follow ng tasks MJST be perforned:

1

If the sending address (i.e., the source address of the IP

dat agram contai ning the current nmessage) does not match (taking
i nto account any address prefix) a network address in an

L_nei ghbor _i face_addr_list of a Link Tuple, with L_status =
SYMVETRIC, in the Link Set for the OLSRv2 interface on which the
current message was received (the "receiving interface"), then
the current message MJST be silently discarded.

O herw se:

1. If a Received Tuple exists in the Received Set for the
receiving interface, wth:

+ RX type = the Message Type of the current nessage; AND

+ RX orig_addr = the originator address of the current
message; AND

+ RX_seq_nunber = the sequence number of the current
nessage,

then the current nmessage MJST be silently discarded.
2. Oherw se:

1. Create a Received Tuple in the Received Set for the
receiving interface wth:

- RX_type := the Message Type of the current nessage;

- RX orig_addr := originator address of the current
nessage;
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RX seq_nunber := sequence nunber of the current
nmessage;
RX time := current tinme + RX HOLD TI ME.
a Forwarded Tuple exists with:
F type = the Message Type of the current nessage; AND

F orig_addr = the originator address of the current
message; AND

F _seq_nunber = the sequence nunber of the current
nmessage,

then the current message MJST be silently discarded.

O herwise, if the sending address mat ches (taking account

of

any address prefix), any network address in an

L_nei ghbor _i face_addr_list of a Link Tuple in the Link
Set for the receiving OLSRv2 interface that has L_status

1

SYMMETRI C and L_npr_sel ector = true, then:

Create a Forwarded Tuple in the Forwarded Set with:

o F_type := the Message Type of the current nessage;

o F_orig_addr := originator address of the current
nmessage;

o F_seq _nunber := sequence nunber of the current
nmessage;

o Ftinme := current time + F_ HOLD TI ME.

The Message Header of the current nessage is nodified
by:

o Decrement <msg-hop-limt> in the Message Header by
1; AND

o |If present, increnent <nsg-hop-count> in the
Message Header by 1.

The nessage is transmitted over all OLSRv2
interfaces, as described in Section 13.
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4. O herwi se, the current nessage MJUST be silently
di scar ded.

15. HELLO Messages

The HELLO Message Type is owned by NHDP [ RFC6130], and HELLO nessages
are thus generated, transmtted, received, and processed by NHDP
This protocol, as permitted by [ RFC6130], al so uses HELLO nessages,

i ncludi ng addi ng to HELLO nessage generation and inplenenting
addi ti onal processing based on received HELLO nessages. HELLO
nmessages are not forwarded by NHDP [ RFC6130] or by OLSRv2.

15.1. HELLO Message Generation

HELLO nessages sent over OLSRv2 interfaces are generated as defined
in [RFC6130] and then nodified as described in this section. HELLO
nmessages sent on other MANET interfaces are not nodified by this
speci fication.

HELLO nessages sent over OLSRv2 interfaces are extended by adding the
foll owi ng el enents:

o A message originator address, recording this router’s originator
address. This MJST use a <msg-orig-addr> el ement, unless:

* The message specifies only a single local interface address
(i.e., contains only one address object that is associated with
an Address Block TLV with Type = LOCAL_IF and that has no
prefix length or a maxi num prefix length) that will then be
used as the nmessage origi nator address; OR

* The message does not include any |ocal interface network
addresses (i.e., has no address objects associated with an
Address Bl ock TLV with Type = LOCAL_IF), as permtted by the
specification in [RFC6130], when the router that generated the

HELLO nessage has only one interface address and will use that
as the sending address of the IP datagramin which the HELLO
nessage is contained. In this case, that address will be used

as the nessage origi nator address.
0 A Message TLV with Type := MPR_WLLING MJIST be incl uded.

o The followi ng cases associate Address Bl ock TLVs with one or nore
addresses froma Link Tuple or a Neighbor Tuple if these are
included in the HELLO nessage. |n each case, the TLV MJUST be
associated with at | east one address object for an address from
the rel evant Tuple; the TLV MAY be associated with nmore such
addresses (including a copy of that address object, possibly not
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itself associated with any other indicated TLVs, in the sanme or a
di fferent Address Block). These additional TLVs MJST NOT be
associ ated with any other addresses in a HELLO nessage that will
be processed by NHDP [ RFC6130].

* For each Link Tuple for which L_in_netric != UNKNOAWN_METRI C and
for which one or nore addresses in its
L_nei ghbor _i face_addr _|ist are included as address objects with
an associ ated Address Block TLV with Type = LI NK_STATUS and
Val ue = HEARD or Value = SYMMETRIC, at |east one of these
addresses MJST be associated with an Address Block TLV with
Type := LINK METRIC indicating an incomng link netric with
value L_in_netric.

* For each Link Tuple for which L_out_metric != UNKNOAWN_METRI C
and for which one or nore addresses in its
L_nei ghbor _i face_addr _list are included as address objects with
an associ ated Address Block TLV with Type = LI NK_STATUS and
Val ue = SYMMETRIC, at |east one of these addresses MJST be
associ ated with an Address Bl ock TLV with Type := LINK_METRI C
i ndi cating an outgoing link netric with value L_out_netric.

* For each Nei ghbor Tuple for which N symmetric = true and for
whi ch one or nore addresses in its N neighbor_addr list are
i ncl uded as address objects with an associ ated Address Bl ock
TLV with Type = LI NK_STATUS or Type = OTHER NEI GHB and Val ue =
SYMVETRI C, at |east one of these addresses MJST be associ ated
with an Address Bl ock TLV with Type := LINK METRI C i ndi cating
an incom ng nei ghbor metric with value N_in_netric.

* For each Nei ghbor Tuple for which N symmetric = true and for
whi ch one or nore addresses in its N neighbor_addr list are
i ncl uded as address objects with an associ ated Address Bl ock
TLV with Type = LI NK _STATUS or Type = OTHER _NEI GHB and Val ue =
SYMMETRI C, at | east one of these addresses MJUST be associ ated
with an Address Bl ock TLV with Type := LINK METRI C i ndi cating
an out goi ng nei ghbor nmetric with value N out_netric.

* For each Nei ghbor Tuple with N flooding npr = true and for
whi ch one or nore network addresses in its N_nei ghbor_addr _li st
are included as address objects in the HELLO nmessage with an
associ ated Address Block TLV with Type = LI NK_STATUS and Val ue
= SYMMETRIC, at |east one of these addresses MJST be associ at ed
with an Address Bl ock TLV with Type := MPR and Val ue : =
FLOODI NG or Val ue : = FLOOD_ROUTE.
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15.

15.

* For each Nei ghbor Tuple with N routing nmpr = true and for which
one or nore network addresses in its N neighbor _addr list are
i ncl uded as address objects in the HELLO nmessage with an
associ ated Address Block TLV with Type = LI NK_STATUS and Val ue
= SYMMETRIC, at |east one of these addresses MJST be associ ated
with an Address Bl ock TLV with Type := MPR and Val ue : = ROUTI NG
or Value := FLOOD ROUTE

2. HELLO Message Transni ssion

HELLO messages are schedul ed and transmtted by NHDP [ RFC6130]. This
protocol MAY require that an additional HELLO nmessage be sent on each
OLSRv2 interface when either of the router’s sets of MPRs changes, in
addition to the cases specified in [ RFC6130] and subject to the
constraints specified in [ RFC6130] (notably on mi ni num HELLO nessage
transm ssion intervals).

3. HELLO Message Processing

When received on an OLSRv2 interface, HELLO nessages are made
available to this protocol in two ways, both as permtted by
[ RFC6130] :

0 Such received HELLO nessages MJST be made available to this
protocol on reception, which allows themto be di scarded before
bei ng processed by NHDP [ RFC6130], for example, if the information
added to the HELLO nmessage by this specification is inconsistent.

0 Such received HELLO nessages MJST be made available to OLSRv2
after NHDP [ RFC6130] has conpleted its processing thereof, unless
di scarded as mal formed by NHDP, for processing by OLSRv2.

3.1. HELLO Message Discarding

In addition to the reasons specified in [RFC6130] for discarding a
HELLO nessage on reception, a HELLO nessage recei ved on an OLSRv2

i nterface MUST be di scarded before processing by NHDP [ RFC6130] or
this specification if it:

0 Has nore than one Message TLV with Type = MPR_ W LLI NG

0 Has a nessage originator address, or a network address
correspondi ng to an address object associated with an Address
Bl ock TLV with Type = LOCAL_IF, that is partially owned by this
router. (Some of these cases are already excluded by [ RFC6130].)
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o

I ncl udes any address object associated with an Address Bl ock TLV
with Type = LI NK_STATUS or Type = OTHER NEI GHB t hat overl aps the
nmessage’ s origi nator address.

Contai ns any address that will be processed by NHDP [ RFC6130] t hat
is associated, using the sane or different address objects, wth
two different values of link netric with the same kind and
direction using a TLV with Type = LINK METRI C and Type Extension =
LI NK_METRI C_TYPE. This also applies to different addresses that
are both of the OLSRv2 interface on which the HELLO nessage was
recei ved.

Cont ai ns any address object associated with an Address Bl ock TLV
with Type = MPR that is not al so associated with an Address Bl ock
TLV with Type = LI NK_STATUS and Val ue = SYMVETRI C (i ncl udi ng usi ng
a different copy of that address object in the sanme or a different
Addr ess Bl ock) .

15.3.2. HELLO Message Usage

HELLO nmessages are first processed as specified in [RFC6130]. That
processing i ncludes identifying (or creating) a Link Tuple and a
Nei ghbor Tupl e corresponding to the originator of the HELLO nessage
(the "current Link Tuple" and the "current Nei ghbor Tuple"). After
this, the follow ng processing MIST al so be perforned if the HELLO
nessage is received on an OLSRv2 interface and contains a TLV with
Type = MPR_W LLI NG

1

If the HELLO nessage has a wel | -defined message ori gi nator
address, i.e., has an <nsg-orig-addr> el enent or has zero or one
net wor k addresses associated with a TLV with Type = LOCAL_ I F:

1. Renove any Nei ghbor Tuple, other than the current Nei ghbor
Tuple, with N orig addr = nmessage origi nator address, taking
any consequent action (including renmoving one or nore Link
Tupl es) as specified in [ RFC6130] .

2. The current Link Tuple is then updated according to:

1. Update L_in_metric and L_out_metric as described in
Section 15.3. 2. 1;

2. Update L_npr_selector as described in Section 15.3. 2. 3.
3. The current Nei ghbor Tuple is then updated according to:

1. N.orig_addr := message originator address;
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2. Update N.in_netric and N out _netric as described in
Section 15.3.2.1;

3. Update Nwll_flooding and Nw |l _routing as described in
Section 15. 3. 2. 2;

4. Update N npr_selector as described in Section 15.3.2. 3.

4. Al 2-Hop Tuples that were updated as described in [ RFC6130]
are then updated according to:

1. Update N2_in_nmetric and N2 _out _netric as described in
Section 15.3.2. 1.

2. If there are any changes to the router’s Informati on Bases, then
performthe processing defined in Section 17.

15.3.2.1. Updating Metrics

For each address in a received HELLO nessage with an associated TLV
with Type = LI NK_STATUS and Val ue = HEARD or Value = SYMMETRIC, an
incoming (to the message originator) link metric value is defined.

If the HELLO nessage contains a TLV with Type = LI NK_METRI C and Type
Extensi on = LI NK_METRI C TYPE t hat associ ates that address value with
a netric value of the appropriate kind (link) and direction
(incomng) of netric, then the incomng link metric is that metric
val ue; otherw se, the incomng link metric is defined as
UNKNOWN_METRI C.

For each address in a received HELLO nmessage with an associated TLV
with Type = LINK _STATUS and Val ue = SYMMETRI C, an outgoing (fromthe
nessage originator) link nmetric value is defined. |f the HELLO
nmessage contains a TLV with Type = LINK_METRI C and Type Extension =
LINK_METRI C TYPE t hat associates that address value with a netric
val ue of the appropriate kind (link) and direction (outgoing) of
nmetric, then the outgoing link netric is that netric val ue;

ot herwi se, the outgoing link netric is defined as UNKNOWN METRI C

For each address in a received HELLO nessage with an associated TLV
with Type = LI NK_STATUS or Type = OTHER _NEI GHB and Val ue = SYMVETRI C,
an incomng (to the nessage originator) neighbor metric value is
defined. |If the HELLO nessage contains a TLV with Type = LINK METRIC
and Type Extension = LINK METRI C TYPE that associ ates that address
value with a netric value of the appropriate kind (neighbor) and
direction (inconming) of nmetric, then the incom ng neighbor netric is
that netric value; otherwi se, the incom ng neighbor netric is defined
as UNKNOWN_METRI C
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For each address in a received HELLO nessage with an associated TLV
with Type = LI NK_STATUS or Type = OTHER NEI GHB and Val ue = SYMVETRI C,
an outgoing (fromthe nessage origi nator) neighbor netric value is
defined. |If the HELLO nessage contains a TLV with Type = LINK_ METRIC
and Type Extension = LINK_METRI C TYPE that associ ates that address
value with a netric value of the appropriate kind (neighbor) and
direction (outgoing) of nmetric, then the outgoing neighbor netric is
that netric value; otherw se, the outgoing neighbor netric is defined
as UNKNOWN_METRI C

The Iink netric elenents L_in_netric and L_out_netric in a Link Tuple
are updated according to the follow ng:

o For any Link Tuple, L_in _netric MAY be set to any representable
val ue by a process outside this specification at any tine.
L in_netric MIST be so set whenever L_status becones equal to
HEARD or SYMVETRIC (if no other value is available, then the value
MAXI MUM METRI C MUST be used). Setting L_in_netric MAY use
i nfornmati on based on the receipt of a packet including a HELLO
nmessage that causes the creation or updating of the Link Tuple.

o Wien, as specified in [ RFC6130], a Link Tuple is updated (possibly
i medi ately after being created) due to the receipt of a HELLO
nmessage, if L _status = SYMVETRIC, then L_out _netric is set equa
to the inconming link netric for any included address of the
i nterface on which the HELLO nessage was received. (Note that the
rul es for discarding HELLO nessages in Section 15.3.1 nake this
val ue unambi guous.) If there is any such address, but no such
link metric, then L_out_rmetric is set to UNKNOAN_ METRI C

The nei ghbor nmetric elenments Nin nmetric and N out _netric in a
Nei ghbor Tupl e are updated according to Section 17. 3.

The netric elenents N2_in_metric and N2_out_netric in any 2-Hop Tuple
updated as defined in [RFC6130] are updated to equal the incom ng

nei ghbor netric and outgoi ng nei ghbor netric, respectively,

associ ated with the corresponding N2_2hop_addr. |If there are no such
metrics, then these elenents are set to UNKNOWN_METRI C

3.2.2. Updating WIIingness
Nwll flooding and Nw Il _routing in the current Neighbor Tuple are

updat ed using the Message TLV with Type = MPR WLLING (note that this
nmust be present) as foll ows:
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o Nwll flooding := bits 0-3 of the value of that TLV, AND

o NwIll _routing := bits 4-7 of the value of that TLV.

(Each being in the range 0 to 15, i.e., WLL_NEVER to WLL_ALWAYS.)
15.3.2.3. Updating MPR Sel ector Status

L _npr_selector is updated as foll ows:

1. If a router finds an address object representing any of its
rel evant local interface network addresses (i.e., those contained
inthe | local iface addr list of an OLSRv2 interface) with an

associ ated Address Bl ock TLV with Type = MPR and Val ue = FLOODI NG
or Value = FLOOD ROUTE in the HELLO message (indicating that the
originating router has selected the receiving router as a

fl ooding MPR), then, for the current Link Tuple:

* L _npr_selector := true.

2. Oherwise (i.e., if no such address object and Address Bl ock TLV
was found), if a router finds an address object representing any
of its relevant local interface network addresses (i.e., those
contained in the | local iface addr |ist of an OLSRv2 interface)
with an associ ated Address Block TLV with Type = LI NK_STATUS and
Value = SYMMETRIC in the HELLO nessage, then, for the current
Li nk Tupl e:

* L_npr_selector := fal se.

N npr_selector is updated as foll ows:

1. If a router finds an address object representing any of its
rel evant local interface network addresses (those contained in
the | _local _iface_addr_list of an OLSRv2 interface) with an

associ ated Address Block TLV with Type = MPR and Val ue = ROUTI NG
or Value = FLOOD ROUTE in the HELLO nessage (indicating that the
originating router has selected the receiving router as a routing
MPR), then, for the current Neighbor Tuple:

* N_npr_selector := true;
* N advertised := true.
2. Oherwise (i.e., if no such address object and Address Bl ock TLV

was found), if a router finds an address object representing any
of its relevant |local interface network addresses (those
contained in the | local iface addr |ist of an OLSRv2 interface)
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16.

with an associ ated Address Block TLV with Type = LI NK_STATUS and
Value = SYMMETRIC in the HELLO nessage, then, for the current
Nei ghbor Tupl e:

* N_npr_selector := fal se;
* The router MAY al so set N advertised := fal se.
TC Messages

Thi s protocol defines, and hence owns, the TC Message Type (see
Section 24). Thus, as specified in [ RFC5444], this protoco

generates and transmits all TC nessages, receives all TC nessages,
and is responsi ble for determ ning whether and how each TC nessage is
to be processed (updating the Topol ogy Information Base) and/or
forwarded, according to this specification.

1. TC Message Generation

A TC nessage is a nessage as defined in [RFC5444]. A generated TC
nmessage MUST contain the followi ng el ements as defined in [ RFC5444]:

o A message originator address, recording this router’s originator
address. This MJST use a <msg-orig-addr> el ement.

0 <nsQg-seq-nunr el enent containing the nmessage sequence nunber

0 A <msg-hop-limt> elenment, containing TC HOP_ LIMT. A router MAY
use the same or different values of TC HOP LIMT in its TC
nessages (see Section 5.4.7).

0 A <msg-hop-count> el ement, containing zero, if the message
contains a TLV with either Type = VALID TY_TIME or Type =
| NTERVAL_TI ME (as specified in [ RFC5497]) indicating nore than one
time value according to distance. A TC nessage MAY contain such a
<nmsg- hop-count > el ement even if it does not need to.

o0 A single Message TLV with Type : = CONT_SEQ NUM and Val ue : = ANSN

fromthe Neighbor Information Base. |If the TC nessage is
conplete, then this Message TLV MJUST have Type Extension : =
COVWPLETE; otherwi se, it MJST have Type Extension := | NCOVPLETE

(Exception: a TC nessage MAY omit such a Message TLV if the TC
nessage does not include any address objects with an associ ated
Address Block TLV with Type = NBR_ADDR TYPE or Type = GATEWAY.)

o A single Message TLV with Type := VALIDITY_TIME, as specified in
[RFC5497]. If all TC nessages are sent with the sanme hop limt,
then this TLV MJST have a val ue encoding the period T_HOLD TI ME
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If TC nmessages are sent with different hop limts (nore than one
val ue of TC HOP_LIMT), then this TLV MJST specify tines that vary
wi th the nunber of hops appropriate to the chosen pattern of TC
nmessage hop limts, as specified in [ RFC5497]; these tinmes SHOULD
be appropriate nultiples of T_HOLD TIME. The options included in
[ RFC5497] for representing zero and infinite tinmes MJUST NOT be
used.

o If the TC nmessage is conplete, all network addresses that are the
N orig _addr of a Neighbor Tuple with N advertised = true, MJST be
represented by address objects in one or nore Address Bl ocks. If
the TC nessage is inconplete, then any such address objects MAY be
i ncluded. At |east one copy of each such address object that is
i ncl uded MUST be associated with an Address Bl ock TLV with Type : =
NBR_ADDR_TYPE and Value := ORI G NATOR or with Value :=
ROUTABLE ORIG if that address object is also to be associated with
Val ue = ROUTABLE

o If the TC nessage is conplete, all routable addresses that are in
the N _neighbor_addr list of a Neighbor Tuple with N advertised =
true MIUST be represented by address objects in one or nore Address
Bl ocks. If the TC nmessage is inconplete, then any such address
obj ects MAY be included. At |east one copy of each such address
obj ect MUST be associated with an Address Block TLV with Type =
NBR_ADDR TYPE and Val ue = ROUTABLE or with Val ue = ROUTABLE ORI G
if also to be associated with Value = ORIG NATOR. At | east one
copy of each such address object MJST be associated with an
Address Bl ock TLV with Type = LINK_METRI C and Type Extension =
LI NK_METRI C_TYPE i ndi cati ng an outgoi ng nei ghbor netric with val ue
equal to the corresponding N out netric.

o If the TC nessage is conplete, all network addresses that are the
AL_net _addr of a Local Attached Network Tuple MJST be represented
by address objects in one or nore Address Blocks. |If the TC
nmessage i s i nconplete, then any such address objects MAY be
i ncluded. At |east one copy of each such address object MJST be
associ ated with an Address Block TLV with Type := GATEWAY and
Value := AN dist. At |east one copy of each such address object
MJST be associated with an Address Block TLV with Type =
LI NK_METRI C and Type Extension = LI NK_ METRI C_TYPE i ndi cati ng an
out goi ng nei ghbor metric equal to the corresponding AL_netric.

A TC nessage MAY contain
0 A single Message TLV with Type := I NTERVAL_TI ME, as specified in
[ RFC5497]. If all TC nessages are sent with the same hop limt,

then this TLV MJST have a val ue encodi ng the period TC | NTERVAL.
If TC nessages are sent with different hop linmts, then this TLV
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MUST specify tines that vary with the nunber of hops appropriate
to the chosen pattern of TC nmessage hop linits, as specified in
[ RFC5497]; these times MUST be appropriate multiples of
TC_INTERVAL. The options included in [RFC5497] for representing
zero and infinite times MJST NOT be used.

2. TC Message Transni ssion

A router with one or nore OLSRv2 interfaces, and with any Nei ghbor
Tuples with N advertised = true, or with a non-enpty Local Attached
Net wor k Set MJST generate TC messages. A router that does not have
such information to advertise MIUST al so generate "enpty" TC nmessages
for a period A HOLD TIME after it |ast generated a non-enpty TC
nmessage.

Conpl ete TC nessages are generated and transmitted periodically on
all OLSRv2 interfaces, with a default interval between two
consecutive TC nessage transnissions by the sane router of

TC_| NTERVAL.

TC nmessages MAY be generated in response to a change in the
information that they are to advertise, indicated by a change in the
ANSN i n the Nei ghbor Information Base. 1In this case, a router MAY
send a conplete TC nessage and, if so, MAY restart its TC nessage
schedule. Alternatively, a router MAY send an inconplete TC nessage
with at least the newy advertised network addresses (i.e., not
previously, but now, an N_orig_addr or in an N_nei ghbor_addr_list in
a Nei ghbor Tuple with N advertised = true or an AL_net_addr) in its
Address Bl ocks, with associ ated Address Bl ock TLV(s). Note that a
router cannot report renoval of advertised content using an

i nconpl ete TC nessage.

When sending a TC nessage in response to a change of advertised

net wor k addresses, a router MJST respect a mninuminterval of

TC_M N_I NTERVAL between sendi ng TC nessages (conplete or inconplete)
and a maxi muminterval of TC | NTERVAL between sendi ng conplete TC
nessages. Thus, a router MJUST NOT send an inconplete TC nessage if
within TC_M N_I NTERVAL of the next scheduled tinme to send a conplete
TC message.

The generation of TC nmessages, whether schedul ed or triggered by a
change of contents, MAY be jittered as described in [RFC5148]. The
val ues of MAXJI TTER used MUST be:

o TP_MAXJITTER for periodic TC message generation;

o TT_MAXJITTER for responsive TC message generation.
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16.3. TC Message Processing

On receiving a TC nmessage on an OLSRv2 interface, the receiving
router MUST then follow the processing and forwardi ng procedures
defined in Section 14.

If the nmessage is considered for processing (Section 14.2), then a
router MUST first check if the nessage is invalid for processing by
this router, as defined in Section 16.3.1. A router MAY nake a
sim lar check before considering a nessage for forwarding; it MJST
check the aspects that apply to elenents in the Message Header

If the TC nmessage is not invalid, then the processing specific to TC
Message Type, described in Section 16.3.2, MJST be applied. This
will update its appropriate Interface Information Bases and its
Router Information Base. Following this, if there are any changes in
these Informati on Bases, then the processing in Section 17 MJST be
per f or med.

16.3.1. TC Message Di scarding

A received TC nessage is invalid for processing by this router if the
nessage:

0 Has an address length specified in the Message Header that is not
equal to the length of the addresses used by this router.

o Does not include a nessage origi nator address and a nessage
seqguence nunber.

o Does not include a hop count and contains a nulti-value TLV with
Type = VALIDITY_TIME or Type = I NTERVAL_TIME, as defined in
[ RFC5497] .

o Does not have exactly one Message TLV with Type = VALID TY_TI ME

0 Has nore than one Message TLV with Type = | NTERVAL_TI ME.

o Does not have a Message TLV with Type = CONT_SEQ NUM and Type
Ext ensi on = COWLETE or Type Extension = | NCOWLETE and contai ns
at | east one address object associated with an Address Bl ock TLV
with Type = NBR_ADDR TYPE or Type = GATEWAY

0 Has nore than one Message TLV with Type = CONT_SEQ NUM and Type
Ext ensi on = COWPLETE or Type Extension = | NCOVPLETE.

0 Has a nessage originator address that is partially owed by this
router.
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o Includes any address object with a prefix length that is not
maxi mal (equal to the address length, in bits), associated with an
Address Block TLV with Type = NBR_ADDR TYPE and Val ue = ORI G NATOR
or Val ue = ROUTABLE ORI G

o Includes any address object that represents a non-routable
address, associated with an Address Block TLV with Type =
NBR_ADDR_TYPE and Val ue = ROUTABLE or Val ue = ROUTABLE ORI G

0 Includes any address object associated with an Address Bl ock TLV
with Type = NBR_ADDR TYPE or Type = GATEWAY that al so represents
the nessage’s origi nator address.

o Includes any address object (including different copies of an
address object in the same or different Address Blocks) that is
associated with an Address Block TLV with Type = NBR_ADDR TYPE or
Type = GATEWAY that is al so associated with nore than one outgoi ng
nei ghbor metric using a TLV with Type = LINK METRI C and Type
Ext ensi on = LI NK_METRI C_TYPE

0 Associ ates any address object (including different copies of an
address object in the same or different Address Bl ocks) with nore
than one single hop count val ue using one or nore Address Bl ock
TLV(s) with Type = GATEWAY

0 Associ ates any address object (including different copies of an
address object in the same or different Address Blocks) with
Address Bl ock TLVs with Type = NBR_ADDR TYPE and Type = GATEWAY

A router MAY recogni ze additional reasons for identifying that a
nessage is invalid. An invalid nessage MJST be silently discarded,
wi t hout updating the router’s Information Bases.

Note that a router that acts inconsistently, for exanple, rejecting
TC nmessages "at random', may cause parts of the network to not be
able to communicate with other parts of the network. It is
RECOMMVENDED t hat such "additional reasons for identifying that a
nessage is invalid" be a consistent network-wi de policy (e.g., as
part of a security policy), inplenmented on all participating routers.
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16.3.2. TC Message Processing Definitions

When, according to Section 14.2, a TC nessage is to be "processed
according to its type", this means that:

o

If the TC nmessage contains a Message TLV with Type = CONT_SEQ NUM
and Type Extension = COVWPLETE, then processing according to
Section 16.3.3 and then according to Section 16.3.4 is carried
out .

If the TC nmessage contains a Message TLV with Type = CONT_SEQ NUM
and Type Extension = | NCOVWPLETE, then only processing according to
Section 16.3.3 is carried out.

For the purposes of the TC nmessage processing in Section 16.3.3 and
Section 16. 3. 4:

o

"validity tinme" is calculated froma VALID TY_TIME Message TLV in
the TC nessage according to the specification in [ RFC5497]. Al
information in the TC nessage has the same validity tine.

"received ANSN' is defined as being the value of a Message TLV
wi th Type = CONT_SEQ NUM

"associated netric value" is defined for any address in the TC
nessage as being either the outgoing neighbor netric val ue
indicated by a TLV with Type = LINK_METRI C and Type Extension =

LI NK_ METRI C TYPE that is associated with any address object in the
TC nessage that is equal to that address or as UNKNOAN_METRI C
otherwise. (Note that the rules in Section 16.3.1 nake this
definition unambi guous.)

Conpari sons of sequence numnbers are carried out as specified in
Section 21.

16.3.3. Initial TC Message Processing

The TC nmessage i s processed as foll ows:

1

The Advertising Renote Router Set is updated according to
Section 16.3.3.1. If the TC nmessage is indicated as discarded in
that processing, then the followi ng steps are not carried out.

The Router Topol ogy Set is updated according to Section 16.3. 3. 2.

The Rout abl e Address Topol ogy Set is updated according to
Section 16. 3. 3. 3.
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16. 3. 3.
The

1.

16. 3. 3.

The

The Attached Network Set is updated according to
Section 16. 3. 3. 4.

1. Populating the Advertising Renpte Router Set
router MJUST update its Advertising Renote Router Set as follows:
If there is an Advertising Renobte Router Tuple wth:
* AR orig_addr = nmessage origi nator address; AND
* AR seq_nunber > recei ved ANSN,
then the TC nessage MJST be di scarded.
O herw se:
1. If there is no Advertising Renpte Router Tuple such that:
+ AR orig_addr = nessage originator address;
then create an Advertising Renpte Router Tuple with:
+ AR orig_addr := nmessage origi nator address.

2. This Advertising Renote Router Tuple (existing or new) is
then nodified as foll ows:

+ AR seq_nunber := received ANSN,

+ AR tinme := current time + validity tine.
2. Populating the Router Topol ogy Set
router MJUST update its Router Topol ogy Set as foll ows:
For each address (henceforth, advertised address) that
corresponds to one or nore address objects with an associ at ed
Address Block TLV with Type = NBR_ADDR TYPE and Val ue =
ORI G NATOR or Value = ROUTABLE ORI G and that is not partially
owned by this router, performthe follow ng processing:

1. If the associated netric is UNKNOAWN METRI C, then renobve any
Rout er Topol ogy Tupl e such that:

+ TR fromorig_addr = nessage origi nator address; AND

+ TR to orig addr = advertised address.
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2. Oherwise, if there is no Router Topol ogy Tuple such that:
+ TR fromorig_addr = nessage origi nator address; AND
+ TR to_orig _addr = advertised address,
then create a new Router Topology Tuple with
+ TR fromorig_addr := message originator address;
+ TR to_orig_addr := advertised address.

3. This Router Topology Tuple (existing or new) is then nodified
as follows:

+ TR seq_nunber := received ANSN
+ TR nmetric := associated link netric;

+ TR tinme := current time + validity tine.

16.3.3.3. Popul ating the Routabl e Address Topol ogy Set

The router MJUST update its Routabl e Address Topol ogy Set as foll ows:

1

For each network address (henceforth, advertised address) that
corresponds to one or nore address objects with an associ ated
Address Bl ock TLV with Type = NBR _ADDR TYPE and Val ue = ROUTABLE
or Value = ROUTABLE ORIG and that is not partially owned by this
router, performthe follow ng processing:

1. If the associated nmetric is UNKNOAWN METRI C, then renpve any
Rout abl e Address Topol ogy Tuple such that:

+ TA fromorig_addr = nessage origi nator address; AND
+ TA dest _addr = advertised address.

2. Oherwise, if there is no Routable Address Topol ogy Tuple
such that:

+ TA fromorig _addr = nessage origi nator address; AND

+ TA dest_addr = advertised address,
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then create a new Routabl e Address Topol ogy Tuple with:
+ TA fromorig_addr := message originator address;
+ TA dest_addr := advertised address.

Thi s Rout abl e Address Topol ogy Tuple (existing or new) is
then nodified as foll ows:

+ TA seq_nunber := received ANSN,
+ TA nmetric := associated link netric;
+ TA time := current time + validity tine.

Popul ating the Attached Network Set

The router MUST update its Attached Network Set as foll ows:

1.

For each network address (henceforth, attached address) that
corresponds to one or nore address objects with an associ ated
Address Bl ock TLV with Type = GATEWAY and that is not fully owned
by this router, performthe follow ng processing:

1.

Cl ausen,

If the associated netric is UNKNONN_METRI C, then renpbve any
Attached Network Tuple such that:

+ AN net _addr = attached address; AND

+ AN orig_addr = message origi nator address.

QO herwise, if there is no Attached Network Tuple such that:
+ AN net _addr = attached address; AND

+ AN orig_addr = message origi nator address,

then create a new Attached Network Tuple with:

+ AN net _addr := attached address;

+ AN orig_addr := nmessage origi nator address.

This Attached Network Tuple (existing or new) is then
nodi fied as foll ows:

+ AN_seq_nunber := received ANSN,
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+ AN dist := the Value of the associated GATEWAY TLV;
+ AN netric := associated link metric;
+ AN time := current time + validity tinme.
16.3.4. Conpleting TC Message Processing
The TC message i s processed as foll ows:
1. The Router Topol ogy Set is updated according to Section 16.3.4.1

2. The Routabl e Address Topol ogy Set is updated according to
Section 16. 3. 4. 2.

3. The Attached Network Set is updated according to
Section 16. 3. 4. 3.

16.3.4.1. Purging the Router Topol ogy Set
The Router Topol ogy Set MUST be updated as foll ows:
1. Any Router Topol ogy Tuples with:
* TR fromorig addr = nessage origi nator address; AND
* TR _seq_nunber < received ANSN
MUST be renpved
16.3.4.2. Purging the Routabl e Address Topol ogy Set
The Rout abl e Address Topol ogy Set MJST be updated as foll ows:
1. Any Routable Address Topol ogy Tuples with:
* TA fromorig addr = nessage origi nator address; AND
* TA seq_nunber < received ANSN

MUST be renoved
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16.3.4.3. Purging the Attached Network Set
The Attached Network Set MJST be updated as foll ows:
1. Any Attached Network Tuples wth:
* AN orig addr = nessage origi nator address; AND
* AN_seq_nunber < received ANSN
MUST be renpved
17. Information Base Changes

The changes described in the follow ng sections MJST be carried out
when any | nformati on Base changes as i ndi cat ed.

17.1. Oiginator Address Changes
If the router changes its originator address, then
1. If there is no Oiginator Tuple wth:
* Quorig_addr = old originator address
then create an Originator Tuple with
* Quorig_addr := old originator address
The Originator Tuple (existing or new) wth:
* Q.oorig_addr = new origi nator address
is then nodified as foll ows:
* QOtime := current time + O HOLD TI ME
17.2. Link State Changes

The consi stency of a Link Tuple MJUST be naintained according to the
following rules, in addition to those in [ RFC6130]:

o If L_status = HEARD or L_status = SYMMETRIC, then L_in_netric MJST
be set (by a process outside this specification).

o If L_status !'= SYMMETRIC, then set L _npr_selector := false.
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1

If L out_metric = UNKNOM_METRIC, then L_status MJST NOT equa
SYMVETRIC, set L_SYMtine := EXPIRED if this woul d otherw se be

t he case.

Nei ghbor State Changes

consi stency of a Nei ghbor Tuple MJUST be mai ntained according to
following rules, in addition to those in [ RFC6130]:

If N symmetric = true, then N.in_metric MJST equal the m nimm
value of all L_in_netric of corresponding Link Tuples with

L status = SYMMETRIC and L_in_netric !'= UNKNOAWN METRIC. If there
are no such Link Tuples, then N.in_netric MJST equa
UNKNOWN_METRI C

If N symetric = true, then N out_netric MJST equal the m ninum
value of all L_out_netric of corresponding Link Tuples with

L status = SYMMETRIC and L_out_netric !'= UNKNOMWN_ METRIC. |f
there are no such Link Tuples, then N out _netric MJST equa
UNKNOWN_METRI C

If N.symetric = false, then N flooding_npr, N_routing_ npr,
N _npr_selector, and N advertised MJIST all be equal to false.

If N _npr_selector = true, then N advertised MJST be equal to
true.

If N.symmetric = true, N out_netric !'= UNKNOAN_METRI C and

N npr_selector = false, then a router MAY select N advertised =
true or N advertised = false. The nore neighbors that are
advertised, the larger TC nessages becone, but the nore
redundancy is available for routing. A router SHOULD consi der
the nature of its network in naking such a decision and SHOULD
avoi d unnecessary changes in advertising status, which may result
i n unnecessary changes to routing.

Adverti sed Nei ghbor Changes

router MUST increment the ANSN in the Nei ghbor Infornmation Base
never:

Any Nei ghbor Tupl e changes its N advertised val ue, or any
Nei ghbor Tuple with N advertised = true is renoved.

Any Nei ghbor Tuple with N advertised = true changes its
N orig_addr or has any routabl e address added to or renoved from
N_nei ghbor _addr _|ist.
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17.

3. Any Neighbor Tuple with N advertised = true has N out _netric
changed.

4. There is any change to the Local Attached Network Set.

5. Advertising Renote Router Tuple Expires

The Router Topol ogy Set, the Routable Address Topol ogy Set, and the
Attached Network Set MUST be changed when an Advertising Renpte
Router Tuple expires (AR time is reached). The follow ng changes are
requi red before the Advertising Renote Router Tuple is renoved:

1. Al Router Topol ogy Tuples with:

* TR fromorig_addr = AR orig_addr of the Advertising Renpte
Rout er Tupl e

are renoved.
2. Al Routable Address Topol ogy Tuples with:

* TA fromorig addr = AR orig_addr of the Advertising Renpte
Rout er Tupl e

are renoved.
3. Al Attached Network Tuples wth:

* AN orig addr = AR orig_addr of the Advertising Renpote Router
Tupl e

are renoved
6. Nei ghborhood Changes and MPR Updat es
The sets of symmetric 1-hop nei ghbors selected as fl ooding MPRs and
routing MPRs MUST satisfy the conditions defined in Section 18. To
ensure this:

1. The set of flooding MPRs of a router MJIST be recal culated if:

* A Link Tuple is added with L_status = SYMVETRI C and
L out_nmetric != UNKNOWN METRIC, OR

* A Link Tuple with L_status = SYMMETRIC and L_out _netric !=
UNKNOMN_METRI C i s renmoved; OR
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*

A Link Tuple with L_status = SYMVETRIC and L_out _netric !=
UNKNOWN_METRI C changes to having L_status = HEARD, L_status =
LOST, or L_out_netric = UNKNOWW_METRIC; OR

* A Link Tuple with L_status = HEARD or L_status = LOST changes
to having L_status = SYMVETRIC and L_out _netric !=
UNKNOWN_METRI C; OR

* The flooding MPR sel ection process uses netric val ues (see
Section 18.4) and the L_out_netric of any Link Tuple with
L_status = SYMVETRI C changes; OR

* The Nwll _flooding of a Neighbor Tuple with N symmetric =
true and N out _netric !'= UNKNOAWN_METRI C changes from
W LL_NEVER to any other value; OR

* The Nwll_flooding of a Neighbor Tuple with N flooding_nmpr =
true changes to WLL_NEVER from any ot her val ue; OR

* The Nwll _flooding of a Neighbor Tuple with N symetric
true, N out_netric !'= UNKNOWN_METRI C, and N_fl oodi ng_npr
fal se changes to WLL_ALWAYS from any ot her val ue; OR

* A 2-Hop Tuple with N2 _out _netric !'= UNKNOAMN_METRI C i s added or
removed; OR

* The N2_out_netric of any 2-Hop Tuple changes and either the
fl oodi ng MPR sel ection process uses netric val ues (see
Section 18.4) or the change is to or from UNKNOWN_METRI C.

2. Oherwise, the set of flooding MPRs of a router MAY be
recalculated if the Nw Il _flooding of a Neighbor Tuple with
N symmetric = true changes in any other way; it SHOULD be
recalculated if N flooding_npr = false and this is an increase in
Nwll_flooding or if N flooding npr = true and this is a
decrease in N will _flooding.

3. The set of routing MPRs of a router MJST be recal culated if:

* A Neighbor Tuple is added with N symretric = true and
N_in_metric !'= UNKNOWN_METRI C; OR

* A Neighbor Tuple with N symetric = true and N.in _netric !
UNKNOWN METRIC is renpved; OR

* A Neighbor Tuple with N symetric = true and N_.in_netric !
UNKNOMN_METRI C changes to having N symmetric = fal se; OR
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* A Nei ghbor Tuple with N symetric = fal se changes to having
N symmetric = true and N.in netric !'= UNKNOMWN METRIC, OR

* The N_.in_metric of any Nei ghbor Tuple with N symetric = true
changes; OR

* The Nwll _routing of a Neighbor Tuple with N synmetric = true
and N in_netric !'= UNKNOWN_METRI C changes from WLL_NEVER to
any other value; OR

* The Nwll _routing of a Neighbor Tuple with N routing_npr =
true changes to WLL_NEVER from any ot her val ue; OR

* The Nwll _routing of a Neighbor Tuple with N synmetric =
true, N_in_netric !'= UNKNOAWN_METRI C and N _routing_npr = false
changes to WLL_ALWAYS from any ot her val ue; OR

* A 2-Hop Tuple with N2_in_netric != UNKNOAN METRIC i s added or
removed; OR

* The N2_in_metric of any 2-Hop Tupl e changes.

4. O herwise, the set of routing MPRs of a router MAY be
recalculated if the Nwill _routing of a Neighbor Tuple with
N symmetric = true changes in any other way; it SHOULD be
recalculated if Nrouting npr = false and this is an increase in
Nwll_routing or if N routing_npr = true and this is a decrease
in Nwll _routing.

If either set of MPRs of a router is recalculated, this MJST be as
descri bed in Section 18.

7. Routing Set Updates

The Routing Set MJST be updated, as described in Section 19, when
changes in the Local Information Base, the Nei ghborhood Information
Base, or the Topology Infornmation Base indicate a change (i ncluding
of any potentially used outgoi ng nei ghbor netric values) of the known
symretric links and/or attached networks in the MANET, hence changi ng
the Topology Graph. It is sufficient to consider only changes that
affect at |east one of:

o The Local Interface Set for an OLSRv2 interface, if the change
renoves any network address in an |_local _iface_addr_list. In
this case, unless the OLSRv2 interface is renoved, it may not be
necessary to do nmore than replace such network addresses, if used,
by an alternative network address fromthe same
| local iface_addr |ist.
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o The Local Attached Set, if the change renobves any AL net _addr that

is also an AN net_addr. In this case, it may not be necessary to
do nore than add Routing Tuples with R dest_addr equal to that
AN net addr.

o The Link Set of any OLSRv2 interface, considering only Link Tuples
that have, or just had, L _status = SYMMETRIC and L_out _netric !=
UNKNOWN_METRI C (i ncl udi ng renoval of such Link Tuples).

o The Nei ghbor Set of the router, considering only Neighbor Tuples
that have, or just had, N symmetric = true and N out_netric !=
UNKNOWN_METRI C and do not have N orig _addr = unknown.

o The 2-Hop Set of any OLSRv2 interface, if used in the creation of
the Routing Set and if the change affects any 2-Hop Tuples with
N2_out_nmetric !'= UNKNOM_METRI C

o The Router Topol ogy Set of the router.
o The Routabl e Address Topol ogy Set of the router.
o The Attached Network Set of the router.

18. Sel ecting MPRs

Each router MJST select, fromanong its willing symretric 1-hop

nei ghbors, two subsets of these routers, as flooding and routing
MPRs. This selection is recorded in the router’s Neighbor Set and
reported in the router’s HELLO nessages. Routers MAY select their
MPRs by any process that satisfies the conditions that foll ow, which
may, but need not, use the organi zation of the data descri bed.
Routers can freely interoperate whether they use the same or
different MPR sel ection algorithms.

Only flooding MPRs forward control nessages fl ooded through the
MANET, thus effecting a flooding reduction, an optim zation of the
fl oodi ng nmechani sm known as MPR flooding. Routing MPRs are used to
ef fect a topol ogy reduction in the MANET. (If no such reduction is
required, then a router can select all of its relevant nei ghbors as
routing MPRs.) Consequently, while it is not essential that these
two sets of MPRs are m nimal, keeping the nunbers of MPRs snal
ensures that the overhead of this protocol is kept to a m ni num
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18.1. Overview

MPRs are sel ected according to the follow ng steps, defined in the
foll owi ng sections:

o0 A data structure known as a Nei ghbor Gaph is defined

o The properties of an MPR Set derived froma Nei ghbor G aph are
defined. Any algorithmthat creates an MPR Set that satisfies
these properties is a valid MPR selection algorithm An exanple
algorithmthat creates such an MPR Set is given in Appendi x B

0o How to create a Nei ghbor Graph for each interface based on the
corresponding Interface Informati on Base is defined, and how to
conbine the resulting MPR Sets to deternine the router’s fl ooding
MPRs and record those in the router’s Nei ghbor Set are descri bed.

0o Howto create a single Neighbor G aph based on all Interface
I nformati on Bases and the Nei ghbor Infornation Base is defined,
and how to record the resulting MPR Set as the router’s routing
MPRs in the router’s Neighbor Set is described.

o A specification as to when MPRs MJUST be cal culated is given.

When a router selects its MPRs, it MAY consider any characteristics

of its neighbors that it is aware of. In particular, it SHOULD
consider the willingness of the neighbor, as recorded by the
corresponding Nwill _flooding or Nwill _routing value, as

appropriate, preferring neighbors with higher values. (Note that
wi | lingness values equal to WLL _NEVER and WLL_ALWAYS are al ways
consi dered, as described.) However, a router MAY consider other
characteristics to have a greater significance.

Each router MAY select its flooding and routing MPRs i ndependently of
each other or coordinate its selections. A router MAY make its MPR
sel ections independently of the MPR selection by other routers, or it
MAY, for exanple, give preference to routers that either are, or are
not, already selected as MPRs by other routers.

18.2. Nei ghbor G aph
A Nei ghbor Graph is a structure defined here as consisting of sets Nl
and N2 and sonme associated nmetric and willingness values. Elenents

of set Nl represent willing symetric 1-hop neighbors, and el ements
of set N2 represent addresses of a symetric 2-hop nei ghbor
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A Nei ghbor Graph has the follow ng properties:

o

o

3.

It contains two disjoint sets N1 and N2.

For each element x in N1, there is an associated w llingness val ue
WX) such that WLL_NEVER < Wx) <= WLL_ALWAYS.

For each elenent x in N1, there is an associated metric di(x) > 0.

For some elements y in N2, there is an associated nmetric di(y) >
0. (Oher elenents y in N2 have undefined di(y); this may be
considered to be infinite.)

For each elenent x in N1, there is a subset N2(x) of elenents of
N2; this subset may be enpty. For each x in N1 and each y in
N2(x), there is an associated netric d2(x,y) > 0. (For other x in
N1 and y in N2, d2(x,y) is undefined and nmay be consi dered
infinite.)

N2 is equal to the union of all the N2(x) for all x in N1, i.e.
for each y in N2, there is at least one x in Nl such that y is in
N2( x) .

is convenient to al so define:

For each y in N2, the set Nl(y) that contains x in NL if and only
if yisinN2(x). Fromthe final property above, N1(y) is not

enpty.

For each x in Nl and y in N2, if d2(x,y) is defined, then d(x,y)
:= d1(x)+d2(x,y); otherwi se, d(x,y) is not defined. (Thus, d(x,Y)
is defined if yis in N2(x) or, equivalently, if x is in N1(y).)

For any subset S of Nl and for each y in N2, the netric d(y,S) is
the m ni num val ue of di(y), if defined, and of all d(x,y) for x in
N1(y) and in S. If there are no such netrics to take the m ni num
val ue of, then d(y,S) is undefined (may be considered to be
infinite). Fromthe final property above, d(y,Nl) is defined for
all vy.

MPR Properties

G ven a Nei ghbor G aph as defined in Section 18.2, an MPR Set for
that Nei ghbor Graph is a subset Mof the set N1 that satisfies the
foll owi ng properties:
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o If xin NL has Wx) = WLL_ALWAYS, then x is in M

o For any y in N2 that does not have a defined dl(y), there is at
| east one elenent in Mthat is also in N1(y). This is equivalent
to the requirenment that d(y,M is defined.

o For any y in N2, d(y,M = d(y,N1).

These properties reflect that the MPR Set consists of a set of
symretric 1-hop nei ghbors that cover all the symetric 2-hop

nei ghbors and that they do so retaining a mninmmdistance route
(1-hop, if present, or 2-hop) to each symetric 2-hop nei ghbor

Note that if Mis an MPR Set, then so is any subset of Nl that
contains M also note that Nl is always an MPR Set. An MPR Set nay
be enpty but cannot be enmpty if N2 contains any elenents y that do
not have a defined dl(y).

4. Fl oodi ng MPRs

Whenever flooding MPRs are to be cal cul ated, an inplenentati on MJST
determ ne and record a set of flooding MPRs that is equivalent to one
cal cul ated as described in this section

The cal cul ati on of flooding MPRs need not use link netrics or
equivalently, may use link netrics with a fixed value, here taken to
be 1. However, links with unknown netric (L_out_netric =
UNKNOMWN_METRI C) MUST NOT be used even if link netrics are otherw se
not used.

Rout ers MAY nmke individual decisions as to whether to use l|ink
nmetrics for the calculation of flooding MPRs. A router MJST use the
same approach to the choice of whether to use link netrics for al
links, i.e., in the cases indicated by A or B, the same choi ce MJST
be made in each case

For each OLSRv2 interface (the "current interface"), define a
Nei ghbor Graph as defined in Section 18.2 according to the follow ng:

o Define a reachable Link Tuple to be a Link Tuple in the Link Set
for the current interface with L_status = SYMMETRI C and
L_out_metric !'= UNKNOM_METRI C

0o Define an allowed Link Tuple to be a reachabl e Link Tuple whose
correspondi ng Nei ghbor Tuple has N.will_flooding > WLL_NEVER

Cl ausen, et al. St andards Track [ Page 74]



RFC 7181 OLSRv?2 April 2014

o Define an allowed 2-Hop Tuple to be a 2-Hop Tuple in the 2-Hop Set
for the current interface for which N2 out netric !=
UNKNOWN_METRI C and there is an allowed Link Tuple with
L_nei ghbor _i face_addr _|ist = N2_nei ghbor i face_addr _|i st.

o Define an elenent of N1 for each allowed Link Tuple. This then
defines the correspondi ng Link Tuple for each el enent of N1 and
the correspondi ng Nei ghbor Tuple for each el enent of N1, being the
Nei ghbor Tupl e corresponding to that Link Tuple.

o For each elenent x in N1, define Wx) := Nwll_flooding of the
correspondi ng Nei ghbor Tupl e.

o For each elenent x in N1, define di(x) as either:

A. L _out_metric of the corresponding Link Tuple; OR
B. 1.

0 Define an element of N2 for each network address that is the
N2_2hop_addr of one or nore allowed 2-Hop Tuples. This then
defines the correspondi ng address for each el enent of N2.

o For each elenent y in N2, if the corresponding address is in the
N _nei ghbor _addr _|ist of a Neighbor Tuple that corresponds to one
or nore reachable Link Tuples, then define dl(y) as either
A. the mnimmvalue of the L_out_netric of those Link Tuples; OR

B. 1.

QO herwi se, dl(y) is not defined. |In the latter case, where dl(y)
=1, all suchy in N2 may instead be renoved from N2.

o For each elenent x in N1, define N2(x) as the set of elenents y in
N2 whose correspondi ng address is the N2 _2hop_addr of an all owed
2-Hop Tuple that has N2_nei ghbor _iface_addr |ist =
L_nei ghbor i face_addr _list of the Link Tuple corresponding to x.
For all such x and y, define d2(x,y) as either:

A. N2 _out_netric of that 2-Hop Tuple; OR

B. 1.
It is up to an inplenmentation to decide how to | abel each el enent of
N1 or N2. For exanple, an elenment of N1 nay be | abeled with one or

nore addresses fromthe correspondi ng L_nei ghbor i face_addr_Ilist or
with a pointer or reference to the correspondi ng Link Tuple.
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Usi ng these Nei ghbor Graphs, flooding MPRs are sel ected and recorded
by:

o For each OLSRv2 interface, determi ne an MPR Set as specified in
Section 18. 3.

0 A Neighbor Tuple represents a flooding MPR and has N _fl oodi ng_npr
:= true (otherwise, N flooding npr := false) if and only if that
Nei ghbor Tuple corresponds to an elenent in an MPR Set created for
any interface as described above. That is, the overall set of
flooding MPRs is the union of the sets of flooding MPRs for al
OLSRv2 interfaces.

A router MAY select its flooding MPRs for each OLSRv2 interface

i ndependently, or it MAY coordinate its MPR selections across its
OLSRv2 interfaces, as long as the required condition is satisfied for
each OLSRv2 interface. One such coordinated approach is to process
the OLSRv2 interfaces sequentially and, for each OLSRv2 interface,
start with flooding MPRs sel ected (and not renovable) if the nei ghbor
has been already selected as an MPR for an OLSRv2 interface that has
al ready been processed. The algorithm specified in Appendix B can be
used in this way.

5. Routing MPRs

Whenever routing MPRs are to be cal cul ated, an inplenentati on MJST
deternmine and record a set of routing MPRs that is equivalent to one
cal cul ated as described in this section.

Define a single Neighbor Graph as defined in Section 18.2 according
to the foll ow ng:

o Define a reachable Nei ghbor Tuple to be a Neighbor Tuple with
N symmetric = true and N_in_netric !'= UNKNOAN_METRI C.

o Define an allowed Nei ghbor Tuple to be a reachabl e Nei ghbor Tuple
with Nwill _routing > WLL_NEVER

o Define an allowed 2-Hop Tuple to be a 2-Hop Tuple in the 2-Hop Set
for any OLSRv2 interface with N2_in_metric != UNKNOMN_METRI C and
for which there is an all owed Nei ghbor Tuple with
N_nei ghbor _addr _|ist containing N2_nei ghbor_iface_addr _|ist.

o Define an element of N1 for each all owed Nei ghbor Tuple. This
then defines the correspondi ng Nei ghbor Tuple for each el enent of
N1.
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o For each elenent x in N1, define Wx) := Nwll _routing of the
correspondi ng Nei ghbor Tupl e.

o For each elenent x in N1, define di(x) := N.in_netric of the
correspondi ng Nei ghbor Tupl e.

o Define an element of N2 for each network address that is the
N2_2hop_addr of one or nore allowed 2-Hop Tuples. This then
defines the correspondi ng address for each el enent of N2.

o For each elenment y in N2, if the corresponding address is in the
N _nei ghbor _addr _|ist of a reachabl e Nei ghbor Tuple, then define
dl(y) to be the N.in_netric of that Neighbor Tuple; otherw se,
di(y) is not defined.

o For each elenent x in N1, define N2(x) as the set of elenents y in
N2 whose correspondi ng address is the N2_2hop_addr of an all owed
2-Hop Tuple that has N2 _nei ghbor _iface_addr _|ist contained in
N _nei ghbor _addr _|ist of the Nei ghbor Tuple corresponding to X.

For all such x and y, define d2(x,y) := N2 _out_netric of that
2- Hop Tupl e.

It is up to an inplenmentation to decide how to | abel each el enent of
N1 or N2. For exanple, an elenment of NI nmay be | abeled with one or
nore addresses fromthe correspondi ng N neighbor_addr list or with a
poi nter or reference to the correspondi ng Nei ghbor Tupl e.

Usi ng these Nei ghbor G aphs, routing MPRs are sel ected and recorded
according to the foll ow ng:

o Determine an MPR Set as specified in Section 18. 3.
0 A Neighbor Tuple represents a routing MPR and has N routing_npr :=
true (otherwise, Nrouting npr := false) if and only if that
Nei ghbor Tupl e corresponds to an elenent in the MPR Set created as
descri bed above.
18.6. Calculating MPRs

A router MJUST recal cul ate each of its sets of MPRs whenever the

currently selected set of MPRs does not still satisfy the required
conditions. It MAY recalculate its MPRs if the current set of MPRs
is still valid but could be nore efficient. Sufficient conditions to

recalculate a router’s sets of MPRs are given in Section 17.6.
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19. Routing Set Calculation

The Routing Set of a router is populated with Routing Tuples that
represent paths fromthat router to all destinations in the network.
These paths are cal cul ated based on the Network Topol ogy G aph, which
is constructed frominformation in the Information Bases, obtained
via HELLO and TC nessage exchange.

Changes to the Routing Set do not require any nessages to be
transmtted. The state of the Routing Set SHOULD, however, be
reflected in the IP routing table by adding and renmpving entries from
that routing table as appropriate. Only appropriate Routing Tuples
(in particular only those that represent local |inks or paths to

rout abl e addresses) need be reflected in the I P routing table.

19.1. Network Topol ogy G aph

The Network Topol ogy Graph is fornmed frominformation fromthe
router’s Local Interface Set, Link Sets for OLSRv2 interfaces,

Nei ghbor Set, Router Topol ogy Set, Routable Address Topol ogy Set, and
Attached Network Set. The Network Topol ogy Graph MAY al so use
information fromthe router’s 2-Hop Sets for OLSRv2 interfaces. The
Net wor k Topol ogy Graph forns the router’s topol ogi cal view of the
network in the formof a directed graph. Each edge in that graph has
a netric value. The Network Topol ogy Graph has a "backbone" (within
which minimumtotal netric routes will be constructed) containing the
fol |l owi ng edges:

o Edges X -> Y for all possible Y, and one X per Y, such that:
* Yis the Norig addr of a Neighbor Tuple; AND
* N_orig_addr is not unknown; AND

* Xisinthe |_local _iface_addr_list of a Local Interface Tuple;
AND

* There is a Link Tuple with L_status = SYMVETRI C and
L_out_rmetric !'= UNKNOAN_METRI C such that this Neighbor Tuple
and this Local Interface Tuple correspond to it. A network
address from L_nei ghbor _iface_addr_list will be denoted Rin
this case.

It SHOULD be preferred, where possible, to select R=Y and to
select X fromthe Local Interface Tuple corresponding to the Link
Tuple fromwhich R was selected. The netric for such an edge is
the corresponding N out_netric.
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o Al edges W-> U such that:

* Wis the TR fromorig_addr of a Router Topol ogy Tuple; AND

* Uis the TR to_orig_addr of the sane Router Topol ogy Tupl e.

The netric of such an edge is the corresponding TR netric.
The Network Topol ogy Graph is further "decorated" with the follow ng
edges. If a network address S, V, Z, or T equals a network address Y
or W then the edge termnating in the network address S, V, Z, or T
MUST NOT be used in any path.
o Edges X -> S for all possible S, and one X per S, such that:

* Sis in the N _neighbor_addr_list of a Neighbor Tuple; AND

* Xisinthe |l local _iface addr list of a Local Interface Tuple;
AND

* There is a Link Tuple with L_status = SYMVETRI C and
L_out_rmetric !'= UNKNOAN_METRI C such that this Neighbor Tuple
and this Local Interface Tuple correspond to it. A network
address from L_nei ghbor _iface_addr list will be denoted Rin
this case.

It SHOULD be preferred, where possible, to select R= S and to

select X fromthe Local Interface Tuple corresponding to the Link

Tuple fromwhich R was selected. The netric for such an edge is

the corresponding N out _netric.

o Al edges W-> V such that:

* Wis the TA fromorig_addr of a Routable Address Topol ogy
Tupl e; AND

* Vis the TA dest_addr of the sanme Routabl e Address Topol ogy
Tupl e.

The netric for such an edge is the corresponding TA netric.
o Al edges W-> T such that:

* Wis the AN orig_addr of an Attached Network Tuple; AND

* T is the AN net_addr of the same Attached Network Tuple.

The nmetric for such an edge is the corresponding AN netric.
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o (OPTIONAL) Al edges Y -> Z such that:

* Zis a routable address and is the N2_2hop_addr of a 2-Hop
Tuple with N2_out_rnetric != UNKNOWN_METRI C; AND

* Yis the Norig addr of the correspondi ng Nei ghbor Tuple; AND
* This Neighbor Tuple has N wll_routing not equal to WLL_NEVER

A path terminating with such an edge MJUST NOT be used in
preference to any other path. The metric for such an edge is the
correspondi ng N2 _out _netric.

Any part of the Topol ogy Graph that is not connected to a | ocal
network address X is not used. Only one selection X SHOULD be made
fromeach | _|ocal _iface_addr_list, and only one selection R SHOULD be
made from any L_nei ghbor _iface_addr _list. Al edges have a hop count
of 1, except edges W-> T that have a hop count of the corresponding
val ue of AN dist.

19.2. Popul ating the Routing Set

The Routing Set MJIST contain the shortest paths for all destinations
fromall |ocal OLSRv2 interfaces using the Network Topol ogy G aph.
Thi s cal cul ation MAY use any algorithm including any neans of

choosi ng between paths of equal total nmetric. (ln the case of two
pat hs of equal total netric but differing hop counts, the path with
the | ower hop count SHOULD be used.)

Using the notation of Section 19.1, initially "backbone" paths using
only edges X -> Y and W-> U need be constructed (using a m ni mum

di stance algorithn). Then paths using only a final edge of the other
types may be added. These MJST NOT repl ace backbone paths with the
same destination (and paths terminating in an edge Y -> Z SHOULD NOT
repl ace paths with any other formof term nating edge).

Each path will correspond to a Routing Tuple. These will be of two
types. The first type will represent single edge paths, of type X ->
Sor X->Y, by:

o Rlocal _iface_ addr := X

o Rnext iface addr := R;

o R dest_addr := S or Y,
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o Rdist :=1;
o Rnmetric := edge netric,
where Ris as defined in Section 19.1 for these types of edge.

The second type will represent a multiple edge path, which wll
al ways have first edge of type X -> Y, and will have final edge of
type W-> U, W->V, W->T, or Y->Z The Routing Tuple will be:

o Rlocal _iface_ addr := X

o Rnext iface_addr :=Y;

o Rdest_addr := U, V, T or Z

o Rdist :=the total hop count of all edges in the path;
o Rnmetric :=the total netric of all edges in the path.

Finally, Routing Tuples of the second type whose R dest_addr is not
rout abl e MAY be di scarded.

An exanple algorithmfor calculating the Routing Set of a router is
gi ven in Appendix C.

Proposed Val ues for Paraneters

This protocol uses all paraneters defined in [ RFC6130] and additiona
paranmeters defined in this specification. Al but one (RX HOLD TI ME)
of these additional paranmeters are router paraneters as defined in

[ RFC6130]. The proposed val ues of the additional paraneters defined
in the followi ng sections are appropriate to the case where al
paraneters (including those defined in [ RFC6130]) have a single

val ue. Proposed values for paraneters defined in [ RFC6130] are given
in that specification

The foll owi ng proposed val ues are based on experience with [ RFC3626]
depl oyments (such as docunented in [McCabe]) and are consi dered
typical. They can be changed to acconmpdate different depl oynent
requirements -- for exanple, a network with capacity-limnmted network
interfaces woul d be expected to use greater val ues for nessage
intervals, whereas a highly nobile network woul d be expected to use
| ower values for nmessage intervals. Wen deternining these val ues,
the constraints specified in Section 5 MIUST be respect ed.
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Note that routers in a MANET need not all use the sane set of
paraneters, and those paraneters that are indicated as interface
paraneters need not be the same on all OLSRv2 interfaces of a single
router.

20.1. Local H story Tine Paraneters
o OHOLD TIME := 30 seconds

20.2. Message Interval Paraneters
o TC_INTERVAL := 5 seconds
o TC M N_INTERVAL := TC | NTERVAL/ 4

20.3. Advertised Information Validity Tine Paraneters

o T_HOLD TIME := 3 x TC_| NTERVAL

o A HOLD TIME := T_HOLD TIME

20.4. Received Message Validity Time Parameters
o RX HOLD TIME := 30 seconds
o P HOLD TIME := 30 seconds

o F HOLD TIME := 30 seconds

20.5. Jitter Tinme Paraneters

o TP_MAXJITTER :

HP_MAXJI TTER

o TT_MAXJITTER : = HT_MAXJI TTER
o F_MAXJITTER := TT_MAXJI TTER
20.6. Hop Linmt Paraneter
0 TCHOP LIMT := 255
20.7. WIlIlingness Paraneters

0 WLL_FLOODI NG : = WLL_DEFAULT

0 WLL_RQUTING : = W LL_DEFAULT
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21. Sequence Nunbers

Sequence nunbers are used in this specification for the purpose of

di scarding "ol d" information, i.e., nessages received out of order
However, with a limted nunber of bits for representing sequence
nunbers, w aparound (in which the sequence nunber is incremented from
the maxi mum possi ble value to zero) will occur. To prevent this from
interfering with the operation of this protocol, the foll ow ng MJST
be observed when determining the ordering of sequence nunbers.

The term MAXVALUE designates in the follow ng one nore than the
| argest possible value for a sequence nunber. For a 16-bit sequence
nunber (like those defined in this specification), MAXVALUE is 65536.

The sequence nunber S1 is said to be "greater than" the sequence
nunber S2 if:

0 S1 > S2 AND S1 - S2 < MAXVALUE/ 2, OR
0 S2 > S1 AND S2 - S1 > MAXVALUE 2

When sequence nunbers S1 and S2 differ by MAXVALUE/ 2, their ordering
cannot be determined. 1In this case, which should not occur, either
ordering may be assuned.

Thus, when conparing two nessages, it is possible -- even in the
presence of waparound -- to determ ne which nessage contains the
nost recent infornmation

22. Extensions

An extension to this protocol will need to interact with this
speci fication and possibly also with [RFC6130]. This protocol is
designed to pernmit such interactions, in particul ar

o Through accessing, and possibly extending, the information in the
Informati on Bases. All updates to the elenents specified in this
specification are subject to the normative constraints specified
in [ RFC6130] and Appendix A. Note that the processing specified
in this docunment ensures that these constraints are satisfied.

o Through accessing an outgoi ng nessage prior to it being
transmtted over any OLSRv2 interface and adding information to it
as specified in [RFC5444]. This MAY include Message TLVs and/ or
networ k addresses with associated Address Bl ock TLVs. (Network
addresses wi thout new associated TLVs SHOULD NOT be added to
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nessages.) This may, for exanple, be to allow a security
protocol, as suggested in Section 23, to add a TLV containing a
cryptographic signature to the nessage.

o Through accessing an inconm ng nessage and potentially discarding
it prior to processing by this protocol. This nmay, for exanple,
all ow a security protocol, as suggested in Section 23, to perform
verification of nessage signatures and prevent processing and/or
forwardi ng of unverifiable nessages by this protocol

o Through accessing an incom ng nessage after it has been conpletely
processed by this protocol. In particular, this my allow a
protocol that has added i nformation, by way of inclusion of
appropriate TLVs or of network addresses associated with new TLVs,
access to such information after appropriate updates have been
recorded in the Informati on Bases in this protocol

o Through requesting that a nessage be generated at a specific tine.
In that case, nessage generation MJST still respect the
constraints in [ RFC6130] and Section 5.4.3.

Security Consi derations

As a proactive routing protocol, OLSRv2 is a potential target for
various attacks. This section presents the envisioned security
architecture for OLSRv2 and gives guidelines on how to provide
integrity, confidentiality, and integration into external routing
domai ns. Separately specified mandatory security mechani snms are
summari zed, and sone observati ons on key managenment are given.

1. Security Architecture

OLSRv2 integrates into the architecture specified in Appendix A of
[ RFC5444], in [RFC5498], and in Section 16 of [RFC6130], the latter
by using and extending its messages and | nformati on Bases.

As part of this architecture, OLSRv2 and NHDP [ RFC6130] recognize
that there nay be external reasons for rejecting nessages that would
be considered "badly forned" or "insecure", e.g., if an Integrity
Check Value (1CV) included in a message by an external mechani sm
cannot be verified. This architecture allows options as to whether
and how to inplenent security features, reflecting the situation that
MANET routing protocol deploynent domai ns have varying security

requi renents, ranging from"practically unbreakable" to "virtually
none". This approach allows MANET routing protocol specifications to
remain generic, with extensions to them and/or extensions to the
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mul ti pl exi ng and denul ti pl exi ng process described in Appendi x A of
[ RFC5444], providing security mechani snms appropriate to a given
depl oyrment domai n

The foll owi ng sections provide guidelines on howto provide
integrity, confidentiality, and integration with external routing
domai ns in such extensions.

2. Integrity

Each router injects topological information into the network by
transmtting HELLO nessages and, for sone routers, also TC nessages.
If sone routers for some reason (malice or nmalfunction) inject
invalid control traffic, network integrity may be conproni sed

Theref ore, nessage, or packet, authentication is strongly advised.

Di fferent such situations may occur, for exanple:

1. A router generates TC nessages, advertising links to non-nei ghbor
routers;

2. A router generates TC messages, pretending to be another router;

3. A router generates HELLO nessages, advertising non-nei ghbor
routers;

4. A router generates HELLO nessages, pretending to be another
router;

5. Arouter forwards altered control nessages;
6. A router does not forward control nessages;
7. A router does not select multipoint relays correctly;

8. A router forwards broadcast control nmessages unaltered but does
not forward unicast data traffic;

9. A router "replays" previously recorded control traffic from
anot her router.

Aut hentication of the originator router for control nessages (for
situations 2, 4, and 5) and of the individual |inks announced in the
control nessages (for situations 1 and 3) nmay be used as a

count erneasure. However, to prevent routers fromrepeating old (and
correctly authenticated) information (situation 9), additiona
information is required (e.g., a timestanmp or sequence nunber),
allowing a router to positively identify such replayed nessages.
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In general, ICVs (e.g., digital signatures) and other required
security information can be transmtted within the HELLO and TC
nmessages or within a packet header using the TLV nechanism Either
option pernmts different |evels of protection to coexist in the sane
network, if desired.

An inportant consideration is that all control nessages (HELLO
nessages and TC nessages) are transmitted to all routers in the 1-hop
nei ghbor hood and some control messages (TC nmessages) are flooded to
all routers in the network. This is done in a packet that is
transmtted to all routers in the 1-hop nei ghborhood, the current set
of which may not be known. Thus, a control nmessage or packet used by
this protocol is always contained in a transm ssion destined for
multiple destinations, and it is inportant that the authentication
mechani sm enpl oyed permits any receiving router to validate the
authenticity of a message or packet.

[ RFC7182] specifies a common exchange format for cryptographic
information in the formof Packet TLVs, Message TLVs, and Address
Bl ock TLVs, as specified in [ RFC5444]. These may be used (and

shared) anobng MANET routing protocol security extensions. In
particul ar, [RFC7182] specifies the format of TLVs for containing
Integrity Check Values (ICVvs), i.e., signatures, for providing

integrity, as well as TLVs for containing tenporal information for
preventing replay attacks. |[RFC7182] specifies registries for using
di fferent ciphers and fornmats of tenporal information. Wen using
ICV TLVs in an OLSRv2 deploynent, failure to verify an included |ICV
mandat es rejection of an incom ng nessage or packet as "invalid",
according to Section 12.1 of [RFC6130] and according to

Section 16.3.1 of this specification when using the nmultiplexing and
denul ti pl exi ng process described in Appendi x A of [RFC5444].

[ RFC7182] specifies howto insert ICVs into generated nmessages, how
to verify incom ng nessages, and to reject "insecure" nessages (i.e.
nmessages without an ICV or with an I CV that cannot be verified).

Di fferent MANET depl oynents may, as a result of the purpose for which
they are used and the possibility and nature of their configuration
require different ICV algorithnms and tinestanps or multiple keys, and
thus, a security extension may use any of the different options
provided in [ RFC7182] .

.3. Confidentiality

OLSRv2 periodically MPR fl oods topological information to all routers
in the network. Hence, if used in an unprotected network, in
particul ar, an unprotected w rel ess network, the network topology is
reveal ed to anyone who successfully listens to the control messages.
This information nay serve an attacker to acquire details about the
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topol ogy and therefore to initiate nore effective attacks agai nst
routers in the routing domain, e.g., by spoofing addresses of routers
in the network and attracting traffic for these addresses. Note that
this is independent of the data traffic and purely protects the
control traffic, i.e., information about the network topol ogy.

In situations where the confidentiality of the network topol ogy is of
i mportance, regular cryptographic techniques, such as use of OLSRv2
mul ticast control packets encrypted using IPsec (e.g., with a shared
secret key), can be applied to ensure that control traffic can be
read and interpreted by only those authorized to do so.
Alternatively, a security extension may specify a nechanismto
provide confidentiality for control nessages and/or packets.

However, unless the information about the network topology itself is
confidential, integrity of control nessages (as specified in

Section 23.2) is sufficient to admit only trusted routers (i.e.
routers with valid credentials) to the network.

4. Interaction with External Routing Domai ns

Thi s protocol provides a basic mechanismfor injecting externa
routing information into this protocol’s routing domain. Routing

i nformati on can al so be extracted fromthis protocol’s Information
Bases, in particular the Routing Set, and injected into an externa
routing domain, if the routing protocol governing that routing donmain
permts this.

VWhen operating routers connecting a routing domain using this
protocol to an external routing domain, care MJST be taken not to
all ow potentially insecure and untrustworthy information to be
injected fromthis routing donmain to an external routing domain.
Care MJST al so be taken to validate the correctness of information
prior to it being injected, so as to avoid polluting routing tables
with invalid informtion.

A recommended way of extending connectivity froman external routing
donmain to this routing domain, which is routed using this protocol
is to assign an IP prefix (under the authority of the routers/

gat eways connecting this routing domain with the external routing
domai n) exclusively to this routing domain and to configure the

gat eways to advertise routes for that IP prefix into the externa
routing domain.

5. Mandatory Security Mechani sns
A conformant inplenmentation of OLSRv2 MJST, at m ni mum inplenent the

security nmechani sns specified in [RFC7183], providing integrity and
replay protection of OLSRv2 control nessages, including of HELLO
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nessages specified by [RFC6130] and used by OLSRv2, by inclusion of a
timestanp TLV and an Integrity Check Value (ICV) TLV. This ICV TLV
uses a SHA-256- based HVAC and one or nore manual |y managed shared
secret keys. The timestanp TLV is based on Portable Operating System
Interface (POSI X) time, assuming router tine synchronization

The baseline use case, for which this security nmechani sm provides
adequate integrity protection without rekeying, is for short-1lived
(for exanmple, up to a couple of nonths) OLSRv2 depl oynents.

Any depl oyment of OLSRv2 SHOULD use the security mechani sm specified
in [ RFC7183] but MAY use another nmechanismif nore appropriate in an
OLSRv2 depl oynment. For exanple, for longer-term OLSRv2 depl oynents,
alternative security nmechanisns (e.g., rekeying) SHOULD be
consi der ed.

6. Key Managenent

This specification, as well as [RFC7183], does not nmandate autonated
key managenent (AKM as part of the security architecture for OLSRv2.
Wil e sone use cases for OLSRv2 may require AKM the baseline
assunption is that many use cases do not, for the reasons detailed
bel ow.

Bootstrapping a key is hard in a radio network, where it is, in
general, not possible to determine fromwhere a received signal was
transmtted or if two transnissions come fromthe same or from

di fferent sources.

The wi despread use of radi o networks and nobil e phone networ ks works
under the assunptions that (i) secret information is enbedded in
nobi | e phones at manufacture, and (ii) a centralized database of this
is accessible during the network lifetine.

As a primary use case of a MANET is to provide connectivity w thout
centralized entities and with m ni mal managenent, a solution such as

described in the previous paragraph is not feasible. In many
i nstances, a cryptographic authority may not be present in the MANET
at all, since such a cryptographic authority would be too vul nerable.

Due to the potentially dynam c topol ogy of a MANET, a cryptographic
authority may al so beconme unreachable (to some or all of the MANET
routers) w thout prior warning.

[ BCP107] provides guidelines for cryptographic key managenent.
Specifically, Section 2.1 sets forth requirenments for when AKMis
required, and Section 2.2 sets forth conditions under which nanua
key managenent is acceptable.
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Section 2.1 of [BCP107] stipulates that "Automated key managenent
MJST be used if any of [a set of given] conditions hold". These
conditions are listed bel ow, and argunents for each are provided in
regard to their applicability for the baseline use case of OLSRv2.

o

A party will have to nmanage n"2 static keys, where n nay becone
| ar ge.

The baseline use case of OLSRv2 uses only one or a small set of
manual | y managed shared secrets in the whol e MANET.

Any stream ci pher (such as RC4 [ RFC6229] [ RC4], AES-CIR
[ RFC3610] [ NI ST- SP-800- 38A], or AES-CCM [ RFC3686] [ NI ST- SP-800- 38C])
is used.

A stream ci pher is not envisioned for use to generate |ICVs for
OLSRv2 control nessages.

An initialization vector (IV) mght be reused, especially an
implicit V. Note that random or pseudo-randomexplicit IVs are
not a probl emunless the probability of repetition is high

An IV is not envisioned for use to generate ICVs for OLSRv2
control nessages.

Large amobunts of data might need to be encrypted in a short tineg,
causi ng frequent change of the short-term session key.

Integrity Check Values (1CVs) are required only for OLSRv2 contro
nessages, which are | ow vol une nessages.

Long-term sessi on keys are used by nore than two parti es.

Miul ticast is a necessary exception, but nulticast key managenent
standards are emerging in order to avoid this in the future.
Sharing | ong-term sessi on keys shoul d generally be di scouraged.

OLSRv2 control nessages are all sent using link-local nulticast.

The likely operational environnent is one where personnel (or
device) turnover is frequent, causing frequent change of the
short-term sessi on key.

This is not an intended depl oynent of OLSRv2. For |onger-term
OLSRv2 depl oynments, alternative security nechanisns (e.g.
i ncl udi ng rekeyi ng) SHOULD be consi dered.
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Section 2.2 of [BCP107] stipulates that "Manual key managerment may be
a reasonabl e approach in any of [a given set of] situations". These
situations are |listed below, and argunents for each are provided in
regard to their applicability for the baseline use case of OLSRv2.

o The environnment has very limted avail abl e bandwi dth or very high
round-trip tines. Public key systens tend to require |ong
nessages and | ots of conputation; symretric key alternatives, such
as Kerberos, often require several round trips and interaction
with third parties.

As previously noted, there may not be the required infrastructure
(cryptographic authority) present (or, if present, nmay not be
reachable) in the MANET. Bandwi dth in a MANET is conmonly
linmted, both by being a radio environment and by the need for any
signaling to consunme a mninmal proportion thereof, and round trip
times may al so be significant.

o The information being protected has | ow val ue.

Thi s depends on the OLSRv2 use case, but the information being
protected is OLSRv2 control traffic, which is of at |east noderate
val ue; thus, this case does not apply.

o The total volune of traffic over the entire lifetinme of the |ong-
term session key will be very | ow

Integrity Check Values (1CVs) are required only for OLSRv2 contro
messages, which are | ow vol une nessages.

o The scale of each deploynent is very limted.

A typical use case for OLSRv2 may involve only tens of devices --
with even the | argest use cases for OLSRv2 being snall by Internet
st andar ds.

24. | ANA Consi derati ons

Thi s specification defines one Message Type, which has been all ocated
fromthe "Message Types" registry of [RFC5444], two Message TLV
Types, which have been allocated fromthe "Message TLV Types"

regi stry of [RFC5444], and four Address Block TLV Types, which have
been allocated fromthe "Address Bl ock TLV Types" registry of

[ RFC5444] .

Cl ausen, et al. St andards Track [ Page 90]



RFC 7181 OLSRv?2 April 2014

24.1. Expert Review Evaluation Guidelines

For the registries where an Expert Review is required, the designated
expert SHOULD take the sane general recomendations into
consi deration as are specified by [ RFC5444].

24.2. Message Types
Thi s specification defines one Message Type, allocated fromthe 0-223

range of the "Message Types" nanespace defined in [RFC5444], as
specified in Table 8.

S S +
| Type | Description |
o . +
| 1 | TC : Topol ogy Control (MANET-wi de signaling)

S R, o e m e e e e e e e e e e e e e e e e e e e mm e mm o - +

Tabl e 8: Message Type Assi gnnent
24.3. Message- Type-Specific TLV Type Registries

| ANA has created a registry for Message- Type-specific Message TLVs
for TC nmessages, in accordance with Section 6.2.1 of [RFC5444] and
with initial assignnents and allocation policies as specified in
Tabl e 9.

B R S e +
| Type | Description | Allocation Policy |
S T i +
| 128-223 | Unassigned | Expert Review |
Fomm e Fom e o e e o s +

Table 9: TC Message- Type- Speci fi ¢ Message TLV Types

| ANA has created a registry for Message- Type-specific Address Bl ock

TLVs for TC nessages, in accordance with Section 6.2.1 of [RFC5444]

and with initial assignnents and allocation policies as specified in
Tabl e 10.

SR S o e a o +
| Type | Description | Allocation Policy |
. U o e e ek +
| 128-223 | Unassigned | Expert Review |
R R o e e e oo s +

Tabl e 10: TC Message- Type- Speci fi c Address Bl ock TLV Types
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24. 4. Message TLV Types

Thi s specification defines two Message TLV Types, whi ch have been

all ocated fromthe "Message TLV Types" nanespace defined in

[ RFC5444]. | ANA has made allocations in the 0-127 range for these
types. Two new Type Extension registries have been created with
assignments as specified in Table 11 and Table 12. Specifications of
these TLVs are in Section 13.3.1. Each of these TLVs MJST NOT be

i ncl uded nore than once in a Message TLV Bl ock

S S R, TSR T S +
| Nare | Type | Type | Description | Allocation

| | | Extension | | Policy |
Fom e Fomm - - Fom e o e e e e e oo Fom o +
| MPRWLLING| 7 | 0 | Bits 0-3 specify | |
| | | | the originating | |
| | | | router’s | |
| | | | willingness to act | |
| | | | as a flooding MPR, | |
| | | | bits 4-7 specify | |
| | | | the originating | |
| | | | router’s | |
| | | | willingness to act | |
| | | | as a routing MPR | |
| MPR WLLING| 7 | 1- 255 | Unassi gned. | Expert

| | | | | Review |
R S R R o e e e T +

Table 11: Message TLV Type Assignment: MPR_W LLI NG
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| Nane | Type | Type | Description | Allocation

| | | Extension | | Policy |
CONT_SEQ_NUM | COWVPLETE: |
| Specifies a |
| content sequence
| nunmber for this |
| conpl ete nessage.
CONT_SEQ_NUM | 1 NCOVPLETE: |
| Specifies a |
| content sequence

| nunber for this |
| inconplete |
| message. |
| Unassi gned. |
| |

CONT_SEQ_NUM

Expert
Revi ew

Tabl e 12: Message TLV Type Assignnent: CONT_SEQ NUM

Type extensions indicated as Expert Review SHOULD be all ocated as
descri bed in [RFC5444], based on Expert Review as defined in
[ RFC5226] .

5. Address Bl ock TLV Types

Thi s specification defines four Address Bl ock TLV Types, which have
been allocated fromthe "Address Bl ock TLV Types" nanespace defi ned
in [ RFC5444]. | ANA has nmade allocations in the 8-127 range for these
types. Four new Type Extension registries have been created with
assignments as specified in Tables 13, 14, 15, and 16.

Speci fications of these TLVs are in Section 13.3.2.

The registration procedure for the "LINK METRI C Address Bl ock TLV
Type Extensions"” registry is Expert Review.

Fom e Fomm - - Fom e o m e e e e e e e ieeem oo an +
| Nane | Type | Type | Description |
| | | Extension | |
S S R, TSR o e e e e e e e e e e e e e e oo s +
| LINKMETRIC| 7 | 0 | Link metric meaning assigned by

| | | | administrative action.

| LINKMETRIC| 7 | 1- 223 | Unassigned. |
| LINK METRIC| 7 | 224-255 | Reserved for Experinental Use

Fom e e e e oo - Fomm e o - S o m e e e e e e e e e e e e e +

Tabl e 13: Address Bl ock TLV Type Assignnment: LINK METRIC
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Al LINK METRIC TLVs, whatever their type extension, MJST use their
value field to encode the kind and value (in the interval

M N MUM_METRIC to MAXIMUM METRIC, inclusive) of a link nmetric as
specified in Sections 6 and 13.3.2. An assignment of a LINK METRIC
TLV type extensi on MIST specify the physical neaning of the |ink
nmetric and the mappi ng of that physical neaning to the representable
values in the indicated interval.

o o e e . +

| Name | Type | Type | Description | Allocation |

| | | Extension | | Policy |

S R, S R, SR T S +
MPR 8 0 Specifies that a given

| |
| network address is of a |
| router selected as a |
| flooding MPR (FLOODI NG = |
| 1), that a given network |
| address is of a router |
| selected as a routing MPR |
| (ROUTING = 2), or both |
| (FLOOD_ROUTE = 3). |
| Unassi gned. | Expert

| | Review

Tabl e 14: Address Bl ock TLV Type Assignment: MPR
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| Nane | Type | Type | Description | Allocation

| | | Extension | | Policy |
NBR_ADDR TYPE | 9 | Specifies that a

| given network |
| address is of a

| nei ghbor reached

| via the |
| originating |
| router, if it is |
| an originator |
| address |
| (ORIG NATOR = 1), |
| is a routable |
| address (ROUTABLE
| =2), or if it is |
| both |
| (ROUTABLE_ORIG = |
| 3). |
NBR_ADDR _TYPE | Unassi gned.
| |

9 Expert

Revi ew

Tabl e 15: Address Block TLV Type Assignment: NBR_ADDR TYPE

S o e T . +

| Nane | Type | Type | Description | Allocation

| | | extension | | Policy

R S R, SR o e e e e e e oo oo S +
GATEWAY 10 0 Specifies that a given

| |
| network address is

| reached via a gateway

| on the originating |
| router, with value |
| equal to the nunber of

| hops. |
| | Expert
| | Review

Tabl e 16: Address Bl ock TLV Type Assi gnment: GATEWAY
Type extensions indicated as Expert Review SHOULD be all ocated as

descri bed in [ RFC5444], based on Expert Review as defined in
[ RFC5226] .
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25.

6. NBR_ADDR TYPE and MPR Val ues

Note: This section does not require any | ANA action, as the required
information is included in the descriptions of the MPR and

NBR_ADDR TYPE Address Bl ock TLVs allocated in Section 24.5. This
information is recorded here for clarity and for use el sewhere in
this specification.

The Val ues that the MPR Address Bl ock TLV can use are as follows:

o FLOODI NG : = 1;

o ROUTING : = 2;

o FLOOD ROUTE := 3.

The Val ues that the NBR _ADDR TYPE Address Bl ock TLV can use are
fol | ows:

0 ORI G NATCR : = 1;

o ROUTABLE : = 2,

0 ROUTABLE ORIG : = 3.
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Appendi x A.  Constraints
Updates to the Local Information Base, the Nei ghborhood Information
Base, or the Topol ogy Information Base MJUST ensure that al
constraints specified in this appendi x are nmaintained, as well as
those specified in [RFC6130]. This is the case for the processing,
specified in this docunent. Any protocol extension or outside
process, whi ch updates the Nei ghborhood I nformati on Base or the

Topol ogy I nformati on Base, MJST al so ensure that these constraints
are mai nt ai ned.

In each Originator Tuple:

o O.orig_addr MJST NOT equal any other O orig_addr

o O.orig_addr MJST NOT equal this router’s originator address.

In each Local Attached Network Tupl e:

o AL _net_addr MJST NOT equal any other AL _net_ addr

0 AL _net_addr MJST NOT equal or be a sub-range of any network
address in the | _local _iface_addr_list of any Local Interface

Tupl e.

0 AL_net_addr MUST NOT equal this router’s originator address or
equal the Oorig addr in any Oiginator Tuple.

o0 AL _dist MJST NOT be | ess than zero.

In each Link Tuple:

0 L_neighbor_iface_addr_list MJST NOT contain any network address
that AL_net _addr of any Local Attached Network Tuple equals or is

a sub-range of.

o If Lin_metric !'= UNKNOWW METRIC, then L_in_netric MJST be
representable in the defined conpressed form

o If L out nmetric !'= UNKNOMN METRIC, then L _out netric MJST be
representable in the defined conpressed form

o If L _npr_selector = true, then L_status = SYMVETRI C.
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In each Nei ghbor Tupl e:
o N orig_addr MJUST NOT be changed to unknown.

o N orig_addr MJST NOT equal this router’s originator address or
equal O orig_addr in any Oiginator Tuple.

0o N.orig_addr MUST NOT equal the AL_net_addr in any Local Attached
Net wor k Tupl e.

o If N.orig_addr != unknown, then N orig_addr MJST NOT equal the
N orig addr in any other Nei ghbor Tuple.

0 N_nei ghbor_addr_Iist MJUST NOT contain any network address that
includes this router’s originator address, the O orig _addr in any
Originator Tuple, or equal or have as a sub-range the AL_net _addr
in any Local Attached Network Tupl e.

o If N.orig_addr = unknown, then N wll _flooding = WLL_NEVER,
| will_routing = WLL_NEVER, N flooding_npr = false, N_routing_npr
fal se, N _npr_selector = false, and N advertised = fal se.

o N.in_metric MIST equal the m nimumvalue of the L_in_netric val ues
of all corresponding Link Tuples with L _status = SYMMETRI C and
Lin netric != UNKNOMWN METRIC, if any; otherwise, Nin nmetric =
UNKNOAWN_METRI C.

o N.out_netric MIST equal the mninumvalue of the L _out_netric
val ues of all corresponding Link Tuples with L_status = SYMMETRI C
and L _out _metric != UNKNOAWN METRIC, if any; otherw se,
N out _netric = UNKNOM_METRI C.

o Nwll _flooding and Nwill _routing MIUST be in the range from
WLL NEVER to W LL_ALWAYS, i ncl usive.

o If Nflooding npr = true, then N symmetric MJST be true,
N out _nmetric MUST NOT equal UNKNOWN METRIC, and N will _fl ooding
MUST NOT equal W LL_NEVER

o If Nrouting_npr = true, then N .symmetric MJST be true,
N in_netric MJST NOT equal UNKNOWN METRIC, and N will _routing MJST
NOT equal W LL_NEVER

o |If Nsymetric = true and N flooding nmpr = false, then
N wi Il _flooding MUST NOT equal W LL_ALWAYS.

o If Nsymetric = true and N routing_npr = fal se, then
N will _routing MUST NOT equal W LL_ALWAYS.
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o

If N _npr_selector = true, then N advertised MJUST be true.

If N advertised = true, then N_symetric MJST be true and
N out _rmetric MJUST NOT equal UNKNOMN_METRI C.

each Lost Nei ghbor Tupl e:

NL_nei ghbor _addr MJST NOT include this router’s originator

address, the Oorig_addr in any Oiginator Tuple, or equal or have
as a sub-range the AL_net_addr in any Local Attached Network

Tupl e.

each 2-Hop Tupl e:

N2_2hop_addr MJST NOT equal this router’s originator address,

equal the Oorig addr in any Oiginator Tuple, or equal or have as
a sub-range the AL _net_addr in any Local Attached Network Tupl e.

I[f N2_in_metric !'= UNKNOWN METRIC, then N2_in_netric MJST be
representable in the defined conpressed form

If N2 out netric !'= UNKNOAWN METRIC, then N2 _out netric MJST be
representable in the defined conpressed form

each Advertising Renpte Router Tuple:
AR orig_addr MJUST NOT be in any network address in the
| local iface_addr_list in any Local Interface Tuple or be in the

IR | ocal _iface_addr in any Renoved Interface Address Tuple.

AR orig addr MUST NOT equal this router’s originator address or
equal the Oorig addr in any Oiginator Tuple.

AR orig_addr MUST NOT be in the AL _net_addr in any Local Attached
Net wor k Tupl e.

AR orig addr MJUST NOT equal the AR orig _addr in any other
Advertising Renpte Router Tuple.

each Router Topol ogy Tupl e:

There MUST be an Advertising Renpte Router Tuple with AR orig_addr
= TR fromorig_addr.

TR to_orig_addr MJUST NOT be in any network address in the
| local iface_addr_list in any Local Interface Tuple or be in the
IR | ocal _iface_addr in any Renoved Interface Address Tuple.
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o

TR to_orig addr MJUST NOT equal this router’s originator address or
equal the Oorig addr in any Oiginator Tuple.

TR to_orig _addr MJST NOT be in the AL _net _addr in any Local
At t ached Network Tupl e.

The ordered pair (TR fromorig addr, TR to orig_addr) MJST NOT
equal the corresponding pair for any other Router Topol ogy Tuple.

TR seq_nunber MUST NOT be greater than AR seq_nunber in the
Advertising Renbte Router Tuple with AR orig_addr =

TR fromorig_addr.

TR nmetric MJUST be representable in the defined conpressed form

each Rout abl e Address Topol ogy Tupl e:

There MUST be an Advertising Renpte Router Tuple with AR orig_addr
= TA fromorig_addr.

TA dest _addr MJST be routabl e.

TA dest _addr MJUST NOT overl ap any network address in the

| local iface addr list in any Local Interface Tuple or overlap
the IR local iface addr in any Renoved Interface Address Tuple.

TA dest _addr MJST NOT include this router’s originator address or
i nclude the O orig_addr in any Oiginator Tuple.

TA dest _addr MJUST NOT equal or have as a sub-range the AL_net addr
in any Local Attached Network Tupl e.

The ordered pair (TA fromorig_addr, TA dest_addr) MJST NOT equal
the corresponding pair for any other Attached Network Tupl e.

TA seq_nunber MUST NOT be greater than AR seq_nunber in the
Advertising Renote Router Tuple with AR orig addr =

TA fromorig_addr.

TA nmetric MJST be representable in the defined conpressed form

each Attached Network Tupl e:

There MUST be an Advertising Renote Router Tuple with AR orig_addr
= AN orig_addr.
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0 AN net_addr MJST NOT equal or be a sub-range of any network
address in the | local iface addr _list in any Local Interface
Tupl e or equal or be a sub-range of the IR |local _iface_addr in any
Renoved I nterface Address Tuple.

0 AN net_addr MJST NOT equal this router’s originator address or
equal the Oorig addr in any Oiginator Tuple.

o0 The ordered pair (AN orig_addr, AN net_addr) MJST NOT equal the
correspondi ng pair for any other Attached Network Tuple.

0 AN seq_nunber MUST NOT be greater than AR seq _nunber in the
Advertising Renbte Router Tuple with AR orig addr = AN ori g _addr.

0 AN _dist MJST NOT be | ess than zero.
o AN netric MJIST be representable in the defined conpressed form
Appendi x B. Exanple Al gorithmfor Cal cul ati ng MPRs

The foll owing specifies an algorithmthat MAY be used to sel ect an
MPR Set given a Nei ghbor Graph, as defined in Section 18.2 and
Section 18. 3.

This algorithmselects an MPR Set Mthat is a subset of the set N1
that is part of the Nei ghbor G aph. This algorithmassunes that a
subset | of N1 is pre-selected as MPRs, i.e., that Mwill contain I.

B.1. Additional Notation

The foll owi ng additional notation, in addition to that in
Section 18.2, will be used by this algorithm

N:
A subset of N2, consisting of those elenents y in N2 such that
either di(y) is not defined, or there is at | east one x in N1 such
that d(x,y) is defined and d(x,y) < dl(y).

D(x):
For an elenent x in N1, the nunber of elements y in N for which
d(x,y) is defined and has mninmal value anong the d(z,y) for all z

in NIL.

R(x, M:
For an elenment x in N1, the nunber of elements y in N for which
d(x,y) is defined has mnimal value anmong the d(z,y) for all z in
N1 and no such m nimal values have z in M (Note that, denoting
the enpty set by 0, D(x) = R(x,0).)
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B.2. MR Selection Al gorithm
To create the MPR Set M starting with M:= 1:
1. Add all elenents x in N1 that have Wx) = WLL_ALWVAYS to M

2. For each elenent y in N for which there is only one elenent x in
N1 such that d2(x,y) is defined, add that element x to M

3. Wile there exists any elenment x in NL with R(x,M > O:

1. Select an element x in NL with R(x,M > 0 in the follow ng
order of priority, and then add to M

+ greatest Wx), THEN
+ greatest R(x,M, THEN
+ greatest D(x), THEN

+ any choi ce, which MAY be based on other criteria (for
exanpl e, a router MAY choose to prefer a nei ghbor as an
MPR i f that neighbor has already selected the router as an
MPR of the sane type, MAY prefer a nei ghbor based on
i nformati on freshness, or MAY prefer a nei ghbor based on
length of time previously selected as an MPR) or MAY be

random
4., OPTIONAL: consider each elenment x in M but not in |, in turn and
if x can be renoved fromMwhile still leaving it satisfying the
definition of an MPR Set, then renpove that elenent x fromM
El ements MAY be considered in any order, e.g., in order of

i ncreasi ng Wx).
Appendi x C. Exanple Algorithmfor Calculating the Routing Set

The foll owi ng procedure is given as an exanple for calculating the
Routing Set using a variation of Dijkstra's algorithm First, all
Routing Tuples are renmoved, and then, using the selections and
definitions in Appendix C. 1, the procedures in the follow ng sections
(each considered a "stage" of the processing) are applied in turn.
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C 1.

Local Interfaces and Nei ghbors

The foll owing selections and definitions are nade:

1

For each Local Interface Tuple, select a network address fromits
| local iface addr list. This is defined as the sel ected address
for this Local Interface Tuple.

For each Link Tuple, the selected address of its corresponding
Local Interface Tuple is defined as the selected | ocal address
for this Link Tuple.

For each Nei ghbor Tuple with N symetric = true and N out _netric
I'= UNKNOAWN_ METRIC, select a Link Tuple with L_status = SYMVETRIC
for which this is the correspondi ng Nei ghbor Tuple and has

L out _metric = N out netric. This is defined as the sel ected

Li nk Tuple for this Neighbor Tuple.

For each network address (N orig addr or in N _neighbor_addr |ist,
the "nei ghbor address") froma Nei ghbor Tuple with N symetric =
true and N out_rnetric !'= UNKNOAWN_METRI C, select a Link Tuple (the
"sel ected Link Tuple") fromthose for which this is the
correspondi ng Nei ghbor Tuple, have L_status = SYMVETRI C, and have
L out _nmetric = N out_nmetric, by:

1. If there is such a Link Tuple whose
L_nei ghbor _i face_addr _| i st contains the nei ghbor address,
sel ect that Link Tuple.

2. Oherwi se, select the selected Link Tuple for this Neighbor
Tupl e.

Then for this nei ghbor address:

3. The selected |ocal address is defined as the selected | oca
address for the selected Link Tuple.

4. The selected link address is defined as an address fromthe
L_nei ghbor _i face_addr _list of the selected Link Tuple, if
possi bl e equal to this nei ghbor address.

Routing Tuple preference is decided by preference for m ninmum

R netric, then for mininum R dist, and then for preference for

correspondi ng Nei ghbor Tuples in this order

* For greater N wll _routing.

* For N npr_selector = true over N npr_selector = fal se.
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Note that preferred Routing Tuples SHOULD be used. Routing

Tuples with minimumR netric MJST be used; this is specified
outside the definition of preference. An inplenentation MAY
nmodify this definition of preference (including for m ninmm
R dist) without otherwi se affecting this algorithm

C.2. Add Nei ghbor Routers
The foll owi ng procedure is executed once.

1. For each Neighbor Tuple with N symretric = true and N out_netric
I'= UNKNOAWN METRIC, add a Routing Tuple with:

* R dest_addr := N orig_addr;

* R onext_iface_addr := selected |link address for N orig_addr;

* R local iface addr := selected |local address for N orig_addr;
* Rmetric := Nout _netric;

* Rdist := 1.

C.3. Add Renpte Routers
The foll owi ng procedure is executed once.
1. Add a | abel that may be "used" or "unused" to each Routing Tuple,
with all initial values equal to unused. (Note that this I|abel
is only required during this algorithm)

2. If there are no unused Routing Tuples, then this stage is
conpl ete; otherwi se, repeat the following until that is the case.

1. Find the unused Routing Tuple with mnimum R netric (if nore
than one, pick any) and denote it the "current Routing
Tupl e".

2. Mark the current Routing Tuple as used.

3. For each Router Topol ogy Tuple, wth
TR fromorig addr = R dest _addr of the current Routing Tuple:

1. Define:

- newnetric := Rmetric of the current Routing Tuple +
TR metric;
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- newdist := Rdist of the current Routing Tuple + 1.
2. If there is no Routing Tuple with R dest_addr =

TR to_orig_addr, then create an unused Routing Tuple

wi t h:

- R dest_addr := TR to_orig_addr;

- Ronext_iface_addr := R next_iface_addr of the current
Routi ng Tupl e;

- Rlocal iface addr := R local iface_addr of the
current Routing Tupl e;

- Ronetric := new netric;
- R.dist := new. dist.

3. Oherwise, if there is an unused Routing Tuple with
R dest _addr = TR to orig addr, and either new netric <
R nmetric or (new_nmetric = R netric and the updated
Routing Tuple would be preferred), then update this
Routing Tuple to have:

- Ronext _iface_addr := R next_iface_addr of the current
Routi ng Tupl e;

- Rlocal iface addr := R local _iface_addr of the
current Routing Tupl e;

- Rmetric := new netric;
- Rdist := new. dist.
C. 4. Add Nei ghbor Addresses
The foll owi ng procedure is executed once.

1. For each Neighbor Tuple with N symretric = true and N out _netric
I = UNKNOMN_METRI C:

1. For each network address (the "nei ghbor address") in
N _nei ghbor _addr _list, if the neighbor address is not equal to
the R dest _addr of any Routing Tuple, then add a new Routing
Tuple, wth:

+ R _dest_addr := nei ghbor address;
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+ Rnext _iface_addr := selected |link address for the
nei ghbor address;

+ R local iface addr := selected | ocal address for the
nei ghbor address;

+ Rnmetric := N.out_netric;
+ Rdist := 1.
C.5. Add Renote Routabl e Addresses
The foll owi ng procedure i s executed once.
1. For each Routabl e Address Topol ogy Tuple, if:

* TA dest_addr is not equal to the R dest_addr of any Routing
Tupl e added in an earlier stage; AND

* TAfromorig addr is equal to the R dest_addr of a Routing
Tupl e (the "previous Routing Tuple"),

then add a new Routing Tuple, wth

* R dest_addr := TA dest_addr

* R next_iface_addr := R next_iface_addr of the previous Routing
Tupl e;

* Rlocal iface addr := R local _iface_addr of the previous
Rout i ng Tupl e;

* Rnmetric := Rnetric of the previous Routing Tuple +
TA netric;

* Rdist := Rdist of the previous Routing Tuple + 1

There may be nore than one Routing Tuple that nmay be added for an
R dest _addr in this stage. |If so, then for each such

R dest _addr, a Routing Tuple with mnimum R netric MJST be added;
ot herwi se, a Routing Tuple that is preferred SHOULD be added.
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C.6. Add Attached Networks
The foll owi ng procedure is executed once.
1. For each Attached Network Tuple, if:

* AN net _addr is not equal to the R dest addr of any Routing
Tupl e added in an earlier stage; AND

* AN orig addr is equal to the R dest_addr of a Routing Tuple
(the "previous Routing Tuple"),

then add a new Routing Tuple, wth:

* R dest_addr := AN _net_addr;

* R next_iface_addr := R next_iface_addr of the previous Routing
Tupl €;

* R local iface addr := R local _iface_addr of the previous
Routi ng Tupl e;

* Rnmetric := Rnetric of the previous Routing Tuple +
AN netric;

* Rdist := Rdist of the previous Routing Tuple + AN dist.

There may be nore than one Routing Tuple that may be added for an
R dest _addr in this stage. |If so, then for each such
R dest _addr, a Routing Tuple with minimumR netric MJST be added;
otherwi se, a Routing Tuple that is preferred SHOULD be added.

C.7. Add 2-Hop Nei ghbors

The foll owi ng procedure is OPTIONAL according to Section 19.1 and MAY
be executed once.

1. For each 2-Hop Tuple with N2 out nmetric != UNKNOWN METRIC, if:
* N2_2hop_addr is a routabl e address; AND

* N2 _2hop_addr is not equal to the R dest addr of any Routing
Tupl e added in an earlier stage; AND

* the Routing Tuple with R dest_addr = N orig_addr of the

correspondi ng Nei ghbor Tuple (the "previous Routing Tuple")
has R dist = 1,
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then add a new Routing Tuple, with

* R dest_addr := N2_2hop_addr;

* R next_iface_addr := R next_iface_addr of the previous Routing
Tupl €;
* R local iface addr := R local _iface_addr of the previous

Routi ng Tupl e;

* Rnmetric := Rnetric of the previous Routing Tuple +
N out _netric of the correspondi ng Nei ghbor Tupl e;

* Rdist 1= 2.

There may be nore than one Routing Tuple that may be added for an
R dest _addr in this stage. |If so, then for each such

R dest _addr, a Routing Tuple with minimumR netric MJST be added;
otherwi se, a Routing Tuple that is preferred SHOULD be added.

Appendi x D. TC Message Exanpl e

TC nmessages are instances of [RFC5444] messages. This specification
requires that TC nessages contain <msg-hop-limt> and <nsg-ori g-addr>
fields. It supports TC nessages with any conbi nati on of renmining
nessage header options and address encodi ngs enabl ed by [ RFC5444]

that convey the required information. As a consequence, there is no
single way to represent how all TC nessages | ook. This appendi x
illustrates a TC nessage; the exact values and content included are
explained in the follow ng text.

The TC nmessage’s four-bit Message Flags (M) field has a value of 15,
i ndi cating that the nessage header contains originator address, hop
l[imt, hop count, and nessage sequence nunber fields. Its four-bit
Message Address Length (MAL) field has value 3, indicating addresses
in the nessage have a length of four octets, here being | Pv4d
addresses. The overall nessage length is 75 octets.

The nessage has a Message TLV Block with a content |ength of 17
octets containing four TLVs. The first two TLVs are validity and
interval times for the nessage. The third TLV is the content
sequence nunber TLV used to carry the 2-octet ANSN and (with default
type extension zero, i.e., COWLETE) indicates that the TC nessage is
conplete. The fourth TLV contains forwardi ng and routing wllingness
val ues for the originating router (FWLL and RN LL, respectively).
Each TLV uses a TLV with Flags octet (MILVF) val ue 16, indicating
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that it has a Value, but no type extension or start and stop indexes.
The first two TLVs have a Value Length of 1 octet; the last has a
Val ue Length of 2 octets.

The nessage has two Address Blocks. (This is not necessary. The

i nformati on could be conveyed using a single Address Bl ock; the use
of two Address Bl ocks, which is also allowed, is illustrative only.)
The first Address Bl ock contains 3 addresses, with Flags octet (ABF)
val ue 128, hence with a Head section (with length 2 octets) but no
Tail section and with Md sections with length two octets. The
following TLV Bl ock (content |ength 13 octets) contains two TLVs.
The first TLV is a NBR_ADDR TYPE TLV with Flags octet (ATLVF) val ue
16, indicating a single Value but no indexes. Thus, all these
addresses are associated with the Value (with Value Length 1 octet)
ROUTABLE_ORIG, i.e., they are originator addresses of advertised

nei ghbors that are al so routable addresses. The second TLV is a
LINK_METRIC TLV with Fl ags octet (ATLVF) value 20, indicating a Value
for each address, i.e., as the total Value Length is 6 octets, each
address is associated with a Value with length two octets. These
Val ue fields are each shown as having four bits indicating that they
are outgoi ng nei ghbor netric values and as having twelve bits that
represent the metric value (the first four bits being the exponent,
the remaining eight bits the nantissa).

The second Address Bl ock contains 1 address, with Flags octet (ATLVF)
176, indicating that there is a Head section (with length 2 octets),
that the Tail section (with length 2 octets) consists of zero val ued
octets (not included), and that there is a single prefix |ength,
which is 16. The network address is thus Head.0.0/16. The follow ng
TLV Bl ock (content length 9 octets) includes two TLVs. The first has
a Flags octet (ATLVF) of 16, again indicating that no i ndexes are
needed, but that a Value (with Value Length 1 octet) is present,

i ndi cating the address di stance as a nunber of hops. The second TLV
is another LINK METRIC TLV, as in the first Address TLV Bl ock except
with a Flags octet (ATLVF) value 16, indicating that a single Value
is present.
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| TC | MF=15 | L=3 | Message Length = 75 |
B s i S i I i S S S i i
| Origi nator Address |
i i S i e S e Sl i T RN S
| Hop Limt | Hop Count | Message Sequence Numnber
e Lk e s e S e e o o i SR R R
| Message TLV Block Length = 17 | VALIDITY_TIME | MILVF = 16 |
B o S T e e e i i TE I TR T S S S S A e i i el it S B R
| Value Len = 1 | Value (Time) | INTERVAL_TIME | MILVF = 16 |
i s o i i S i St N S ok i N e
| Value Len = 1 | Value (Tine) | CONT_SEQ NUM | MILVF = 16 |
e  E C ke e T e L b i i ol R R
| Value Len = 2 | Val ue (ANSN) | MPR_ WLLING |
B o S T e e e i i TE I TR T S S S S A e i i el it S B R
| MILVF = 16 | Value Len =1 | FWLL | RWLL | Num Addrs = 3
e s S S e e e et S I R SR
| ABF = 128 | Head Len = 2 | Head |
e  E C ke s e T S e i s i ol S N R
| Md | Md |
B s i S i I i S S S i i
| Md | Address TLV Block Length = 13
i i T i i S e R S h ik i R SR S
| NBR_ADDR TYPE | ATLVF = 16 | Value Len = 1 | ROUTABLE ORI G |
e e L e i e T e S i i i ol TN R R
| LINK.METRIC | ATLVF = 20 | Value Len = 6 |0]0]|0] 1] Metric
B s i S i I i S S S i i
| Metric (cont) |0]|O]O|1] Metric | 0] 0] O] 1| Metric
i S T S e o ok o e R e e T h s
| Metric (cont) | Num Addrs = 1 | ABF = 176 | Head Len = 2 |
L e s e S e o ok i SRR R
| Head | Tail Len =2 | Pref Len = 16
B o S T e e e i i TE I TR T S S S S A e i i el it S B R
| Address TLV Block Length =9 | GATEVAY | ATLVF = 16 |
e i S i e e e o T R S S
| Value Len = 1 | Value (Hops) | LINK METRIC | ATLVF = 16 |
e  E C e e T e R e o i i SR SR R
| Value Len = 2 |0]0| 0] 1] Metric |

s S S I T i s s sl (T I S S S S T
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Appendi x E.  Fl ow and Congestion Contro

Due to its proactive nature, this protocol has a natural control over
the flow of its control traffic. Routers transmt control messages
at predetermned rates specified and bounded by nmessage intervals.

This protocol enploys [RFC6130] for |ocal signaling, enbedding MPR
sel ection advertisenent through a sinple Address Bl ock TLV and router
wi | lingness advertisenent (if any) as a single Message TLV. Loca
signaling, therefore, shares the characteristics and constraints of

[ RFC6130] .

Furthernore, the use of MPRs can greatly reduce the signaling
overhead fromlink state information dissenmination in two ways,
attaining both flooding reduction and topol ogy reduction. First,
using MPR fl oodi ng, the cost of distributing link state information
throughout the network is reduced, as conpared to when using blind
fl ooding, since only MPRs need to forward |ink state declaration
nessages. Second, the ampunt of link state information for a router
to declare is reduced; it only needs to contain that router’s MPR
selectors. This reduces the size of a link state declaration as
conpared to declaring full link state information. |In particular
some routers may not need to declare any such information. |In dense
net wor ks, the reduction of control traffic can be of several orders
of magnitude conpared to routing protocols using blind flooding
[MPR]. This feature naturally provides nore bandw dth for usefu
data traffic and further pushes the frontier of congestion

Since the control traffic is continuous and periodic, it keeps the
quality of the links used in routing nore stable. However, using
sone options, sone control nessages (HELLO nessages or TC nessages)
may be intentionally sent in advance of their deadline in order to

i ncrease the responsi veness of the protocol to topol ogy changes.

This may cause a small, tenporary, and |local increase of contro
traffic; however, this is at all times bounded by the use of m ninmm
nessage i ntervals.

A router that recognizes that the network is suffering from
congestion can increase its nessage interval paraneters. |If this is
done by nost or all routers in the network, then the overall contro
traffic in the network will be reduced. When using this capability,
routers will have to take care not to increase nessage interva
paraneters such that they cannot cope with network topol ogy changes.
Note that routers can nmake such decisions independently; it is not
necessary for all routers to be using the sane paraneter val ues, nor
is it necessary that all routers decide to change their intervals at
the sane tine.
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