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Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7364.

Copyri ght Notice

Copyright (c) 2014 |ETF Trust and the persons identified as the
document authors. All rights reserved.

Thi s docunent is subject to BCP 78 and the | ETF Trust’'s Lega
Provisions Relating to | ETF Documents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect
to this docunent. Code Conponents extracted fromthis document rnust
include Sinplified BSD Li cense text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.
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1

| ntroducti on

Data centers are increasingly being consolidated and outsourced in an
effort to inprove the deploynent tinme of applications and reduce
operational costs. This coincides with an increasing demand for
conpute, storage, and network resources fromapplications. |n order
to scale conpute, storage, and network resources, physical resources
are being abstracted fromtheir |ogical representation, in what is
referred to as server, storage, and network virtualization
Virtualization can be inplenented in various |ayers of computer
systens or networks.

The denmand for server virtualization is increasing in data centers.
Wth server virtualization, each physical server supports multiple
virtual nmachines (VMs), each running its own operating system

m ddl eware, and applications. Virtualization is a key enabl er of
wor kl oad agility, i.e., allow ng any server to host any application
and providing the flexibility of adding, shrinking, or noving
services within the physical infrastructure. Server virtualization
provi des numerous benefits, including higher utilization, increased
security, reduced user downtinme, reduced power usage, etc.

Multi-tenant data centers are taking advantage of the benefits of
server virtualization to provide a new kind of hosting, a virtua
hosted data center. Milti-tenant data centers are ones where

i ndi vidual tenants could belong to a different conpany (in the case
of a public provider) or a different departnent (in the case of an

i nternal company data center). Each tenant has the expectation of a
| evel of security and privacy separating their resources fromthose
of other tenants. For exanple, one tenant’'s traffic nmust never be
exposed to anot her tenant, except through carefully controlled

i nterfaces, such as a security gateway (e.g., a firewall).

To a tenant, virtual data centers are simlar to their physica
counterparts, consisting of end stations attached to a network,
conplete with services such as | oad bal ancers and firewalls. But

unli ke a physical data center, Tenant Systens connect to a virtua
network (VN). To Tenant Systens, a virtual network |ooks like a
normal network (e.g., providing an Ethernet or L3 service), except
that the only end stations connected to the virtual network are those
bel onging to a tenant’s specific virtual network.

A tenant is the adm nistrative entity on whose behal f one or nore
specific virtual network instances and their associ ated services
(whether virtual or physical) are nmanaged. |In a cloud environnent, a
tenant woul d correspond to the customer that is using a particul ar
virtual network. However, a tenant may also find it useful to create
nmultiple different virtual network instances. Hence, there is a one-
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to- many nmappi ng between tenants and virtual network instances. A
single tenant nmay operate nultiple individual virtual network
i nstances, each associated with a different service.

How a virtual network is inplenmented does not generally matter to the
tenant; what matters is that the service provided (Layer 2 (L2) or
Layer 3 (L3)) has the right semantics, performance, etc. It could be
i mpl enented via a pure routed network, a pure bridged network, or a
conbi nati on of bridged and routed networks. A key requirenent is
that each individual virtual network instance be isolated from other
virtual network instances, with traffic crossing fromone virtua
network to another only when allowed by policy.

For data center virtualization, two key issues nust be addressed.
First, address space separation between tenants nust be supported.
Second, it must be possible to place (and migrate) VMs anywhere in
the data center, without restricting VM addressing to match the
subnet boundaries of the underlying data center network.

Thi s docunent outlines problens encountered in scaling the nunber of
isolated virtual networks in a data center. Furthernore, the
docunent presents issues associated with nanagi ng those virtua
networks in relation to operations, such as virtual network creation/
del eti on and end-node nenbership change. Finally, this docunent
nakes the case that an overl ay-based approach has a nunber of

advant ages over traditional, non-overlay approaches. The purpose of
this docunent is to identify the set of issues that any solution has
to address in building multi-tenant data centers. Wth this
approach, the goal is to allow the construction of standardized,

i nteroperabl e inplenentations to allow the construction of nulti-
tenant data centers.

Thi s docunent is the problem statement for the "Network
Virtualization over Layer 3" (NVGB) W rking Goup. NVO3 is focused
on the construction of overlay networks that operate over an IP (L3)
underl ay transport network. NVOB expects to provide both L2 service
and | P service to Tenant Systens (though perhaps as two different
solutions). Some deploynents require an L2 service, others an L3
service, and some may require both.

Section 2 gives termnology. Section 3 describes the problem space
details. Section 4 describes overlay networks in nore detail

Section 5 reviews related and further work, and Section 6 closes with
a sunmary.
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2. Term nol ogy

Thi s docunent uses the sane terminology as [ RFC7365]. |In addition
this document use the follow ng termns.

Overlay Network: A virtual network in which the separation of
tenants is hidden fromthe underlying physical infrastructure.
That is, the underlying transport network does not need to know
about tenancy separation to correctly forward traffic. |EEE 802.1
Provi der Backbone Bridging (PBB) [IEEE-802.1Q is an exanple of an
L2 overlay network. PBB uses MAC-in-MAC encapsul ation (where
"MAC' refers to "Media Access Control "), and the underlying
transport network forwards traffic using only the Backbone NMAC
(B-MAC) and Backbone VLAN Identifier (B-VID) in the outer header
The underlay transport network is unaware of the tenancy
separation provided by, for exanple, a 24-bit Backbone Service
I nstance ldentifier (I-SID).

C-VLAN: This document refers to Custoner VLANs (C-VLANs) as
i mpl emented by many routers, i.e., an L2 virtual network
identified by a Custoner VLAN lIdentifier (CVID). An end station
(e.g., a VM in this context that is part of an L2 virtual network
will effectively belong to a CGVLAN. Wthin an | EEE 802. 1Q 2011
networ k, other tags may be used as well, but such usage is
generally not visible to the end station. Section 5.3 provides
nore details on VLANs defined by [|EEE-802.1Q.

Thi s docunent uses the phrase "virtual network instance" with its
ordinary neaning to represent an instance of a virtual network. Its
usage may differ fromthe "VNI" acronymdefined in the franmework
docunent [RFC7365]. The "VNI" acronymis not used in this docunent.

3. Problem Areas

The foll owi ng subsections describe aspects of nmulti-tenant data
center networking that pose problens for network infrastructure.

Di fferent problem aspects nay ari se based on the network architecture
and scal e.

3.1. Need for Dynam c Provisioning

Sone service providers offer services to nultiple custoners whereby

services are dynanmic and the resources assigned to support them nust
be able to change quickly as demand changes. |In current systens, it
can be difficult to provision resources for individual tenants (e.qg.
QS) in such a way that provisioned properties mgrate automatically
when services are dynamcally nmoved around within the data center to
opti m ze workl oads.
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3.2. Virtual Machine Mbility Limtations

A key benefit of server virtualization is virtual machine (VM
mobility. A VMcan be mgrated fromone server to another live,

i.e., while continuing to run and w thout needing to shut down and
restart at the new location. A key requirement for live nmigration is
that a VMretain critical network state at its new | ocation,
including its I P and MAC address(es). Preservation of MAC addresses
may be necessary, for exanple, when software |icenses are bound to
MAC addresses. More generally, any change in the VM s MAC addresses
resulting froma nove would be visible to the VM and thus potentially
result in unexpected disruptions. Retaining |P addresses after a
nove i s necessary to prevent existing transport connections (e.g.
TCP) from breaki ng and needing to be restarted.

In data center networks, servers are typically assigned | P addresses
based on their physical |ocation, for exanple, based on the Top-of-
Rack (ToR) switch for the server rack or the C VLAN configured to the
server. Servers can only nove to other locations within the same IP
subnet. This constraint is not problematic for physical servers,

whi ch nove infrequently, but it restricts the placenment and novenent
of VMs within the data center. Any solution for a scalable nulti-
tenant data center nust allow a VMto be placed (or noved) anywhere
within the data center without being constrained by the subnet
boundary concerns of the host servers.

3.3. Inadequate Forwardi ng Table Sizes

Today’ s virtualized environnents place additional demands on the
forwardi ng tabl es of forwardi ng nodes in the physical infrastructure.
The core problemis that |ocation i ndependence results in specific
end state infornmation being propagated into the forwardi ng system
(e.g., /32 host routes in |IPv4d networks or MAC addresses in | EEE
802. 3 Ethernet networks). In L2 networks, for instance, instead of
just one address per server, the network infrastructure may have to

| earn addresses of the individual VMs (which could range in the
hundreds per server). This increases the denand on a forwarding
node’ s tabl e capacity conpared to non-virtualized environnents.

3.4. Need to Decoupl e Logical and Physical Configuration

Data center operators nmust be able to achieve high utilization of
server and network capacity. For efficient and flexible allocation
operators should be able to spread a virtual network instance across
servers in any rack in the data center. It should also be possible
to mgrate conpute workl oads to any server anywhere in the network
whil e retaining the workl oad’ s addresses.
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In networks of many types (e.g., |P subnets, MPLS VPNs, VLANs, etc.),
novi ng servers el sewhere in the network may require expandi ng the
scope of a portion of the network (e.g., subnet, VPN, VLAN, etc.)
beyond its original boundaries. While this can be done, it requires
potentially conpl ex network configuration changes and may, in sone
cases (e.g., a VLAN or L2VPN), conflict with the desire to bound the
size of broadcast dommins. |In addition, when VMs migrate, the

physi cal network (e.g., access lists) may need to be reconfigured,
whi ch can be time consum ng and error prone.

An inmportant use case is cross-pod expansion. A pod typically

consi sts of one or nore racks of servers with associated network and
storage connectivity. A tenant’s virtual network may start off on a
pod and, due to expansion, require servers/VMs on other pods,
especially the case when other pods are not fully utilizing all their
resources. This use case requires that virtual networks span
multiple pods in order to provide connectivity to all of the tenants’
servers/VMs. Such expansion can be difficult to achi eve when tenant
addressing is tied to the addressing used by the underlay network or
when the expansion requires that the scope of the underlying C VLAN
expand beyond its original pod boundary.

3.5. Need for Address Separation between Virtual Networks

I ndi vi dual tenants need control over the addresses they use within a
virtual network. But it can be problematic when different tenants
want to use the sane addresses or even if the same tenant wants to
reuse the same addresses in different virtual networks.

Consequently, virtual networks must allow tenants to use whatever
addresses they want wi thout concern for what addresses are being used
by other tenants or other virtual networks.

3.6. Need for Address Separation between Virtual Networks and
Infrastructure

As in the previous case, a tenant needs to be able to use whatever
addresses it wants in a virtual network independent of what addresses
the underlying data center network is using. Tenants (and the
underlay infrastructure provider) should be able use whatever
addresses make sense for themwi thout having to worry about address
col l'i sions between addresses used by tenants and those used by the
underl ay data center network.
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3.7. Optinmal Forwarding

Anot her problem area relates to the optinmal forwarding of traffic

bet ween peers that are not connected to the same virtual network.
Such forwardi ng happens when a host on a virtual network conmmuni cates
with a host not on any virtual network (e.g., an Internet host) as
wel | as when a host on a virtual network communi cates with a host on
a different virtual network. A virtual network may have two (or
nore) gateways for forwarding traffic onto and off of the virtua
network, and the optimal choice of which gateway to use may depend on
the set of avail able paths between the comunicating peers. The set
of avail abl e gateways may not be equally "close" to a given
destination. The issue appears both when a VMis initially
instantiated on a virtual network or when a VM nigrates or is noved
to a different location. After a mgration, for instance, a VM s
best - choi ce gateway for such traffic may change, i.e., the VM may get
better service by switching to the "cl oser"” gateway, and this nmay

i mprove the utilization of network resources.

| P inplenentations in network endpoints typically do not distinguish
between nultiple routers on the sane subnet -- there may only be a
single default gateway in use, and any use of multiple routers

usual ly considers all of themto be one hop away. Routing protoco
functionality is constrained by the requirenent to cope with these
endpoint limtations -- for exanple, the Virtual Router Redundancy
Protocol (VRRP) has one router serve as the naster to handl e al

out bound traffic. This problemcan be particularly acute when the
virtual network spans multiple data centers, as a VMis likely to
receive significantly better service when forwarding external traffic
through a local router conpared to using a router at a renote data
center.

The optimal forwarding problemapplies to both outbound and i nbound
traffic. For outbound traffic, the choice of outbound router

determ nes the path of outgoing traffic fromthe VM which may be
sub-optimal after a VM nove. For inbound traffic, the |ocation of
the VMwithin the | P subnet for the VMis not visible to the routers
beyond the virtual network. Thus, the routing infrastructure wll
have no information as to which of the two externally visible

gat eways |l eading into the virtual network would be the better choice
for reaching a particular VM

The issue is further conplicated when m ddl eboxes (e.g., |oad

bal ancers, firewalls, etc.) nust be traversed. M ddl eboxes nay have
session state that nust be preserved for ongoing comruni cati on, and
traffic nust continue to flow through the m ddl ebox, regardless of
which router is "closest".
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4.

4.

Usi ng Network Overlays to Provide Virtual Networks

Virtual networks are used to isolate a tenant’s traffic fromthat of
other tenants (or even traffic within the same tenant network that
requires isolation). There are two main characteristics of virtua
net wor ks:

1. Virtual networks isolate the address space used in one virtua
network fromthe address space used by another virtual network.
The sane network addresses may be used in different virtua
networks at the sane tine. |In addition, the address space used
by a virtual network is independent fromthat used by the
under | yi ng physi cal network.

2. Virtual networks limt the scope of packets sent on the virtua
networ k. Packets sent by Tenant Systens attached to a virtua
network are delivered as expected to other Tenant Systens on that
virtual network and may exit a virtual network only through
controlled exit points, such as a security gateway. Likew se
packets sourced fromoutside of the virtual network may enter the
virtual network only through controlled entry points, such as a
security gateway.

1. Overview of Network Overl ays

To address the probl enms described in Section 3, a network overl ay
approach can be used.

The idea behind an overlay is quite straightforward. Each virtua
network instance is inplenmented as an overlay. The original packet
is encapsul ated by the first-hop network device, called a Network
Virtualization Edge (NVE), and tunneled to a renbte NVE. The
encapsul ation identifies the destination of the device that wll
performthe decapsulation (i.e., the egress NVE for the tunneled
packet) before delivering the original packet to the endpoint. The
rest of the network forwards the packet based on the encapsul ation
header and can be oblivious to the payload that is carried inside.

Overl ays are based on what is comonly known as a "nmap-and-encap"”
architecture. Wen processing and forwardi ng packets, three distinct
and | ogically separable steps take pl ace:

1. The first-hop overlay device inplements a mappi ng operation that
det erm nes where the encapsul ated packet should be sent to reach
its intended destination VM Specifically, the mapping function
maps the destination address (either L2 or L3) of a packet
received froma VMinto the correspondi ng destination address of
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the egress NVE device. The destination address will be the
under| ay address of the NVE device doing the decapsulation and is
an | P address.

2. Once the mapping has been determ ned, the ingress overlay NVE
devi ce encapsul ates the received packet within an overlay header

3. The final step is to actually forward the (now encapsul at ed)
packet to its destination. The packet is forwarded by the
underlay (i.e., the IP network) based entirely on its outer
address. Upon receipt at the destination, the egress overlay NVE
devi ce decapsul ates the original packet and delivers it to the
i ntended recipient VM

Each of the above steps is logically distinct, though an

i mpl enentati on m ght conbine them for efficiency or other reasons.
It should be noted that in L3 BGP/ VPN term nol ogy, the above steps
are comonly known as "forwardi ng" or "virtual forwarding".

The first-hop NVE device can be a traditional switch or router or the
virtual switch residing inside a hypervisor. Furthernore, the
endpoint can be a VM or it can be a physical server. Exanples of
architectures based on network overlays include BG/ MPLS | P VPNs

[ RFC4364], Transparent Interconnection of Lots of Links (TRILL)

[ RFC6325], the Locator/ID Separation Protocol (LISP) [RFC6830], and
Shortest Path Bridging (SPB) [I|EEE-802. laq].

In the data plane, an overlay header provides a place to carry either
the virtual network identifier or an identifier that is locally
significant to the edge device. |In both cases, the identifier in the
overl ay header specifies which specific virtual network the data
packet belongs to. Since both routed and bridged senmantics can be
supported by a virtual data center, the original packet carried
within the overlay header can be an Ethernet frame or just the IP
packet .

A key aspect of overlays is the decoupling of the "virtual" MAC and/
or | P addresses used by VMs fromthe physical network infrastructure
and the infrastructure |IP addresses used by the data center. If a VM
changes | ocation, the overlay edge devices sinply update their
mappi ng tables to reflect the new location of the VMw thin the data
center’s infrastructure space. Because an overlay network is used, a
VM can now be | ocated anywhere in the data center that the overlay
reaches wi thout regard to traditional constraints inposed by the
underl ay network, such as the C VLAN scope or the |IP subnet scope.
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Multi-tenancy is supported by isolating the traffic of one virtua
network instance fromtraffic of another. Traffic fromone virtua
networ k i nstance cannot be delivered to another instance w thout
(conceptually) exiting the instance and entering the other instance
via an entity (e.g., a gateway) that has connectivity to both virtua
network instances. Wthout the existence of a gateway entity, tenant
traffic remains isolated w thin each individual virtual network

i nstance.

Overl ays are designed to allow a set of VMs to be placed within a
single virtual network instance, whether that virtual network
provides a bridged network or a routed network.

4.2. Communication between Virtual and Non-virtualized Networks

Not all comunication will be between devices connected to
virtual i zed networks. Devices using overlays will continue to access
devi ces and make use of services on non-virtualized networks, whether
in the data center, the public Internet, or at renote/branch
canpuses. Any virtual network solution rmust be capabl e of
interoperating with existing routers, VPN services, |oad bal ancers,

i ntrusion-detection services, firewalls, etc., on external networks.

Comuni cati on between devices attached to a virtual network and

devi ces connected to non-virtualized networks is handl ed
architecturally by having specialized gateway devices that receive
packets froma virtualized network, decapsulate them process them as
regular (i.e., non-virtualized) traffic, and finally forward them on
to their appropriate destination (and vice versa).

A wi de range of inplenentation approaches are possible. Overlay
gateway functionality could be conbined with other network
functionality into a network device that inplenments the overlay
functionality and then forwards traffic between other interna
conponents that inplement functionality such as full router service,
| oad bal ancing, firewall support, VPN gateway, etc.

4.3. Communi cation between Virtual Networks

Conmuni cati on between devices on different virtual networks is
handl ed architecturally by addi ng specialized interconnect
functionality anmong the otherw se isolated virtual networks. For a
virtual network providing an L2 service, such interconnect
functionality could be IP forwardi ng configured as part of the
"default gateway" for each virtual network. For a virtual network
providing L3 service, the interconnect functionality could be IP
forwardi ng configured as part of routing between |IP subnets, or it
could be based on configured inter-virtual-network traffic policies.
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In both cases, the inplenentation of the interconnect functionality
could be distributed across the NVEs and coul d be conbi ned with other
network functionality (e.g., |oad balancing and firewall support)
that is applied to traffic forwarded between virtual networks.

4.4. Overlay Design Characteristics

Bel ow are sone of the characteristics of environnents that nust be
taken into account by the overlay technol ogy.

1. Highly distributed systens: The overlay should work in an
envi ronnent where there could be many thousands of access
switches (e.g., residing within the hypervisors) and nany nore
Tenant Systens (e.g., VMs) connected to them This leads to a
di stributed nmappi ng systemthat puts a | ow overhead on the
overl ay tunnel endpoints.

2. Many highly distributed virtual networks with sparse nenbership
Each virtual network coul d be highly dispersed inside the data
center. Also, along with expectation of nany virtual networks,
the nunber of Tenant Systens connected to any one virtual network
is expected to be relatively Iow, therefore, the percentage of
NVEs participating in any given virtual network would al so be
expected to be low. For this reason, efficient delivery of
mul ti-destination traffic within a virtual network instance
shoul d be taken into consideration

3. Highly dynanmi c Tenant Systems: Tenant Systems connected to
virtual networks can be very dynamic, both in ternms of
creation/del eti on/ power-on/ power-off and in terns of mobility
from one access device to another

4. Be increnentally depl oyable, w thout necessarily requiring major
upgrade of the entire network: The first-hop device (or end
system that adds and renoves the overlay header may require new
software and may require new hardware (e.g., for inproved
performance). The rest of the network should not need to change
just to enable the use of overlays.

5. Wirk with existing data center network depl oynents w t hout
requi ring maj or changes in operational or other practices: For
exanpl e, some data centers have not enabled nmulticast beyond
i nk-1ocal scope. Overlays should be capable of |everaging
underlay multicast support where appropriate, but not require its
enabl ement in order to use an overlay solution
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6. Network infrastructure adm nistered by a single adm nistrative
domain: This is consistent with operation within a data center,
and not across the Internet.

4.5. Control -Plane Overl ay Networking Wrk Areas

There are three specific and separate potential work areas in the
area of control-plane protocols needed to realize an overl ay
solution. The areas correspond to different possible "on-the-wre"
protocol s, where distinct entities interact with each ot her

One area of work concerns the address dissem nation protocol an NVE
uses to build and nmaintain the nmapping tables it uses to deliver
encapsul at ed packets to their proper destination. One approach is to
buil d mapping tables entirely via learning (as is done in 802.1
networks). Another approach is to use a specialized control-pl ane
protocol. Wiile there are sone advantages to using or |everaging an
exi sting protocol for maintaining mapping tables, the fact that |arge
nunbers of NVEs will likely reside in hypervisors places constraints
on the resources (CPU and nenory) that can be dedicated to such
functions.

From an architectural perspective, one can view the address-nmappi ng
di ssem nati on probl emas having two distinct and separabl e
conponents. The first conponent consists of a back-end Network
Virtualization Authority (NVA) that is responsible for distributing
and mai ntaining the mapping information for the entire overlay
system For this docunent, we use the term"NVA" to refer to an
entity that supplies answers, without regard to how it knows the
answers it is providing. The second conponent consists of the on-
the-wire protocols an NVE uses when interacting with the NVA

The first two areas of work are thus: describing the NVA function and
defining NVA-NVE interactions.

The back-end NVA coul d provide high performance, high resiliency,
failover, etc., and could be inplenented in significantly different
ways. For exanple, one nbdel uses a traditional, centralized
"directory-based" database, using replicated instances for
reliability and fail over. A second nodel involves using and possibly
ext endi ng an existing routing protocol (e.g., BG, ISI1S, etc.). To
support different architectural nodels, it is useful to have one
standard protocol for the NVE-NVA interaction while allow ng

di fferent protocols and architectural approaches for the NVA itself.
Separating the two allows NVEs to transparently interact with
different types of NVAs, i.e., either of the two architectural nodels
descri bed above. Having separate protocols could also allow for a
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sinplified NVE that only interacts with the NVA for the mapping table
entries it needs and allows the NVA (and its associated protocols) to
evol ve independently over tine with nminiml inmpact to the NVEs.

A third work area considers the attachment and detachnment of VMs (or
Tenant Systens [RFC7365], nore generally) froma specific virtua
network instance. Wen a VM attaches, the NVE associates the VMw th
a specific overlay for the purposes of tunneling traffic sourced from
or destined to the VM Wen a VM disconnects, the NVE should notify
the NVA that the Tenant Systemto NVE address mapping is no | onger
valid. In addition, if this VMwas the |ast remaining nenber of the
virtual network, then the NVE can also term nate any tunnels used to
deliver tenant nulti-destination packets within the VN to the NVE

In the case where an NVE and hypervi sor are on separate physica

devi ces separated by an access network, a standardi zed protocol nay
be needed.

In summary, there are three areas of potential work. The first area
concerns the inplementation of the NVA function itself and any
protocols it needs (e.g., if inmplenented in a distributed fashion).

A second area concerns the interaction between the NVA and NVEs. The
third work area concerns protocols associated with attachi ng and
detaching a VM froma particular virtual network instance. Al three
work areas are inportant to the devel opnent of scal abl e,

i nt eroperabl e sol utions.

4.6. Data-Plane Wrk Areas

The data plane carries encapsul ated packets for Tenant Systems. The
dat a- pl ane encapsul ati on header carries a VN Context identifier

[ RFC7365] for the virtual network to which the data packet bel ongs.
Nuner ous encapsul ati on or tunneling protocols already exist that can
be | everaged. In the absence of strong and conpelling justification
it woul d not seem necessary or hel pful to devel op yet another
encapsul ati on format just for NVGS.

5. Related | ETF and | EEE Wrk

The foll owi ng subsections discuss related | ETF and | EEE work. These
subsections are not nmeant to provide conplete coverage of all |ETF
and | EEE work related to data centers, and the descriptions should
not be consi dered conprehensive. Each area ains to address
particular linmtations of today's data center networks. 1In al

areas, scaling is a common thene as are multi-tenancy and VM
mobility. Conmparing and evaluating the work result and progress of
each work area listed is out of the scope of this docunent. The
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intent of this sectionis to provide a reference to the interested
readers. Note that NVOG3 is scoped to running over an | P/ L3 underl ay
net wor k.

5.1. BGP/MPLS I P VPNs

BGP/ MPLS | P VPNs [ RFC4364] support nulti-tenancy, VPN traffic

i sol ati on, address overl appi ng, and address separation between
tenants and network infrastructure. The BGP/ MPLS control plane is
used to distribute the VPN | abel s and the tenant | P addresses that
identify the tenants (or to be nore specific, the particular VPN
virtual network) and tenant |P addresses. Deploynment of enterprise
L3 VPNs has been shown to scale to thousands of VPNs and mllions of
VPN prefixes. BGP/MPLS IP VPNs are currently deployed in sone |arge
enterprise data centers. The potential linmtation for deploying BGP/
MPLS IP VPNs in data center environments is the practicality of using
BGP in the data center, especially reaching into the servers or
hypervi sors. There may be conputing workforce skill set issues,

equi prent support issues, and potential new scaling challenges. A
conbi nati on of BGP and |ighter-weight IP signaling protocols, e.g.

t he Extensible Messaging and Presence Protocol (XMPP), has been
proposed to extend the solutions into the data center environment

[ END- SYSTEM whil e taking advantage of built-in VPN features with its
rich policy support; it is especially useful for inter-tenant
connectivity.

5.2. BGP/ MPLS Et her net VPNs

Et hernet Virtual Private Networks (E-VPNs) [EVPN] provide an emul ated
L2 service in which each tenant has its own Ethernet network over a
conmon | P or MPLS infrastructure. A BGP/ MPLS control plane is used
to distribute the tenant MAC addresses and the MPLS | abel s t hat
identify the tenants and tenant MAC addresses. Wthin the BG/ MPLS
control plane, a 32-bit Ethernet tag is used to identify the

br oadcast domai ns (VLANs) associated with a given L2 VLAN service

i nstance, and these Ethernet tags are mapped to VLAN | Ds under st ood
by the tenant at the service edges. This neans that any VLAN based
[imtation on the custoner site is associated with an individua
tenant service edge, enabling a nuch higher |evel of scalability.

I nt erconnecti on between tenants is also allowed in a controlled

f ashi on.

VM nobility [MOBILITY] introduces the concept of a conbined L2/L3 VPN
service in order to support the nobility of individual virtua

machi nes (VMs) between data centers connected over a conmon | P or
MPLS infrastructure
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5.3. 802.1 VLANs

VLANs are a well-understood construct in the networking industry,
providing an L2 service via a physical network in which tenant
forwarding information is part of the physical network
infrastructure. A VLAN is an L2 bridging construct that provides the
semantics of virtual networks nentioned above: a MAC address can be
kept unique within a VLAN, but it is not necessarily unique across
VLANs. Traffic scoped within a VLAN (including broadcast and

mul ticast traffic) can be kept within the VLAN it originates from
Traffic forwarded fromone VLAN to another typically involves router
(L3) processing. The forwarding table | ookup operati on may be keyed
on {VLAN, MAC address} tupl es.

VLANs are a pure L2 bridging construct, and VLAN identifiers are
carried along with data frames to all ow each forwarding point to know
what VLAN the frame belongs to. Various types of VLANs are avail able
today and can be used for network virtualization, even together. The
C- VLAN, Service VLAN (S-VLAN), and Backbone VLAN (B-VLAN) | Ds

[ EEE-802. 1) are 12 bits. The 24-bit 1-SID [| EEE-802. 1aq] all ows
the support of nore than 16 million virtual networks.

5.4. | EEE 802. 1laq -- Shortest Path Bridging

Shortest Path Bridging (SPB) [|EEE-802.1aq] is an overlay based on

| S-1S that operates over L2 Ethernets. SPB supports multipathing and
addresses a nunber of shortconmings in the original Ethernet Spanning
Tree Protocol. Shortest Path Bridging Mac (SPBM uses | EEE 802. 1ah
PBB ( MAC-i n- MAC) encapsul ati on and supports a 24-bit 1-SI D, which can
be used to identify virtual network instances. SPBM provides nulti-
pat hi ng and supports easy virtual network creation or update.

SPBM extends 1S-1Sin order to performlink-state routing anbng core
SPBM nodes, obviating the need for bridge |earning for comrunication
among core SPBM nodes. Learning is still used to build and maintain
the mapping tables of edge nodes to encapsul ate Tenant Systemtraffic
for transport across the SPBM core.

SPB is conpatible with all other 802.1 standards and thus all ows

| everagi ng of other features, e.g., VSI D scovery Protocol (VDP),
Operations, Adm nistration, and Mai ntenance (OQAM, or scalability
sol uti ons.

5.5. VDP
VDP is the Virtual Station Interface (VSI) D scovery and

Configuration Protocol specified by | EEE P802. 1Qbg [ | EEE-802. 1Qbg] .
VDP is a protocol that supports the association of a VSI with a port.
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VDP is run between the end station (e.g., a server running a
hypervisor) and its adjacent switch (i.e., the device on the edge of
the network). VDP is used, for exanple, to comunicate to the switch
that a virtual machine (virtual station) is nmoving, i.e., designed
for VM mgration.

5.6. ARMD

The Address Resolution for Massive nunbers of hosts in the Data
center (ARMD) WG exami ned data center scaling issues with a focus on
address resolution and devel oped a probl em st at ement docunent

[ RFC6820]. While an overl ay-based approach nay address sone of the
"pain points" that were raised in ARVMD (e.g., better support for

mul ti-tenancy), analysis will be needed to understand the scaling
trade-of fs of an overl ay-based approach conpared with existing
approaches. On the other hand, existing |P-based approaches such as
proxy ARP may help mitigate sonme concerns.

5.7. TRLL

TRILL is a network protocol that provides an Ethernet L2 service to
end systens and is designed to operate over any L2 link type. TRILL
establ i shes forwardi ng paths using IS-1S routing and encapsul at es
traffic within its owmmn TRILL header. TRILL, as originally defined,
supports only the standard (and limted) 12-bit CVID identifier
Wrk to extend TRILL to support nore than 4094 VLANs has recently
conpl eted and is defined in [ RFC7172]

5.8. L2VPNs

The | ETF has specified a nunber of approaches for connecting L2
donai ns together as part of the L2VPN Wbrki ng Group. That group
however, has historically been focused on provider-provisioned L2
VPNs, where the service provider participates in managenent and
provisioning of the VPN. In addition, nuch of the target environnent
for such deploynments involves carrying L2 traffic over WANs. Overl ay
approaches as discussed in this docunent are intended be used within
data centers where the overlay network is managed by the data center
operator rather than by an outside party. While overlays can run
across the Internet as well, they will extend well into the data
center itself (e.g., up to and including hypervisors) and include

| arge nunbers of machines within the data center itself.

Q her L2VPN approaches, such as the Layer 2 Tunneling Protocol (L2TP)
[ RFC3931] require significant tunnel state at the encapsul ating and
decapsul ati ng endpoints. Overlays require |less tunnel state than

ot her approaches, which is inportant to allow overlays to scale to
hundreds of thousands of endpoints. It is assuned that snaller
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switches (i.e., virtual switches in hypervisors or the adjacent
devices to which VMs connect) will be part of the overlay network and
be responsi bl e for encapsul ati ng and decapsul ati ng packets.

5.9. Proxy Mbile IP

Proxy Mobile I P [RFC5213] [ RFC5844] nmkes use of the Generic Routing
Encapsul ation (GRE) Key Field [ RFC5845] [RFC6245], but not in a way
that supports nulti-tenancy.

5.10. LISP

LI SP [ RFC6830] essentially provides an | P-over-1P overlay where the
internal addresses are end station identifiers and the outer IP
addresses represent the location of the end station within the core
| P network topology. The LISP overlay header uses a 24-bit Instance
I D used to support overlapping inner |IP addresses.

6. Summary

Thi s docunent has argued that network virtualization using overlays
addresses a number of issues being faced as data centers scale in
size. In addition, careful study of current data center problens is
needed for devel opnent of proper requirenents and standard sol utions.

Thi s docunent identifies three potential control protocol work areas.
The first involves a back-end NVA and how it |earns and distributes
the mapping informati on NVES use when processing tenant traffic. A
second invol ves the protocol an NVE woul d use to comrunicate with the
back-end NVA to obtain the mapping information. The third potentia
work concerns the interactions that take place when a VM attaches or
det aches froma specific virtual network instance.

There are a nunber of approaches that provide sone, if not all, of
the desired semantics of virtual networks. Each approach needs to be
anal yzed in detail to assess how well it satisfies the requirenents.

7. Security Considerations

Because this docurment describes the probl em space associated with the
need for virtualization of networks in conplex, |arge-scale, data-
center networks, it does not itself introduce any security risks.
However, it is clear that security concerns need to be a

consi deration of any solutions proposed to address this probl em
space.

Solutions will need to address both data-plane and control -pl ane
security concerns.
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8.

8.

8.

In the data plane, isolation of virtual network traffic from ot her
virtual networks is a primary concern -- for NVG3, this isolation my
be based on VN identifiers that are not involved in underlay network
packet forwardi ng between overlay edges (NVEs). Use of a VN
identifier in the overlay reduces the underlay network’s role in
isolating virtual networks by conparison to approaches where VN
identifiers are involved in packet forwarding (e.g., 802.1 VLANs as
described in Section 5.3).

In addition to isolation, assurances agai nst spoofing, snooping,
transit nodification and denial of service are exanpl es of other

i nportant data-plane considerations. Sone limted environnments may
even require confidentiality.

In the control plane, the primary security concern is ensuring that
an unaut horized party does not conprom se the control -plane protoco
in ways that inproperly inpact the data plane. Sonme environnents may
al so be concerned about confidentiality of the control plane.

More generally, denial -of-service concerns may al so be a

consi deration. For exanple, a tenant on one virtual network could
consume excessive network resources in a way that degrades services
for other tenants on other virtual networks.
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