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1. Introduction

Thi s docunent provides a framework for Data Center (DC) Network
Virtualization over Layer 3 (NVQ3) tunnels. This framework is
intended to aid in standardi zing protocols and nechani sns to support
| arge-scal e network virtualization for data centers.

[ RFC7364] defines the rationale for using overlay networks in order
to build large multi-tenant data center networks. Conpute, storage
and network virtualization are often used in these |arge data centers
to support a | arge nunber of comuni cati on domai ns and end systens.

Thi s docunent provides reference nodels and functional components of
data center overlay networks as well as a discussion of technica
i ssues that have to be addressed.

1.1. Ceneral Term nol ogy
Thi s docunent uses the follow ng tern nol ogy:

NVO3 Network: An overlay network that provides a Layer 2 (L2) or
Layer 3 (L3) service to Tenant Systens over an L3 underlay network
using the architecture and protocols as defined by the NVO3 Wrki ng
G oup.

Network Virtualization Edge (NVE): An NVE is the network entity that
sits at the edge of an underlay network and inplements L2 and/or L3
network virtualization functions. The network-facing side of the NVE
uses the underlying L3 network to tunnel tenant frames to and from
other NVEs. The tenant-facing side of the NVE sends and receives

Et hernet frames to and fromindividual Tenant Systems. An NVE coul d
be inplenented as part of a virtual switch within a hypervisor, a
physical switch or router, or a Network Service Appliance, or it
could be split across multiple devices.

Virtual Network (VN): A VNis a logical abstraction of a physica
network that provides L2 or L3 network services to a set of Tenant
Systens. A VN is also known as a Cosed User Goup (CUG .

Virtual Network Instance (VNI): A specific instance of a VN fromthe
per spective of an NVE

Virtual Network Context (VN Context) Identifier: Field in an overlay
encapsul ati on header that identifies the specific VN the packet

bel ongs to. The egress NVE uses the VN Context identifier to deliver
the packet to the correct Tenant System The VN Context identifier
can be a locally significant identifier or a globally unique
identifier.
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Underl ay or Underlying Network: The network that provides the
connectivity anong NVEs and that NVO3 packets are tunnel ed over,
where an NVOB packet carries an NVO3 overlay header followed by a
tenant packet. The underlay network does not need to be aware that
it is carrying NVO3 packets. Addresses on the underlay network
appear as "outer addresses" in encapsul ated NVO3 packets. In
general, the underlay network can use a conpletely different protoco
(and address fanmily) fromthat of the overlay. |In the case of NVQG3,
the underlay network is IP

Data Center (DC): A physical conpl ex housing physical servers,
network switches and routers, network service appliances, and

net wor ked storage. The purpose of a data center is to provide
application, conpute, and/or storage services. One such service is
virtualized infrastructure data center services, also known as
"Infrastructure as a Service".

Virtual Data Center (Virtual DC): A container for virtualized
conpute, storage, and network services. A virtual DC is associated
with a single tenant and can contain nultiple VNs and Tenant Systens
connected to one or nore of these VNs.

Virtual Machine (VM: A software inplementation of a physical machine
that runs prograns as if they were executing on a physical, non-
virtualized nmachine. Applications (generally) do not know they are
running on a VM as opposed to running on a "bare netal" host or
server, though sone systens provide a para-virtualization environment
that allows an operating systemor application to be aware of the
presence of virtualization for optimzation purposes.

Hypervi sor: Software running on a server that allows nultiple VMs to
run on the sane physical server. The hypervisor nanages and provides
shared conputation, nmenory, and storage services and network
connectivity to the VMs that it hosts. Hypervisors often enbed a
virtual switch (see bel ow).

Server: A physical end-host nachine that runs user applications. A
standal one (or "bare nmetal") server runs a conventional operating
system hosting a single-tenant application. A virtualized server
runs a hypervisor supporting one or nore VMs.

Virtual Switch (vSwitch): A function within a hypervisor (typically

i npl enented in software) that provides simlar forwarding services to
a physical Ethernet switch. A vSwitch forwards Ethernet franes
between VMs running on the same server or between a VM and a physica
Network Interface Card (NIC) connecting the server to a physica

Et hernet switch or router. A vSwitch also enforces network isolation
bet ween VMs that by policy are not permtted to comrunicate with each
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other (e.g., by honoring VLANs). A vSwitch may be bypassed when an
NVE i s enabl ed on the host server.

Tenant: The custoner using a virtual network and any associ at ed
resources (e.g., compute, storage, and network). A tenant could be
an enterprise or a departnent/organi zation within an enterpri se.

Tenant System A physical or virtual systemthat can play the role of
a host or a forwarding el ement such as a router, switch, firewall
etc. It belongs to a single tenant and connects to one or nore VNs
of that tenant.

Tenant Separation: Refers to isolating traffic of different tenants
such that traffic fromone tenant is not visible to or delivered to
anot her tenant, except when allowed by policy. Tenant separation
al so refers to address space separation, whereby different tenants
can use the sane address space w thout conflict.

Virtual Access Points (VAPs): A logical connection point on the NVE
for connecting a Tenant Systemto a virtual network. Tenant Systens
connect to VNIs at an NVE through VAPs. VAPs can be physical ports
or virtual ports identified through Iogical interface identifiers
(e.g., VLANID or internal vSwitch Interface ID connected to a VM

End Device: A physical device that connects directly to the DC
underlay network. This is in contrast to a Tenant System which
connects to a corresponding tenant VN. An End Device is adninistered
by the DC operator rather than a tenant and is part of the DC
infrastructure. An End Device may inplement NVG3 technol ogy in
support of NVO3 functions. Exanples of an End Device include hosts
(e.g., server or server blade), storage systens (e.g., file servers
and i SCSI storage systens), and network devices (e.g., firewall,

| oad- bal ancer, and | Psec gateway).

Network Virtualization Authority (NVA): Entity that provides
reachability and forwarding information to NVEs.
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1.2. DC Network Architecture

A generic architecture for data centers is depicted in Figure 1
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Figure 1: A Ceneric Architecture for Data Centers

An exanple of multi-tier DC network architecture is presented in
Figure 1. It provides a view of the physical conponents inside a DC

A DC network is usually conposed of intra-DC networks and network
services, and inter-DC network and network connectivity services.

DC networking el ements can act as strict L2 switches and/or provide
I P routing capabilities, including network service virtualization.

In some DC architectures, some tier layers could provide L2 and/or L3

services. In addition, sonme tier |layers may be coll apsed, and
Internet connectivity, inter-DC connectivity, and VPN support may be
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2.

2.

handl ed by a snaller nunber of nodes. Neverthel ess, one can assune
that the network functional blocks in a DCfit in the architecture
depicted in Figure 1.

The foll owi ng conmponents can be present in a DC

- Access switch: Hardware-based Ethernet switch aggregating all
Et hernet links fromthe End Devices in a rack representing the
entry point in the physical DC network for the hosts. It may al so
provide routing functionality, virtual |IP network connectivity, or
Layer 2 tunneling over IP, for instance. Access switches are
usual |y multihoned to aggregation switches in the Intra-DC
network. A typical exanple of an access switch is a Top-of - Rack
(ToR) switch. Qher deploynment scenarios nmay use an internediate
Bl ade Switch before the ToR, or an End-of-Row (EoR) switch, to
provide simlar functions to a ToR

- Intra-DC Network: Network conposed of high-capacity core nodes
(Et hernet switches/routers). Core nodes nay provide virtual
Et hernet bridging and/or IP routing services.

- DC Gateway (DC GWN: Gateway to the outside world providing DC
i nterconnect and connectivity to Internet and VPN customers. In
the current DC network nodel, this may be sinply a router
connected to the Internet and/or an I P VPN L2VPN PE. Sone network
i mpl enentati ons nmay dedicate DC GM for different connectivity
types (e.g., a DC GNfor Internet and another for VPN).

Note that End Devices may be single-homed or multihoned to access
sw t ches.

Ref erence Model s
1. Generic Reference Mdel
Figure 2 depicts a DC reference nodel for network virtualization

over|l ays where NVEs provide a | ogical interconnect between Tenant
Systens that belong to a specific VN
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Figure 2: CGeneric Reference Mbdel for DC Network Virtualization
Overl ays

In order to obtain reachability information, NVEsS may exchange
information directly between thenselves via a control -plane protocol
In this case, a control-plane nodul e resides in every NVE

It is also possible for NVEs to communi cate with an external Network
Virtualization Authority (NVA) to obtain reachability and forwarding
information. |In this case, a protocol is used between NVEs and
NVA(s) to exchange information

It should be noted that NVAs nay be organized in clusters for
redundancy and scal ability and can appear as one logically
centralized controller. In this case, inter-NVA conmunication is
necessary to synchroni ze state anong nodes within a cluster or share
i nformati on across clusters. The information exchanged between NVAs
of the sane cluster could be different fromthe information exchanged
across clusters.
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A Tenant System can be attached to an NVE in several ways:
- locally, by being co-located in the same End Device
- remptely, via a point-to-point connection or a sw tched network

When an NVE is co-located with a Tenant System the state of the
Tenant System can be determ ned wi thout protocol assistance. For

i nstance, the operational status of a VM can be comunicated via a
local API. VWhen an NVE is renmptely connected to a Tenant System the
state of the Tenant System or NVE needs to be exchanged directly or
via a managenent entity, using a control-plane protocol or AP, or
directly via a data-plane protocol

The functional conponents in Figure 2 do not necessarily map directly
to the physical conponents described in Figure 1. For exanple, an
End Device can be a server blade with VMs and a virtual switch. A VM
can be a Tenant System and the NVE functions nay be perforned by the
host server. |In this case, the Tenant System and NVE function are
co-located. Another exanple is the case where the End Device is the
Tenant System and the NVE function can be inplenmented by the
connected ToR In this case, the Tenant System and NVE function are
not co-| ocat ed.

Underl ay nodes utilize L3 technol ogies to interconnect NVE nodes.
These nodes perform forwardi ng based on outer L3 header infornmation
and generally do not maintain state for each tenant service, albeit
some applications (e.g., multicast) may require control -plane or
forwardi ng-plane information that pertains to a tenant, group of
tenants, tenant service, or a set of services that belong to one or
nore tenants. Mechanisnms to control the anmpunt of state maintained
in the underlay nmay be needed.

2.2. NVE Reference Mde

Figure 3 depicts the NVE reference nodel. One or nore VNIs can be
instantiated on an NVE. A Tenant Systeminterfaces with a
corresponding VNI via a VAP. An overlay nodul e provides tunneling
overlay functions (e.g., encapsul ation and decapsul ati on of tenant
traffic, tenant identification, and mapping, etc.).
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Figure 3. Generic NVE Reference Mde

Note that sone NVE functions (e.g., data-plane and control -pl ane
functions) may reside in one device or may be inplemented separately
in different devices.

.3. NVE Service Types

An NVE provides different types of virtualized network services to
multiple tenants, i.e., an L2 service or an L3 service. Note that an
NVE may be capabl e of providing both L2 and L3 services for a tenant.
This section defines the service types and associ ated attri butes.

2.3.1. L2 NVE Providing Ethernet LAN-Like Service

An L2 NVE inplements Ethernet LAN emul ati on, an Ethernet-based

mul tipoint service simlar to an | ETF Virtual Private LAN Service
(VPLS) [ RFCA761] [ RFC4762] or Ethernet VPN [EVPN] service, where the
Tenant Systens appear to be interconnected by a LAN environnent over
an L3 overlay. As such, an L2 NVE provides per-tenant virtua
switching instance (L2 VNI) and L3 (I P/ MPLS) tunneling encapsul ation
of tenant Media Access Control (MAC) frames across the underl ay.
Note that the control plane for an L2 NVE coul d be inpl enented
locally on the NVE or in a separate control entity.

2.3.2. L3 NVE Providing | P/VRF-Li ke Service

An L3 NVE provides virtualized IP forwarding service, simlar to | ETF
IP VPN (e.g., BGP/MPLS I P VPN [ RFC4364]) from a service definition
perspective. That is, an L3 NVE provi des per-tenant forwarding and
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routing instance (L3 VNI) and L3 (I P/ MPLS) tunneling encapsul ati on of
tenant | P packets across the underlay. Note that routing could be
performed locally on the NVE or in a separate control entity.

2.4. (Operational Managenent Consi derations
NVO3 services are overlay services over an | P underl ay.

As far as the I P underlay is concerned, existing |IP Operations,
Admi ni stration, and Mai ntenance (OQAM facilities are used.

Wth regard to the NVO3 overlay, both L2 and L3 services can be
offered. It is expected that existing fault and performance OAM
facilities will be used. Sections 4.1 and 4.2.6 provide further

di scussion of additional fault and perfornmance managenent issues to
consi der.

As far as configuration is concerned, the DC environnent is driven by
the need to bring new services up rapidly and is typically very
dynam c, specifically in the context of virtualized services. It is
therefore critical to automate the configuration of NVO3 services.

3. Functional Conponents
Thi s section deconposes the network virtualization architecture into
the functional conponents described in Figure 3 to make it easier to
di scuss solution options for these conponents.

3.1. Service Virtualization Components

3.1.1. Virtual Access Points (VAPs)

Tenant Systens are connected to VNIs through Virtual Access Points
(VAPS) .

VAPs can be physical ports or virtual ports identified through
logical interface identifiers (e.g., VLANID and internal vSw tch
Interface I D connected to a VM.

3.1.2. Virtual Network Instance (VN)
A VNl is a specific VNinstance on an NVE. Each VN defines a

forwardi ng context that contains reachability information and
pol i ci es.
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3.1.3. Overlay Mdul es and VN Cont ext

Mechani sns for identifying each tenant service are required to all ow
the simultaneous overlay of multiple tenant services over the same
underl ay L3 network topology. 1In the data plane, each NVE, upon
sendi ng a tenant packet, nust be able to encode the VN Context for
the destination NVE in addition to the L3 tunneling information
(e.g., source IP address identifying the source NVE and the
destination | P address identifying the destination NVE, or MPLS
label). This allows the destination NVE to identify the tenant
service instance and therefore appropriately process and forward the
tenant packet.

The overlay nodul e provides tunneling overlay functions: tunne
initiation/termnation as in the case of stateful tunnels (see
Section 3.1.4) and/or encapsul ati on/ decapsul ati on of franes fromthe
VAPs/ L3 under| ay.

In a nulti-tenant context, tunneling aggregates frames fronito
different VNIs. Tenant identification and traffic demultiplexing are
based on the VN Context identifier.

The foll owi ng approaches can be consi dered:

- VN Context identifier per Tenant: This is a globally unique (on a
per-DC admini strative domain) VN identifier used to identify the
corresponding VNI. Exanples of such identifiers in existing
technol ogi es are I EEE VLAN IDs and Service Instance IDs (I-SIDs)
that identify virtual L2 domains when using | EEE 802. 1Q and | EEE
802. lah, respectively. Note that nultiple VN identifiers can
bel ong to a tenant.

- One VN Context identifier per VNI: Each VNI value is automatically
generated by the egress NVE, or a control plane associated with
that NVE, and usually distributed by a control-plane protocol to
all the related NVEs. An exanple of this approach is the use of
per-VRF MPLS | abels in IP VPN [ RFC4364]. The VNI value is
therefore locally significant to the egress NVE

- One VN Context identifier per VAP. A value locally significant to
an NVE is assigned and usually distributed by a control -pl ane
protocol to identify a VAP. An exanple of this approach is the
use of per-CE MPLS labels in I P VPN [ RFC4364].

Not e that when using one VN Context per VNI or per VAP, an additiona

gl obal identifier (e.g., a VNidentifier or nane) may be used by the
control plane to identify the tenant context.
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3.1.4. Tunnel Overlays and Encapsul ation Qptions

Once the VN Context identifier is added to the frame, an L3 tunne
encapsul ation is used to transport the frame to the destinati on NVE

Different IP tunneling options (e.g., Generic Routing Encapsul ation
(GRE), the Layer 2 Tunneling Protocol (L2TP), and |Psec) and MPLS
tunneling can be used. Tunneling could be stateless or stateful.
Statel ess tunneling sinply entails the encapsul ation of a tenant
packet with another header necessary for forwardi ng the packet across
the underlay (e.g., IP tunneling over an I P underlay). Statefu
tunneling, on the other hand, entails nmaintaining tunneling state at
the tunnel endpoints (i.e., NVEs). Tenant packets on an ingress NVE
can then be transmtted over such tunnels to a destination (egress)
NVE by encapsul ating the packets with a correspondi ng tunneling
header. The tunneling state at the endpoints may be configured or
dynam cal |y established. Solutions should specify the tunneling
technol ogy used and whether it is stateful or stateless. In this
docunent, however, tunneling and tunneling encapsul ation are used

i nterchangeably to sinply nean the encapsul ati on of a tenant packet
with a tunneling header necessary to carry the packet between an

i ngress NVE and an egress NVE across the underlay. It should be
noted that stateful tunneling, especially when configuration is

i nvol ved, does inpose nmanagenent overhead and scal e constraints.
When confidentiality is required, the use of opportunistic security
[ OPPSEC] can be used as a statel ess tunneling solution

3.1.5. Control -Pl ane Components
3.1.5.1. Distributed vs. Centralized Control Pl ane

Control - and managenent-pl ane entities can be centralized or
distributed. Both approaches have been used extensively in the past.
The routing nodel of the Internet is a good exanple of a distributed
approach. Transport networks have usually used a centralized
approach to nanage transport paths.

It is also possible to conbine the two approaches, i.e., using a
hybrid nodel. A global view of network state can have nmany benefits,
but it does not preclude the use of distributed protocols within the
network. Centralized nodels provide a facility to maintain gl oba
state and distribute that state to the network. When used in
conbination with distributed protocols, greater network efficiencies,
improved reliability, and robustness can be achieved. Domain- and/or
depl oyrment - speci fic constraints define the bal ance between
centralized and distributed approaches.
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3.1.5.2. Auto-provisioning and Service Di scovery

NVEs nust be able to identify the appropriate VNI for each Tenant
System This is based on state information that is often provided by
external entities. For exanple, in an environnent where a VMis a
Tenant System this information is provided by VM orchestration
systens, since these are the only entities that have visibility of

whi ch VM bel ongs to which tenant.

A mechani sm for comunicating this information to the NVE is
required. VAPs have to be created and napped to the appropriate VN .
Dependi ng upon the inplementation, this control interface can be

i mpl enent ed usi ng an auto-di scovery protocol between Tenant Systens
and their local NVE or through nanagenent entities. |n either case,
appropriate security and authenticati on nmechanisns to verify that
Tenant Systeminformation is not spoofed or altered are required.
This is one critical aspect for providing integrity and tenant
isolation in the system

NVEs may | earn reachability information for VNIs on other NVEs via a
control protocol that exchanges such information among NVEs or via a
management -control entity.

3.1.5.3. Address Advertisenment and Tunnel WMapping

As traffic reaches an ingress NVE on a VAP, a | ookup is perfornmed to
det erm ne which NVE or |ocal VAP the packet needs to be sent to. |If
the packet is to be sent to another NVE, the packet is encapsul ated
with a tunnel header containing the destination information
(destination I P address or MPLS | abel) of the egress NVE

I nt ernedi at e nodes (between the ingress and egress NVES) switch or
route traffic based upon the tunnel destination information

A key step in the above process consists of identifying the
destinati on NVE the packet is to be tunneled to. NVEs are
responsi ble for maintaining a set of forwarding or mapping tables
that hold the bindings between destination VM and egress NVE
addresses. Several ways of populating these tables are possible:
control plane driven, managenent plane driven, or data plane driven.

VWhen a control -plane protocol is used to distribute address
reachability and tunneling information, the auto-provisioning and
servi ce discovery could be acconplished by the same protocol. In
this scenario, the auto-provisioning and service discovery could be
conbined with (be inferred fron) the address adverti senent and
associ ated tunnel mapping. Furthernore, a control-plane protoco
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that carries both MAC and | P addresses elimnates the need for the
Address Resol ution Protocol (ARP) and hence addresses one of the
i ssues with explosive ARP handling as discussed in [ RFC6820].

3.1.5.4. Overlay Tunneling

For overlay tunneling, and dependent upon the tunneling technol ogy
used for encapsul ating the Tenant System packets, it may be
sufficient to have one or nore | ocal NVE addresses assigned and used
in the source and destination fields of a tunneling encapsul ation
header. Oher information that is part of the tunneling
encapsul ati on header nmay al so need to be configured. In certain
cases, local NVE configuration may be sufficient while in other

cases, sone tunneling-related information may need to be shared anpng
NVEs. The information that needs to be shared will be technol ogy
dependent. For instance, potential information could include tunne
identity, encapsul ation type, and/or tunnel resources. |In certain
cases, such as when using IP nmulticast in the underlay, tunnels that

i nterconnect NVEs nay need to be established. Wen tunneling

i nformati on needs to be exchanged or shared anong NVEs, a control -

pl ane protocol may be required. For instance, it may be necessary to
provi de active/standby status information between NVEs, up/down
status information, pruning/grafting information for nulticast
tunnels, etc.

In addition, a control plane nay be required to set up the tunne
path for some tunneling technologies. This applies to both unicast
and nul ticast tunneling.

3.2. Miltihom ng

Mul ti hom ng techni ques can be used to increase the reliability of an
NVCG3 network. It is also inportant to ensure that the physica
diversity in an NVO3 network is taken into account to avoid single
poi nts of failure.

Mul ti homi ng can be enabled in various nodes, from Tenant Systens into
ToRs, ToRs into core switches/routers, and core nodes into DC G/.

The NVO3 underl ay nodes (i.e., fromNVEs to DC GM) rely on IP
routing techniques or MPLS re-rerouting capabilities as the neans to
re-route traffic upon failures.

When a Tenant Systemis co-located with the NVE, the Tenant Systemis
ef fectively single-homed to the NVE via a virtual port. Wen the
Tenant System and the NVE are separated, the Tenant Systemis
connected to the NVE via a |logical L2 construct such as a VLAN, and
it can be multihomed to various NVEs. An NVE may provide an L2
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service to the end systemor an |3 service. An NVE may be mul ti honed
to a next layer in the DC at L2 or L3. When an NVE provides an L2
service and is not co-located with the end system | oop-avoi dance
techni ques nust be used. Similarly, when the NVE provides L3
service, simlar dual -hom ng techniques can be used. Wen the NVE
provides an L3 service to the end system it is possible that no
dynam ¢ routing protocol is enabled between the end system and the
NVE. The end system can be nultihonmed to nultiple physically
separated L3 NVEs over multiple interfaces. Wen one of the Iinks
connected to an NVE fails, the other interfaces can be used to reach
the end system

External connectivity froma DC can be handl ed by two or nore DC

gat eways. Each gateway provides access to external networks such as
VPNs or the Internet. A gateway may be connected to two or nore edge
nodes in the external network for redundancy. Wen a connection to
an upstreamnode is lost, the alternative connection is used, and the
failed route w thdrawn.

3.3. VM Mbility

In DC environnents utilizing VMtechnol ogies, an inportant feature is
that VMs can nove from one server to another server in the same or
different L2 physical domains (within or across DCs) in a seanl ess
manner .

A VM can be noved from one server to another in stopped or suspended
state ("cold" VMnobility) or in running/active state ("hot" VM
mobility). Wth "hot" nobility, VML2 and L3 addresses need to be
preserved. Wth "cold" nmobility, it may be desired to preserve at

| east VM L3 addresses.

Solutions to maintain connectivity while a VMis noved are necessary
in the case of "hot" nobility. This inplies that connectivity anong
VMs is preserved. For instance, for L2 VNs, ARP caches are updated
accordi ngly.

Upon VM nobility, NVE policies that define connectivity anong VMs
nmust be mai nt ai ned.

During VM nobility, it is expected that the path to the VM s default

gat eway assures adequate QS to VM applications, i.e., QS that

mat ches the expected service-level agreenent for these applications.
4. Key Aspects of Overlay Networks

The intent of this section is to highlight specific issues that
proposed overlay solutions need to address.
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4.

1

Pros and Cons

An overlay network is a layer of virtual network topol ogy on top of
the physical network.

Overlay networks offer the foll ow ng key advant ages:

Uni cast tunneling state managenent and associ ation of Tenant
Systens reachability are handl ed at the edge of the network (at
the NVE). Internediate transport nodes are unaware of such state.
Note that when nulticast is enabled in the underlay network to
build nmulticast trees for tenant VNs, there would be nore state
related to tenants in the underlay core network.

Tunneling is used to aggregate traffic and hi de tenant addresses
fromthe underlay network and hence offers the advantage of

m ni mzing the amount of forwarding state required within the
under | ay networKk.

Decoupling of the overlay addresses (MAC and | P) used by VMs from
the underl ay network provides tenant separation and separation of
the tenant address spaces fromthe underl ay address space.

Overl ay networks support of a |arge nunber of virtual network
identifiers.

Overlay networks al so create several chall enges:

Overlay networks typically have no control of underlay networks
and | ack underlay network i nformation (e.g., underlay
utilization):

o Overlay networks and/or their associ ated management entities
typically probe the network to nmeasure link or path properti es,
such as avail abl e bandwi dth or packet loss rate. It is
difficult to accurately evaluate network properties. It mght
be preferable for the underlay network to expose usage and
performance i nformation.

o0 M scomunication or |ack of coordination between overlay and
underl ay networks can lead to an inefficient usage of network
resour ces.

o Wen multiple overlays co-exist on top of a conmon underl ay
network, the lack of coordination between overlays can lead to
performance i ssues and/or resource usage inefficiencies.
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4.

4.

4.

- Traffic carried over an overlay mght fail to traverse firewalls
and NAT devi ces.

- Milticast service scalability: Milticast support may be required
in the underlay network to address tenant flood contai nment or
efficient nmulticast handling. The underlay nmay al so be required
to maintain nulticast state on a per-tenant basis or even on a
per-individual nulticast flow of a given tenant. |ngress
replication at the NVE elimnates that additional nulticast state
in the underlay core, but depending on the multicast traffic
volume, it may cause inefficient use of bandw dth.

2. Overlay Issues to Consider
2.1. Data Plane vs. Control Plane Driven

In the case of an L2 NVE, it is possible to dynamcally | earn MAC
addresses against VAPs. It is also possible that such addresses be
known and controlled via managenent or a control protocol for both L2
NVEs and L3 NVEs. Dynamic data-plane learning inplies that flooding
of unknown destinations be supported and hence inplies that broadcast
and/ or nulticast be supported or that ingress replication be used as
described in Section 4.2.3. Milticasting in the underlay network for
dynami c learning may lead to significant scalability limtations.
Specific forwardi ng rul es nmust be enforced to prevent |oops from
happeni ng. This can be achi eved using a spanning tree, a shortest
path tree, or a split-horizon mesh.

It should be noted that the anpbunt of state to be distributed is
dependent upon network topol ogy and the nunber of virtual machines.
Different forns of caching can also be utilized to mininize state

di stribution between the various elements. The control plane should
not require an NVE to nmaintain the |locations of all the Tenant
Systens whose VNs are not present on the NVE. The use of a contro
pl ane does not inmply that the data plane on NVEsS has to maintain al
the forwarding state in the control plane.

2.2. Coordination between Data Pl ane and Control Pl ane

For an L2 NVE, the NVE needs to be able to deternm ne MAC addresses of
the Tenant Systens connected via a VAP. This can be achieved via

dat a-pl ane learning or a control plane. For an L3 NVE, the NVE needs
to be able to determ ne the | P addresses of the Tenant Systens
connected via a VAP.
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In both cases, coordination with the NVE control protocol is needed
such that when the NVE determnines that the set of addresses behind a
VAP has changed, it triggers the NVE control plane to distribute this
information to its peers.

4.2.3. Handling Broadcast, Unknown Unicast, and Multicast (BUM Traffic

There are several options to support packet replication needed for
broadcast, unknown unicast, and multicast. Typical nethods include:

- Ingress replication
- Use of underlay multicast trees

There is a bandwi dth vs. state trade-off between the two approaches.
Dependi ng upon the degree of replication required (i.e., the number
of hosts per group) and the ampunt of nulticast state to maintain
tradi ng bandwi dth for state should be consi dered.

When the nunber of hosts per group is large, the use of underlay

mul ticast trees may be nore appropriate. Wen the nunber of hosts is
small (e.g., 2-3) and/or the anpbunt of multicast traffic is small

i ngress replication my not be an issue.

Dependi ng upon the size of the data center network and hence the
nunber of (S, G entries, and also the duration of multicast flows,
the use of underlay nulticast trees can be a chall enge.

VWen flows are well known, it is possible to pre-provision such
nulticast trees. However, it is often difficult to predict
application fl ows ahead of tinme; hence, progranmmng of (S, G entries
for short-lived flows could be inpracti cal

A possible trade-off is to use in the underlay shared multicast trees
as opposed to dedicated nmulticast trees.

4.2.4. Path MIU
When using overlay tunneling, an outer header is added to the
original frane. This can cause the MIU of the path to the egress
tunnel endpoint to be exceeded.
It is usually not desirable to rely on IP fragnentation for

performance reasons. ldeally, the interface MIU as seen by a Tenant
Systemis adjusted such that no fragnentation is needed.
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It is possible for the MU to be configured manually or to be
di scovered dynanically. Various Path MIU di scovery techni ques exi st
in order to determne the proper MIU size to use

- Cassical |ICGvW-based Path MIU Di scovery [ RFC1191] [ RFC1981]

Tenant Systens rely on | CMP nessages to di scover the MIU of the
end-to-end path to its destination. This nethod is not always

possi bl e, such as when traversing mniddl eboxes (e.g., firewalls)
that disable ICWP for security reasons.

- Extended Path MIU Di scovery techni ques such as those defined in
[ RFC4821]

Tenant Systens send probe packets of different sizes and rely on
confirmation of receipt or lack thereof fromreceivers to allow a
sender to discover the MIU of the end-to-end paths.

While it could also be possible to rely on the NVE to perform
segnentation and reassenbly operations without relying on the Tenant
Systens to know about the end-to-end MIU, this would lead to

undesi red performance and congestion issues as well as significantly
i ncrease the conplexity of hardware NVEs required for buffering and
reassenbly | ogic.

Preferably, the underlay network shoul d be designed in such a way
that the MIU can accommodate the extra tunneling and possibly
addi ti onal NVO3 header encapsul ati on over head.

4.2.5. NVE Location Trade-Ofs
In the case of DC traffic, traffic originated froma VMis native
Et hernet traffic. This traffic can be switched by a |ocal virtua
switch or ToR switch and then by a DC gateway. The NVE function can
be enmbedded within any of these el enents.

There are several criteria to consider when deciding where the NVE
function should happen

- Processing and menory requirenments

o Datapath (e.g., |ookups, filtering, and
encapsul ati on/ decapsul ati on)

o Control-plane processing (e.g., routing, signaling, and CAM
and where specific control-plane functions should be enabl ed

- FIB/R B size
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- Milticast support
o Routing/signaling protocols
o Packet replication capability
o Milticast FIB
- Fragnentation support
- QoS support (e.g., marking, policing, and queuing)
- Resiliency
4.2.6. Interaction between Network Overlays and Underl ays

VWhen mul tiple overlays co-exist on top of a common underl ay network,
resources (e.g., bandw dth) should be provisioned to ensure that
traffic fromoverlays can be accommpdat ed and QoS obj ectives can be
nmet. Overlays can have partially overlappi ng paths (nodes and

['i nks).

Each overlay is selfish by nature. It sends traffic so as to
optimze its own performance w thout considering the inpact on other
overl ays, unless the underlay paths are traffic engi neered on a per-
overlay basis to avoid congestion of underlay resources.

Better visibility between overlays and underl ays, or genera

coordi nation in placing overlay demands on an underl ay network, nay
be achi eved by provi di ng mechani sms to exchange performance and
liveliness informati on between the underlay and overlay(s) or by the
use of such information by a coordination system Such information
may i ncl ude:

- Performance netrics (throughput, delay, loss, jitter) such as
defined in [ RFC3148], [RFC2679], [RFC2680], and [ RFC3393].

- Cost metrics
5. Security Considerations

There are three points of view when considering security for NVGS.
First, the service offered by a service provider via NVG3 technol ogy
to a tenant nust neet the nutually agreed security requirenents.
Second, a network inplenenting NVO3 nust be able to trust the virtua
network identity associated with packets received froma tenant.
Third, an NVO3 network must consider the security associated with
runni ng as an overlay across the underlay network.
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To neet a tenant’s security requirenents, the NVO3 service nust
del i ver packets fromthe tenant to the indicated destination(s) in
the overlay network and external networks. The NVO3 service provides
data confidentiality through data separation. The use of both VNI's
and tunneling of tenant traffic by NVES ensures that NVO3 data is
kept in a separate context and thus separated from other tenant
traffic. The infrastructure supporting an NVO3 service (e.g.
managenment systens, NVES, NVAs, and intermediate underl ay networks)
should be linmted to authorized access so that data integrity can be
expected. |If a tenant requires that its data be confidential, then
the Tenant System may choose to encrypt its data before transm ssion
into the NVG3 service

An NVO3 service nust be able to verify the VNI received on a packet
fromthe tenant. To ensure this, not only tenant data but al so NVG3
control data must be secured (e.g., control traffic between NVAs and
NVEs, between NVAs, and between NVEs). Since NVEs and NVAs play a
central role in NVG3, it is critical that secure access to NVEs and
NVAs be ensured such that no unauthorized access is possible. As

di scussed in Section 3.1.5.2, identification of Tenant Systems is
based upon state that is often provided by managenent systens (e.qg.

a VMorchestration systemin a virtualized environment). Secure
access to such management systens must al so be ensured. Wen an NVE
receives data froma Tenant System the tenant identity needs to be
verified in order to guarantee that it is authorized to access the
corresponding VN. This can be achieved by identifying incom ng
packet s agai nst specific VAPs in some cases. |In other circunstances,
aut hentication may be necessary. Once this verification is done, the
packet is allowed into the NVO3 overlay, and no integrity protection
is provided on the overlay packet encapsulation (e.g., the VN,
destination NVE, etc.).

Since an NVQ3 service can run across diverse underlay networks, when
the underlay network is not trusted to provide at |east data
integrity, data encryption is needed to assure correct packet
del i very.

It is also desirable to restrict the types of information (e.g.
topol ogy i nformati on as di scussed in Section 4.2.6) that can be
exchanged between an NVO3 service and underl ay networks based upon
their agreed security requirenents.
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