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Abst r act

Thi s docunent describes a nodified sender-side algorithmfor nanaging
the TCP and Stream Control Transm ssion Protocol (SCTP)

retransm ssion timers that provides faster |oss recovery when there
is a small amobunt of outstanding data for a connection. The

nodi fication, RTO Restart (RTOR), allows the transport to restart its
retransm ssion timer using a smaller tinmeout duration, so that the
effective retransm ssion tinmeout (RTO beconmes nore aggressive in
situations where fast retransmit cannot be used. This enables faster
| oss detection and recovery for connections that are short |ived or
application limted.

Status of This Meno

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplenentation, and
eval uati on.

Thi s docunent defines an Experinmental Protocol for the Internet
conmunity. This document is a product of the Internet Engi neering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al |l documents approved by the | ESG are a candi date for any |evel of
Internet Standard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7765
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1. Introduction

TCP and SCTP use two al nost identical nechanisns to detect and
recover fromdata | oss, specified in [ RFC6298] and [ RFC5681] for TCP
and [ RFC4960] for SCTP. First, if transmtted data is not

acknow edged within a certain amount of tinme, a retransm ssion
timeout (RTO occurs and the data is retransmtted. Wile the RTOis
based on nmeasured round-trip tines (RTTs) between the sender and
receiver, it also has a conservative | ower bound of 1 second to
ensure that delayed data are not m staken as lost. Second, when a
sender receives duplicate acknow edgnments or simlar information via
sel ective acknow edgnments, the fast retransmt al gorithm suspects
data | oss and can trigger a retransm ssion. Duplicate (and

sel ective) acknow edgnments are generated by a receiver when data
arrives out of order. As both data |oss and data reordering cause
out-of -order arrival, fast retransmt waits for three out-of-order
notifications before considering the corresponding data as lost. In
sone situations, however, the anount of outstanding data is not
enough to trigger three such acknow edgnents, and the sender nust
rely on I engthy RTGs for | oss recovery.

The armount of outstanding data can be small for several reasons:

(1) The connection is limted by congestion control when the path
has a | ow total capacity (bandw dth-delay product) or the
connection’s share of the capacity is small. It is also limted
by congestion control in the first few RTTs of a connection or
after an RTO when the avail abl e capacity is probed using
slowstart.

(2) The connection is Iimted by the receiver’s avail able buffer
space.

(3) The connection is Iimted by the application if the available
capacity of the path is not fully utilized (e.g., interactive
applications) or is at the end of a transfer.

Wil e the reasons |isted above are valid for any flow, the third
reason i s nost common for applications that transmt short flows or
use a bursty transm ssion pattern. A typical exanple of applications
that produce short flows are web-based applications. [RJ10] shows
that 70% of all web objects, found at the top 500 sites, are too
small for fast retransmit to work. [FDT13] shows that about 77% of
all retransm ssions sent by a major web service are sent after RTO
expiry. Applications with bursty transm ssion patterns often send
data in response to actions or as a reaction to real life events.
Typi cal exanpl es of such applications are stock-tradi ng systens,
renote conputer operations, online games, and web-based applications
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usi ng persistent connections. Wat is special about this class of
applications is that they are often tine dependent, and extra | atency
can reduce the application service |evel [P09].

The RTO Restart (RTOR) mechani sm described in this docunent makes the
effective RTO slightly nore aggressi ve when the anount of outstanding
data is too small for fast retransmt to work, in an attenpt to
enabl e faster | oss recovery while being robust to reordering. Wile
RTOR still conforms to the requirenent for when a segment can be
retransmtted, specified in [ RFC6298] for TCP and [ RFC4960] for SCTP
it could increase the risk of spurious tineouts. To determ ne

whet her this nodification is safe to deploy and enabl e by default,
further experimentation is required. Section 5 discusses experinents
still needed, including evaluations in environments where the risk of
spurious retransm ssions are increased, e.g., nobile networks with

hi ghly varyi ng RTTs.

The remai nder of this docunment describes RTOR and its inplenmentation
for TCP only, to nmake the docunent easier to read. However, the RTOR
al gorithm described in Section 4 is applicable also for SCTP
Furthernore, Section 7 details the SCTP socket APl needed to contro
RTOR.

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Thi s docunent introduces the follow ng vari abl es:

o The nunber of previously unsent segnents (prevunsnt): The nunber
of segnents that a sender has queued for transm ssion, but has not
yet sent.

0 RTO Restart threshold (rrthresh): RTOR is enabl ed whenever the sum
of the nunber of outstanding and previously unsent segnents
(prevunsnt) is below this threshold.

3. RTO Overview and Rationale for RTOR

The RTO managenent al gorithm described in [ RFC6298] reconmends that
the retransnission tiner be restarted when an acknow edgnment (ACK)

t hat acknow edges new data is received and there is still outstanding
data. The restart is conducted to guarantee that unacknow edged
segments will be retransmitted after approxi mately RTO seconds. The
standardi zed RTO tiner managenent is illustrated in Figure 1, where a

TCP sender transmits three segnents to a receiver. The arrival of
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the first and second segnent triggers a delayed ACK (del ACK)

[ RFC1122], which restarts the RTOtiner at the sender. The RTOis
restarted approximately one RTT after the transnission of the third
segnent. Thus, if the third segnent is lost, as indicated in
Figure 1, the effective | oss detection tine becones "RTO + RTT"

seconds. |In sone situations, the effective |oss detection tine
beconmes even | onger. Consider a scenario where only two segnents are
outstanding. |If the second segnment is lost, the tine to expire the
del ACK tinmer will also be included in the effective | oss detection
tine.

Sender Recei ver

DATA [SEG 1] ----cmmmmmmmmmmmemae > (ack del ayed)

DATA [SEG 2] -----------mmmmmma oo - - > (send ack)

DATA [SEG 3] ----X R ACK

(restart RTO <---------- /

(RTO expiry) o

DATA [SEG 3] ------mmmmmmmmmemeae o >

Figure 1: RTO Restart Exanple

For bulk traffic, the current approach is beneficial -- it is
described in [ELO4] to act as a "safety margi n" that conpensates for
some of the problens that the authors have identified with the
standard RTO cal culation. Notably, the authors of [ELO4] also state
that "this safety margin does not exist for highly interactive
applications where often only a single packet is in flight.” In
general, however, as |ong as enough segnents arrive at a receiver to
enabl e fast retransmit, RTO based | oss recovery should be avoi ded
RTOs should only be used as a last resort, as they drastically | ower
the congestion wi ndow as conpared to fast retransmt.

Al though fast retransmt is preferable, there are situations where
timeouts are appropriate or are the only choice. For exanple, if the
network is severely congested and no segnents arrive, RTO based
recovery should be used. In this situation, the time to recover from
the loss(es) will not be the performance bottleneck. However, for
connections that do not utilize enough capacity to enable fast
retransmt, RTO based |oss detection is the only choice, and the tine
required for this can becone a performance bottl eneck
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4. RTOR Al gorithm

To enabl e faster | oss recovery for connections that are unable to use
fast retransmit, RTOR can be used. This section specifies the

nodi fications required to use RTOR By resetting the timer to "RTO -
T earliest"”, where T earliest is the tinme el apsed since the earliest
out st andi ng segnent was transmitted, retransm ssions will always
occur after exactly RTO seconds.

Thi s docunent specifies an OPTI ONAL sender-only nodification to TCP
and SCTP, which updates step 5.3 in Section 5 of [RFC6298] (and a
simlar update in Section 6.3.2 of [RFC4960] for SCTP). A sender
that inplenments this nethod MJST follow the al gorithm bel ow

When an ACK i s received that acknow edges new dat a:
(1) Set T earliest = 0.

(2) If the sumof the nunber of outstanding and previously unsent
segnents (prevunsnt) is |less than an RTOR threshol d
(rrthresh), set T earliest to the tine el apsed since the
earliest outstanding segnent was sent.

(3) Restart the retransmission tinmer so that it will expire after
(for the current value of RTO:

(a) RTO- T earliest, if RTO- T earliest > 0.
(b) RTO otherw se.

The RECOWMMENDED val ue of rrthresh is four, as this value will ensure
that RTOR is only used when fast retransmit cannot be triggered.

Wth this update, TCP inplenentations MJST track the tine el apsed
since the transm ssion of the earliest outstanding segnent
(T_earliest). As RTOR is only used when the anpunt of outstanding
and previously unsent data is |less than rrthresh segnents, TCP

i npl enentati ons al so need to track whether the anount of outstanding
and previously unsent data is nore, equal, or less than rrthresh
segnents. Al though sone packet-based TCP i npl ementations (e.qg.

Li nux TCP) already track both the transm ssion tinmes of all segnents
and al so the nunber of outstanding segnents, not all inplenmentations
do. Section 5.3 describes how to inplenment segnent tracking for a
general TCP inplenentation. To use RTOR, the cal cul ated expiration
time MUST be positive (step 3(a) in the list above); this is required
to ensure that RTOR does not trigger retransm ssions prematurely when
previously retransmtted segnents are acknow edged.
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5. Discussion

Al t hough RTOR confornms to the requirenent in [RFC6298] that segnents
must not be retransmitted earlier than RTO seconds after their
original transm ssion, RTOR nakes the effective RTO nore aggressive.
In this section, we discuss the applicability and the issues rel ated
to RTOR

5.1. Applicability

The currently standardized al gorithm has been shown to add at |east
one RTT to the | oss recovery process in TCP [LS00] and SCTP [ HB11]

[ PBPO9]. For applications that have strict timng requirenments
(e.g., interactive web) rather than throughput requirenents, using
RTOR coul d be beneficial because the RTT and the del ACK tinmer of
receivers are often | arge conponents of the effective |oss recovery
time. Measurenments in [HB11l] have shown that the total transfer time
of a |l ost segnent (including the original transm ssion tinme and the
| oss recovery tinme) can be reduced by 35% using RTOR. These results
mat ch those presented in [ PGH06] and [ PBP09], where RTOR is shown to
significantly reduce retransm ssion | atency.

There are also traffic types that do not benefit from RTOR  One
exanpl e of such traffic is bulk transm ssion. The reason why bul k
traffic does not benefit fromRTOR is that such traffic flows nostly
have four or nore segnents outstanding, allow ng | oss recovery by
fast retransmit. However, there is no harmin using RTOR for such
traffic as the algorithmis only active when the anpunt of

out st andi ng and unsent segments are less than rrthresh (default 4).

Gven that RTOR is a nostly conservative algorithm it is suitable
for experinmentation as a systemw de default for TCP traffic.

5.2. Spurious Tineouts

RTOR can in sone situations reduce the |oss detection tinme and
thereby increase the risk of spurious tineouts. |n theory, the
retransm ssion timer has a | ower bound of 1 second [ RFC6298], which
limts the risk of having spurious timeouts. However, in practice,
nost inpl enentations use a significantly lower value. Initia

measur enents show slight increases in the nunber of spurious timeouts
when such | ower values are used [RHB15]. However, further
experinments, in different environnents and with different types of
traffic, are encouraged to quantify such increases nore reliably.

Does a slightly increased risk matter? Generally, spurious tinmeouts

have a negative effect on the network as segnents are transmtted
needl essly. However, recent experinents do not show a significant
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increase in network load for a nunber of realistic scenarios [RHBL5].
Anot her problemwith spurious retransm ssions is related to the
performance of TCP/ SCTP, as the congestion window is reduced to one
segnment when timeouts occur [RFC5681]. This could be a potentia
problem for applications transmtting nmultiple bursts of data within
a single flow, e.g., web-based HTTP/ 1.1 and HTTP/ 2. 0 applications.
However, results fromrecent experinents involving persistent web
traffic [RHB15] revealed a net gain using RTOR Qher types of
flows, e.g., long-lived bulk flows, are not affected as the algorithm
is only applied when the anount of outstanding and unsent segments is
| ess than rrthresh. Furthernore, short-lived and application-limted
flows are typically not affected as they are too short to experience
the effect of congestion control or have a transmission rate that is
qui ckly attainabl e.

VWiile a slight increase in spurious timeouts has been observed using
RTOR, it is not clear whether or not the effects of this increase
mandat e any future algorithm c changes -- especially since nost
nodern operating systens al ready include nechanisns to detect

[ RFC3522] [ RFC3708] [ RFC5682] and resol ve [ RFC4015] possi bl e probl ens
with spurious retransm ssions. Further experimentation is needed to
determ ne this and thereby nmove this specification from Experinenta
to the Standards Track. For instance, RTOR has not been evaluated in
the context of nobile networks. Mobile networks often incur highly
variabl e RTTs (del ay spi kes), due to e.g., handovers, and woul d
therefore be a useful scenario for further experinentation

5.3. Tracking Qutstanding and Previously Unsent Segnents

The nethod of tracking outstandi ng and previously unsent segnents
wi Il probably differ depending on the actual TCP inplenentation. For
packet - based TCP inpl enentations, tracking outstanding segnments is
often straightforward and can be inpl enented using a sinple counter.
For byte-based TCP stacks, it is a nore conplex task. Section 3.2 of
[ RFC5827] outlines a general method of tracking the nunber of

out st andi ng segnents. The sane method can be used for RTOR  The

i mpl enentation will have to track segnment boundaries to form an

under standi ng as to how many actual segnents have been transnitted
but not acknow edged. This can be done by the sender tracking the
boundaries of the rrthresh segnments on the right side of the current
wi ndow (whi ch involves tracking rrthresh + 1 sequence nunbers in
TCP). This could be done by keeping a circular list of the segnent
boundaries, for instance. Cumulative ACKs that do not fall wthin
this region indicate that at |east rrthresh segnents are outstandi ng,
and therefore RTOR is not enabled. Wen the outstanding wi ndow
becomes smal |l enough that RTOR can be invoked, a full understandi ng
of the nunber of outstanding segnments will be available fromthe
rrthresh + 1 sequence nunbers retained. (Note: the inplicit sequence
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nunber consunmed by the TCP FIN bit can al so be included in the
tracki ng of segment boundaries.)

Tracki ng the number of previously unsent segnents depends on the
segnentation strategy used by the TCP inpl enentation, not whether it

i s packet based or byte based. |In the case where segnents are forned
directly on socket wites, the process of determining the nunber of
previously unsent segnents should be trivial. In the case that

unsent data can be segnented (or resegnmented) as long as it is stil
unsent, a straightforward strategy could be to divide the amunt of
unsent data (in bytes) with the Sender Maxi mum Segnment Size (SM5S) to
obtain an estimate. |n sone cases, such an estimation could be too
sinmplistic, depending on the segnentation strategy of the TCP

i mpl enentati on. However, this estimation is not critical to RTOR
The tracking of prevunsnt is only made to optimnize a corner case in
whi ch RTOR was unnecessarily disabled. |nplenentations can use a
simplified nethod by setting prevunsnt to rrthresh whenever
previously unsent data is available, and set prevunsnt to zero when
no new data is available. This will disable RTORin the presence of
unsent data and only use the nunber of outstanding segnents to
enabl e/ di sabl e RTOR

6. Related Wrk

There are several proposals that address the probl em of not having
enough ACKs for | oss recovery. 1In what follows, we explain why the
mechani sm descri bed here is conplenentary to these approaches:

The imted transmt mechani sm[RFC3042] allows a TCP sender to
transmt a previously unsent segnent for each of the first two
dupl i cate acknow edgenents (dupACKs). By transnmitting new segnents,
the sender attenpts to generate additional dupACKs to enabl e fast
retransmit. However, limted transnmit does not help if no previously
unsent data is ready for transm ssion. [RFC5827] specifies an early
retransmt algorithmto enable fast |oss recovery in such situations.
By dynamically |owering the nunber of dupACKs needed for fast
retransmt (dupthresh), based on the nunber of outstanding segnents,
a smal |l er nunber of dupACKs is needed to trigger a retransm ssion

In sone situations, however, the algorithmis of no use or m ght not
work properly. First, if a single segment is outstanding and |ost,
it is inpossible to use early retransmt. Second, if ACKs are |ost,
early retransmt cannot help. Third, if the network path reorders
segnents, the al gorithm m ght cause nore spurious retransm ssions
than fast retransmit. The recommended val ue of RTOR s rrthresh
variable is based on the dupthresh, but it is possible to adapt to
allow tighter integration with other experinental algorithms such as
early retransmt.
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Tail Loss Probe [TLP] is a proposal to send up to two "probe
segnents" when a tiner fires that is set to a value snmaller than the
RTO. A "probe segnent” is a new segnent if new data is avail able
else it is a retransmssion. The intention is to conmpensate for

sl uggi sh RTO behavior in situations where the RTO greatly exceeds the
RTT, which, according to nmeasurenents reported in [TLP], is not
uncomon. Furthernore, TLP also tries to circunvent the congestion
wi ndow reset to one segrment by instead enabling fast recovery. The
probe tinmeout (PTO is nornmally two RTTs, and a spurious PTOis |ess
ri sky than a spurious RTO because it woul d not have the same negative
effects (clearing the scoreboard and restarting with slowstart).

TLP is a nore advanced nechanismthan RTOR requiring e.g., SACK to
work, and is often able to further reduce | oss recovery tines.
However, it also noticeably increases the anmount of spurious

retransm ssions, as conpared to RTOR [ RHB15].

TLP is applicable in situations where RTOR does not apply, and it
could overrule (yielding a simlar general behavior, but with a | ower
timeout) RTOR in cases where the nunber of outstandi ng segnents is
smal l er than four and no new segnents are avail able for transnission
The PTO has the sane inherent problemof restarting the tiner on an

i ncom ng ACK and could be conbined with a strategy simlar to RTOR s
to offer nmore consistent tineouts.

7. SCTP Socket APl Consi derations

This section describes how the socket APl for SCTP defined in
[ RFC6458] is extended to control the usage of RTO restart for SCTP

Pl ease note that this section is informational only.

7.1. Data Types
This section uses data types from[|EEE 9945]: uintN_t means an
unsi gned integer of exactly N bits (e.g., uintl6_t). This is the
same as in [ RFC6458].

7.2. Socket Option for Controlling the RTO Restart Support
( SCTP_RTO_RESTART)

Thi s socket option allows the enabling or disabling of RTO Restart
for SCTP associ ati ons.

Whet her or not RTO restart is enabled per default is inplenmentation
specific.
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9.

9.

Thi s socket option uses | PPROTO SCTP as its |evel and

SCTP_RTO RESTART as its nanme. It can be used with getsockopt() and
setsockopt (). The socket option value uses the follow ng structure
defined in [ RFC6458] :

struct sctp_assoc_val ue {
sctp_assoc_t assoc_id;
uint32_t assoc_val ue;

b

assoc_id: This paraneter is ignored for one-to-one style sockets.
For one-to-many style sockets, this paraneter indicates upon which
association the user is perform ng an action. The specia
sctp_assoc_t SCTP_{ FUTURE| CURRENT| ALL} ASSCC can al so be used in
assoc_id for setsockopt(). For getsockopt(), the special value
SCTP_FUTURE_ASSCC can be used in assoc_id, but it is an error to
use SCTP_{ CURRENT| ALL} ASSCC i n assoc_i d.

assoc_value: A non-zero val ue encodes the enabling of RTOrestart
whereas a value of 0 encodes the disabling of RTOrestart.

sctp_opt_info() needs to be extended to support SCTP_RTO RESTART.
Security Considerations

Thi s docunent specifies an experinmental sender-only nodification to
TCP and SCTP. The nodification introduces a change in howto set the
retransm ssion timer’s value when restarted. Therefore, the security
consi derations found in [RFC6298] apply to this document. No
addi ti onal security problens have been identified with RTO Restart at
this tinme.

Ref er ences
1. Nornmtive References

[ RFC1122] Braden, R, Ed., "Requirenents for Internet Hosts -
Conmuni cati on Layers", STD 3, RFC 1122,
DO 10.17487/ RFC1122, Cctober 1989
<http://ww. rfc-editor.org/info/rfcll22>

[ RFC2119] Bradner, S., "Key words for use in RFCs to Indicate
Requi renent Level s", BCP 14, RFC 2119,
DA 10.17487/ RFC2119, March 1997
<http://wwv. rfc-editor.org/info/rfc2119>

Hurtig, et al. Experi ment al [ Page 11]



RFC 7765

[ RFC3042]

[ RFC3522]

[ RFC3708]

[ RFC4015]

[ RFC4960]

[ RFC5681]

[ RFC5682]

[ RFC5827]

[ RFC6298]

Hurtig, et al.

TCP and SCTP RTO Restart February 2016

Al man, M, Bal akrishnan, H., and S. Fl oyd, "Enhancing
TCP's Loss Recovery Using Limted Transnmit", RFC 3042,
DA 10.17487/ RFC3042, January 2001,
<http://ww.rfc-editor.org/info/rfc3042>.

Ludwig, R and M Meyer, "The Eifel Detection Al gorithm
for TCP', RFC 3522, DO 10.17487/RFC3522, April 2003,
<http://ww. rfc-editor.org/info/rfc3522>.

Blanton, E. and M Allman, "Using TCP Duplicate Sel ective
Acknowl edgenent (DSACKs) and Stream Control Transm ssion
Protocol (SCTP) Duplicate Transm ssi on Sequence Nunbers
(TSNs) to Detect Spurious Retransm ssions", RFC 3708,

DA 10.17487/ RFC3708, February 2004,
<http://ww.rfc-editor.org/info/rfc3708>.

Ludwig, R and A. CGurtov, "The Eifel Response Al gorithm
for TCP', RFC 4015, DO 10. 17487/ RFC4015, February 2005,
<http://ww. rfc-editor.org/info/rfc4015>.

Stewart, R, Ed., "Stream Control Transm ssion Protocol",
RFC 4960, DO 10. 17487/ RFC4960, Septenber 2007,
<http://ww.rfc-editor.org/info/rfc4960>.

Al man, M, Paxson, V., and E. Blanton, "TCP Congestion
Control", RFC 5681, DO 10.17487/ RFC5681, Septenber 2009,
<http://ww.rfc-editor.org/info/rfc5681>.

Sarol ahti, P., Kojo, M, Yamanoto, K, and M Hata,
"Forward RTO Recovery (F-RTO): An Algorithm for Detecting
Spurious Retransmi ssion Tinmeouts with TCP", RFC 5682,

DA 10.17487/ RFC5682, Septenber 2009,

<http://ww. rfc-editor.org/infol/rfc5682>.

Al man, M, Avrachenkov, K., Ayesta, U, Blanton, J., and
P. Hurtig, "Early Retransmit for TCP and Stream Control
Transm ssion Protocol (SCTP)", RFC 5827,

DA 10. 17487/ RFC5827, May 2010,

<http://ww. rfc-editor.org/info/rfcb5827>.

Paxson, V., Allman, M, Chu, J., and M Sargent,
"Conputing TCP's Retransm ssion Tiner", RFC 6298,
DO 10.17487/ RFC6298, June 2011,
<http://ww.rfc-editor.org/info/rfc6298>.

Experi ment al [ Page 12]



RFC 7765 TCP and SCTP RTO Restart February 2016

9.2. Informative References
[ ELO4] Ekstroem H and R Ludwi g, "The Peak-Hopper: A New End-
to-End Retransm ssion Tinmer for Reliable Unicast
Transport"”, | EEE | NFOCOM 2004,

DO 10.1109/1 NFCOM 2004. 1354671, March 2004.

[ FDT13] Flach, T., Dukkipati, N, Terzis, A, Raghavan, B.,
Cardwel |, N., Cheng, Y., Jain, A, Hao, S., Katz-Bassett,
E., and R Covindan, "Reducing Wb Latency: the Virtue of
Gentl e Aggression”, Proc. ACM SI GCOW Conf .,
DO 10.1145/2486001. 2486014, August 2013.

[ HB11] Hurtig, P. and A Brunstrom "SCTP. designed for tinely
nmessage delivery?", Springer Tel ecommunication Systens 47
(3-4), DO 10.1007/s11235-010-9321-3, August 2011.

[ | EEE. 9945]
| EEE/ 1 SO I EC, "International Standard - Information
technol ogy Portabl e Operating System Interface (PCSI X)
Base Specifications, |Issue 7", |EEE 9945-2009,
<http://standards.ieee.org/findstds/
st andar d/ 9945- 2009. ht m >.

[ LSO0O0] Ludwig, R and K. Sklower, "The Eifel retransm ssion
timer", ACM SI GCOW Conmput. Commun. Rev., 30(3),
DO 10.1145/382179. 383014, July 2000.

[ PO9] Petlund, A, "lInproving |atency for interactive, thin-
stream applications over reliable transport", Unipub PhD
Thesis, Cct 2009.

[ PBPO9] Petlund, A., Beskow, P., Pedersen, J., Paaby, E., Giwodz,
C., and P. Halvorsen, "lnmproving SCTP retransm ssion
del ays for time-dependent thin streanms"”, Springer
Mul tinedia Tools and Applications, 45(1-3),
DO 10.1007/s11042-009-0286-8, Cctober 2009.

[ PGHO6] Pedersen, J., Griwdz, C, and P. Hal vorsen,
"Consi derations of SCTP Retransm ssion Delays for Thin
Streans", | EEE LCN 2006, DO 10.1109/LCN. 2006. 322082,
Novemnber 2006.

[ RFC6458] Stewart, R, Tuexen, M, Poon, K, Lei, P., and V.
Yasevi ch, "Sockets APl Extensions for the Stream Control
Transm ssion Protocol (SCTP)", RFC 6458,
DA 10.17487/ RFC6458, Decenber 2011,
<http://ww. rfc-editor.org/info/rfc6458>.

Hurtig, et al. Experi ment al [ Page 13]



RFC 7765 TCP and SCTP RTO Restart February 2016

[ RHB15] Rajiullah, M, Hurtig, P., Brunstrom A., Petlund, A, and
M Welzl, "An Evaluation of Tail Loss Recovery Mechani sns
for TCP', ACM SI GCOW CCR 45 (1),
DO 10.1145/2717646. 2717648, January 2015

[ R1I10] Ramachandran, S., "Web netrics: Size and nunber of
resources", My 2010, <https://goo.gl/0a6QA>.

[ TLP] Dukki pati, N., Cardwell, N., Cheng, Y., and M Mathis,
"Tail Loss Probe (TLP): An Algorithmfor Fast Recovery of
Tail Losses”, Wbrk in Progress, draft-dukkipati-tcpmtcp-
| oss- probe-01, February 2013.

Acknowl edgenent s

The authors wish to thank M chael Tuexen for contributing the SCTP
Socket API considerations and Godred Fairhurst, Yuchung Cheng, Mark
Al man, Anant ha Ramai ah, Richard Scheffenegger, N colas Kuhn,

Al exander Zi mmernmann, and M chael Scharf for comenting on the
document and the ideas behind it.

Al the authors are supported by RITE (http://riteproject.eu/), a
research project (1CT-317700) funded by the European Community under
its Seventh Franmework Program The views expressed here are those of
the author(s) only. The European Commission is not liable for any
use that may be made of the information in this docunent.

Hurtig, et al. Experi ment al [ Page 14]



RFC 7765 TCP and SCTP RTO Restart February 2016

Aut hors’ Addr esses

Per Hurtig

Karl stad University
Uni versitetsgatan 2
Karlstad 651 88
Sweden

Phone: +46 54 700 23 35
Emai | : per. hurti g@au. se

Anna Brunstrom

Karl stad University
Uni versitetsgatan 2
Karl stad 651 88
Sweden

Phone: +46 54 700 17 95
Emai | : anna. brunstr om@au. se

Andr eas Petl und

Si nul a Research Laboratory AS
P. 0. Box 134

Lysaker 1325

Nor way

Phone: +47 67 82 82 00
Enmai | : apet|l und@i mul a. no
M chael Wl z

Uni versity of Gslo
PO Box 1080 Bl i ndern
Cslo N 0316

Nor way

Phone: +47 22 85 24 20
Email: m chawe@fi. uio.no

Hurtig, et al. Experi ment al [ Page 15]






