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Mobi | e Communi cation Congesti on Exposure Scenari o

Abst r act

This meno descri bes a nobile comunications use case for congestion
exposure (ConEx) with a particular focus on those nobile

conmuni cati on networks that are architecturally simlar to the 3GPP
Evol ved Packet System (EPS). This nmeno provides a brief overview of
the architecture of these networks (both access and core networks)
and current QoS nechani snms and then di scusses how congesti on exposure
concepts could be applied. Based on this discussion, this neno
suggests a set of requirenments for ConEx mechani sms that particularly
apply to these nobil e networks.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(ITETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any level of Internet

St andard; see Section 2 of RFC 5741.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7778
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1

| ntroducti on

Mobil e data traffic continues to grow rapidly. The challenge

Wi rel ess operators face is to support nore subscribers with an

i ncreasi ng bandwi dt h denmand. To neet these bandw dth requirenents,
there is a need for new technol ogi es that assist the operators in
efficiently utilizing the avail able network resources. Two specific
areas where such new technol ogi es could be deened useful are resource
all ocation and fl ow managenent.

Anal ysis of data traffic in cellular networks has shown that npst
flows are short lived and | ow vol une, but a conparatively snal

nunber of high-volune flows constitute a large fraction of the
overall traffic volune [Ite-sigconmR013]. That neans that
potentially a small fraction of users is responsible for the mgjority
of traffic in cellular networks. |In view of such highly skewed user
behavior and |imted and expensive resources (e.g., the wireless
spectrum), resource allocation and usage accountability are two

i nportant issues for operators to solve in order to achieve both a
better network resource utilization and fair resource sharing.

ConEx, as described in [RFC6789], is a technology that can be used to
achi eve these goal s.

The ConEx nechanismis designed to be a general technol ogy that could
be applied as a key el enent of congestion nanagenent solutions for a
variety of use cases. |In particular, use cases that are of interest
for initial deployment are those in which the end hosts and the
network that contains the destination end hosts are ConEx-enabl ed but
ot her networks need not be.

A specific exanpl e of such a use case can be a nobil e comrunication
network such as a 3GPP EPS networks where UEs (User Equipnent) (i.e.,
nobi |l e end hosts), servers and caches, the access network, and

possi bly an operator’s core network can be ConEx-enabled; that is,
hosts support the ConEx mechani sms, and the network provides
policing/auditing functions at its edges.

Thi s docunent provides a brief overview of the architecture of such
networ ks (access and core networks) and current QS nechanisns. It
further discusses how such networks can benefit from congestion
exposure concepts and how they should be applied. Using this use
case as a basis, a set of requirenents for ConEx nechani sns are
descri bed.
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1.1. Acronyns

In this section, we expand sone acronyns that are used throughout the
text. Most are explained and put in a systemcontext in Appendix A
and the 3GPP, ECN, and ConEx specifications referenced there.

eNB
Evol ved NodeB: LTE base station
HSS
Hone Subscri ber Server
S-GW
Serving Gateway: nobility anchor and tunnel endpoint
P- GW
Packet Data Network (PDN) Gateway: tunnel endpoint for user-plane
and control -plane protocols -- typically the GNto the Internet or

an operator’s service network

UE
User Equi pnent: mobile term nals

GTP
GPRS Tunneling Protocol [TS29060]

GTP-U
GIP User Data Tunneling [ TS29060]

GTP-C
GTP Control [TS29060]

2. ConEx Use Cases in Mbile Conmmunicati on Networks

In general, quality of service and good network resource utilization
are inportant requirenents for nobile communi cati on network
operators. Radio access and backhaul capacity are consi dered scarce
resources, and bandwi dth (and radi o resource) demand is difficult to
predict precisely due to user nmobility, radio propagation effects,
etc. Hence, today’'s architectures and protocols go to significant

l engths in order to provide network-controlled quality of service.
These efforts often lead to conplexity and cost. ConEx could be a
si mpl er and nore capabl e approach to efficient resource sharing in

t hese networks.
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In the follow ng sections, we discuss ways that congestion exposure
could be beneficial for supporting resource nmanagenent in such nobile
conmuni cati on networks. [RFC6789] describes fundamental congestion
exposure concepts and a set of use cases for applying congestion
exposure nechanisns to realize different traffic nanagement functions
such as flow policy-based traffic managenent or traffic offloading.
Readers that are not familiar with the 3GPP EPS should refer to
Appendi x A first.

2.1. Conkx as a Basis for Traffic Managenent

Traffic managenent is a very inportant function in nobile

comuni cation networks. Since wireless resources are considered
scarce and since user nobility and shared bandwi dth in the wirel ess
access create certain dynamics with respect to avail abl e bandwi dt h,
commerci ally operated nobil e networks provide nechani sns for tight
resource managenent (adm ssion control for bearer establishnent).
However, sonetines these mechanisns are not easily applicable to I P-
and HTTP-domi nated traffic mxes; for exanple, nobst Internet traffic
in today's nmobile network is transnitted over the (best-effort)
defaul t bearer.

G ven the above, and in the light of the significant increase of
overall data volune in 3G networks, Deep Packet Inspection (DPl) is
often considered a desirable function to have in the Evol ved Packet

Core (EPC) -- despite its cost and conplexity. However, with the
i ncrease of encrypted data traffic, traffic nanagenent using DP
al one will becone even nore chall engi ng.

Congesti on exposure can be enpl oyed to address resource nmanagenent
requirenents in different ways:

1. It can enable or enhance flow policy-based traffic managenent.
At present, DPl-based resource managenent is often used to
prioritize certain application classes with respect to others in
overl oad situations, so that nore users can be served effectively
on the network. In overload situations, operators use DPl to
identify dispensable flows and nake themyield to other flows (of
di fferent application classes) through policing. Such traffic
management is thus based on operator decisions, using partly
static configuration and sone estimation about the future per-
fl ow bandwi dth demand. Wth congestion exposure, it would be
possi bl e to assess the contribution to congestion of individua
flows. This information can then be used as input to a policer
that can optim ze network utilization nmore accurately and
dynam cally. By using ConEx congestion contribution as a netric,
such policers would not need to be aware of specific |link |oads
(e.g., in wireless base stations) or flow application types.
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2. It can reduce the need for conplex DPlI by allowing for a bulk
packet traffic nanagenent systemthat does not have to consider
either the application classes flows belong to or the individua
sessions. Instead, traffic managenment woul d be based on the
current cost (contribution to congestion) incurred by different
fl ows and enabl e operators to apply policing/accounting dependi ng
on their preference. Such traffic nanagenent woul d be sinpler
and nore robust (no real-time flow application type
identification required, no static configuration of application
classes); it would also performbetter as decisions can be nade
based on real -time actual cost contribution. Wth ConEx,
accurate downstream path informati on would be visible to ingress
networ k operators, which can respond to incipient congestion in
time. This can be equivalent to offering different |evels of
QS, e.g., premiumservice with zero congestion response. For
that, ConEx could be used in two different ways:

A. as additional information to assist network functions to
i npose different QoS for different application sessions; and

B. as atool to let applications decide on their response to
congestion notification while incentivizing themto react (in
general ) appropriately, e.g., by enforcing overall limts for
congestion contribution or by accounting and charging for
such congestion contribution. Note that this |evel of
responsi veness would be on a different |evel than, say,
application-layer responsiveness in protocols such as Dynanmic
Adaptive Stream ng over HITP (DASH) [dash]; however, it could
interwork with such protocols, for exanple, by triggering
earlier responses.

3. It can further be used to nore effectively trigger the offl oad of
selected traffic to a non-3GPP network. Nowadays, it is comon
that users are equi pped wi th dual -node nobil e phones (e.g.
integrating third/fourth generation cellular and W-Fi radio
devi ces) capable of attaching to avail able networks either
sequentially or simultaneously. Wth this scenario in mnd, 3GPP
is currently | ooking at nmechanisnms to seam essly and sel ectively
switch over a single IP flow (e.g., user application) to a
different radi o access whil e keeping all other ongoing
connections untouched. The decision on when and which IP fl ows
nove is typically based on statically configured rules, whereas
the use of ConEx nechanisns could also factor real-tine
congestion information into the decision

In summary, it can be said that traffic managenent in the 3GPP EPS

and ot her nobile comunication architectures is very inportant.
Currently, nore static approaches based on adm ssion control and
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static QoS are in use, but recently, there has been a perceived need
for nore dynam ¢ nechani sns based on DPlI. |ntroducing ConEx coul d
make these nechani sns nore efficient or even renove the need for sone
of the DPI functions depl oyed today.

2.2. ConEx to Incentivize Scavenger Transports

3G and LTE networks are turning into universal access networks that
are shared between nobile (snart) phone users, nobile users with

| aptop PCs, home users with LTE access, and others. Capacity sharing
among different users and application flows becomes increasingly

i mportant in these nobile comuni cati on networKks.

Most of this traffic is likely to be classified as best-effort
traffic without differentiating, for exanple, periodic OS updates and
application store downl oads from web-based (i.e., browser-based)
conmuni cati on or other real-tine communication. For many of the bulk
data transfers, conpletion tinmes are not inportant within certain
bounds; therefore, if scavenger transports (or transports that are

| ess than best effort) such as Low Extra Del ay Background Transport
(LEDBAT) [RFC6817] were used, it would inmprove the overall utility of
the network. The use of these transports by the end user, however,
needs to be incentivized. ConEx could be used to build an incentive
schene, e.g., by giving a larger bandw dth all owance to users that
contribute less to congestion or |owering the next nonthly
subscription fee. In principle, this would be possible to inplenent
with current specifications.

2.3. Accounting for Congestion Vol une

3G and LTE networks provide extensive support for accounting and
chargi ng already, for exanple, see the Policy Charging Control (PCQC
architecture [TS23203]. |In fact, npst operators today account
transmtted data volune on a very fine granul ar basis and either
correlate nonthly charging to the exact number of packets/bytes
transmtted or enploy sone formof flat rate (or flexible flat rate),
often with a so-called fair-use policy. Wth such policies, users
are typically linmted to an adm nistratively configured maxi mum
bandwidth limt after they have used up their contractual data vol une
budget for the chargi ng peri od.

Changing this data from vol une-based accounting to congestion-based
accounting would be possible in principle, especially since there
already is an el aborate per-user accounting system available. Al so,
an operator-provi ded nobil e communi cati on network can be seen as a
networ k domain that would allow for such congestion vol ume
accounting. This would not require any support fromthe gl oba
Internet, especially since the typical scarce resources such as the
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wi rel ess access and the nobile backhaul are all within this domain.
Traffic normally | eaves/enters the operator’s network via well -
defined egress/ingress points that would be ideal candidates for
policing functions. Myreover, in nost comercially operated

net wor ks, accounting is performed for both received and sent data,
which woul d facilitate congestion vol une accounting as well.

Wth respect to the current Path Conputation Cient (PCC) franmework,
accounting for congestion volune could be added as another feature to
the "Usage Monitoring Control" capability that is currently based on
data volune. This would not require a new interface (reference
points) at all.

2.4. Partial vs. Full Depl oynent

In general, ConEx lends itself to partial deploynent as the mechani sm
does not require all routers and hosts to support congestion

exposure. Moreover, assumng a policing infrastructure has been put
in place, it is not required to nodify all hosts. Since ConEx is
about senders exposing congestion contribution to the network,

senders need to be nade ConEx-aware (assumi ng a congestion
notification nmechani smsuch as Explicit Congestion Notification (ECN)
is in place).

When noving towards full deployment in a specific operator’s network,
di fferent ways for introduci ng ConEx support on UEs are feasible.

Si nce nobil e conmuni cati on networks are multi-vendor networks,

st andar di zi ng ConEx support on UEs (e.g., in 3GPP specifications)
appears useful. Still, not all UEs would have to support ConEx, and
operators would be free to choose their policing approach in such
depl oyment scenarios. Leveragi ng existing PCC architectures, 3GPP
network operators could, for exanple, decide policing/accounting
approaches per UE -- i.e., apply fixed volune caps for non- ConEx UEs
and nore flexible schenes for ConEx-enabl ed UEs.

Moreover, it should be noted that network support for ConEx is a
feature that sonme operators may choose to deploy if they wish, but it
is not required that all operators (or all other networks) do so.

Dependi ng on the extent of ConEx support, specific aspects such as
roam ng have to be taken into account, i.e., what happens when a user
is roaming in a ConEx-enabled network but their UE is not ConEx-
enabl ed and vice versa. Although these may not be fundanenta

probl ens, they need to be considered. For supporting nobility in
general, it can be required to shift users’ policing state during a
handover. There is existing work on distributed rate limting (see

[ raghavan2007]) and on specific optim zations (see [nec.euronf-2011])
for congestion exposure and policing in nmobility scenari os.
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Anot her aspect to consider is the addition of Selected IP Traffic
Ofload (SIPTO and Local I P Access (LIPA) [TR23829]), i.e., the idea
that sone traffic such as high-volunme Internet traffic is actually
not passed through the EPC but is offl oaded at a "break-out point"
closer to (or in) the access network. On the other hand, ConEx can
al so enabl e nore dynami c decisions on what traffic to actually

of fl oad by consi dering congestion exposure in bulk traffic
aggregates, thus naking traffic offload nore effective.

2.5.  Summary

In summary, the 3GPP EPS is a systemarchitecture that can benefit
from congestion exposure in multiple ways. Dynamic traffic and
congesti on managenent is an acknow edged and inportant requirenent
for the EPS; this is also illustrated by the current DPl-rel ated work
for EPS.

Mor eover, networks such as an EPS nobil e comunicati on network woul d
be quite anenabl e for depl oying ConEx as a mechani sm since they
represent clearly defined and wel |l -separated operational domains in
whi ch [ ocal ConEx depl oynent woul d be possible. Aside fromroam ng
(whi ch needs to be considered for a specific solution), such a

depl oynment is fully under the control of a single operator, which can
enabl e operator-1local enhancenent w thout the need for nmmjor changes
to the architecture

In 3GPP EPS, interfaces between all elenments of the architecture are
subj ect to standardization, including UE interfaces and eNB
interfaces, so that a nore general approach, involving nore than a
single operator’s network, can be feasible as well.

3. ConEx in the EPS

In this section, we discuss a few options for how such a mechani sm
(and possibly additional policing functions) could eventually be
deployed in the 3GPP EPS. Note that this description of options is
not intended to be a conplete set of possible approaches; it nerely
di scusses the nobst pronising options.

3.1. Possible Deployment Scenarios

There are different possible ways for how ConEx functions on hosts
and network el enents can be used. For exanple, ConEx could be used
for alimted part of the network only (e.g., for the access

networ k), congestion exposure and sender adaptation could involve the
nmobi | e nodes or not, or, finally, the Conkx feedback | oop could

ext end beyond a single operator’s domain or not.
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We present four different depl oynent scenarios for congestion
exposure in the figures bel ow

1

In Figure 1, ConEx is supported by servers for sending data (web
servers in the Internet and caches in an operator’s network) but
not by UEs (neither for receiving nor sending). An operator who
chooses to run a policing function on the network ingress, e.g.
on the P-GWN can still benefit from congestion exposure without
requi ri ng any change on UEs.

ConEx is universally enployed between operators (as depicted in
Figure 2) with an end-to-end ConEx feedback | oop. Here,
operators could still enploy |ocal policies, congestion
accounting schenes, etc., and they could use information about
congestion contribution for deternining interconnection
agreements. This depl oyment scenario would inply the willingness
of operators to expose congestion to each ot her

For |sol ated ConEx donamins as depicted in Figure 3, ConEx is
solely applied locally in the operator network, and there is no
end-to-end congesti on exposure. This could be the case when
ConEx is only inplemented in a few networks or when operators
decide to not expose ECN and account for congestion for inter-
domain traffic. Independent of the actual scenario, it is likely
that there will be border gateways (as in today’'s depl oynents)
that are associated with policing and accounting functions.

[conex-lite] describes an approach called "ConEx Lite" for nobile
networks that is intended for initial deploynent of congestion
exposure concepts in LTE, specifically in the backhaul and core
network segnments. As depicted in Figure 4, ConkEx Lite allows a
tunnel receiver to nonitor the volume of bytes that has been

| ost, dropped, or ECN CE (Congestion Experienced) marked between
the tunnel sender and receiver. For that purpose, a new field
called the Byte Sequence Marker (BSN) is introduced to the tunne
header to identify the byte in the flow of data fromthe tunne
sender to the tunnel receiver. A policer at the tunnel sender is
expected to react according to the tunnel congestion volune (see
[conex-lite] for details).
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Femmeme e +
| Wb server
| w ConEx
S +
I
I
I
I ||
| I nt er net ||
I |
I
____________________________________________ |--eamn--
I I I
| S + |
| | Wb cache | |
| | w ConEx |
| e + |
I I I
| +----+ - + - + - + |
| | UE | :::::l eNB | :::::l S- GNl :::::l P- GNl |
| +--- -+ E + E + E + |
I I
I I

Figure 1: ConEx Support on Servers and Caches
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| +----+ S - + S - + S - + |
| | UE | :::::l eNB | :::::l S- GNl :::::l P- GNl |
| +----+ B + B + B + |
I I I
| Operator A |
____________________________________________ |~-enmn--
I
I I
| I nt er net |
I I
I
____________________________________________ |--=cnn--
| +----+ B + B + B + |
| | UE | :::::l eNB | :::::l S- G/\/l :::::l P- G/\/l |
| +----+ R, + R, + R, + |
I I
| Qperator B

Figure 2: ConEx Depl oynment across Operator Domai ns
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| --- |
| v v |
| +----+ B + B + B + |
| | UE | =====| eNB | ====g| S-GW | =====| P-GW | |
| +----+ R, + R, + R, + |
| | |
| Qperator A | |
____________________________________________ |---cnn--
|
| |
| I nt er net |
| |
|
____________________________________________ |--------
| +----+ R, + R, + R, + |
| | UE | :::::l eNB | :::::l S- G/Vl :::::l P- G/Vl |
| +----+ S - + S - + S - + |
| |
| Qperator B

Figure 3. ConEx Depl oynent in a Single Operator Domain
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Backhaul Networ k Cor e Net wor k

| || |
| || |
| marked | | |
| || |
| || |

packet s

<o - -
Fo-o-t Fommmm - + oo - + oo F Aemmmmme- +
| | | | GTP-U | | GTP-U | || |
| UE | :::::l eNB | :::::::l S-GW | :::::::l P- GNl ::l | nt er net |
| | | | Tunnel | | Tunnel | | |
oo+ I + oomme oo + I 4 Ao +

S

User/contro
packet with

I
User/ contr ol
I
| DL congestion
I
I

| |
| |
| packets with

| DL congestion

| vol counters | vol counters
| |

Figure 4: ConEx Lite Depl oynment
Note: DL stands for "downlink".
3.2. Inplenmenting ConEx Functions in the EPS

We expect a ConEx solution to consist of different functions that
shoul d be consi dered when inpl ementing congesti on exposure in the
3GPP EPS. [RFC7713] describes the follow ng congestion exposure
conmponent s:

o Mdified senders that send congestion exposure information in
response to congestion feedback

0 Receivers that generate congestion feedback (leveraging existing
behavi or or requiring new functions).

o Audit functions that audit ConEx signals against actua
congestion, e.g., by nonitoring flows or aggregate of flows.

o Policy devices that nonitor congestion exposure information and
act on the flows according to the operator’s policy.

Two aspects are inportant to consider: 1) how the ConEx protoco
mechani sns woul d be inpl emented and what nodifications to existing
net wor ks woul d be required, and 2) where ConEx functional entities
woul d be pl aced best (to allow for a non-invasive addition). W
di scuss these two aspects in the followi ng sections.

Kut scher, et al. I nf or mati onal [ Page 14]



RFC 7778 ConEx Mbbile Scenario March 2016

3.2.1. ConEx Protocol Mechani sns

The nost inportant step in introducing ConEx (initially) is adding
the congestion exposure functionality to senders. For an initia

depl oynment, no further nodification to senders and receivers woul d be
required. Specifically, there is no fundanental dependency on ECN
i.e., ConEx can be introduced without requiring ECN to be

i mpl ement ed.

Congestion exposure information for |Pv6 [ CONEX- DESTOPT] is contained
in a destination option header field, which requires mninml changes
at senders and nodes that want to assess path congestion. The
destination option header field does not affect non-ConEx nodes in a

net wor k.

In 3GPP networks, IP tunneling is used intensively, i.e., using
either IP-in-GIP-U or Proxy Mbile IPv6 (PMPv6) (i.e., IP-in-1P)
tunnels. In general, the ConEx destination option of encapsul ated
packets shoul d be nade avail able for network nodes on the tunne

path, i.e., a tunnel ingress should copy the ConEx destination option

field to the outer header.

For effective and efficient capacity sharing, we envisage the

depl oyment of ECN in conjunction with ConEx so that ECN enabl ed
receivers and senders get nore accurate and nore tinmely information
about the congestion contribution of their flows. ECN is already
partially introduced into 3GPP networks: Section 11.6 in [ TS36300]
specifies the usage of ECN for congestion notification on the radio
link (between eNB and UE), and [TS26114] specifies how this can be

| everaged for voice codec adaptation. A conplete, end-to-end support
of ECN woul d require specification of tunneling behaviour, which
shoul d be based on [ RFC6040] (for IP-in-1P tunnels). Specifically, a
specification for tunneling ECN in GIP-U will be needed.

3.2.2. ConEx Functions in the Mbile Network

In this section, we discuss sone possible placenent strategies for
ConEx functional entities (addressing both policing and auditing
functions) in the EPS and for possible optinizations for both the
upl i nk and the downl i nk.

In general, ConEx information (exposed congestion) is declared by a
sender and remai ns unchanged on the path; hence, reading ConEx
information (e.g., by policing functions) is placenent-agnostic.

Audi ting ConEx normally requires assessing decl ared congestion
contribution and current actual congestion. |If the latter is, for
exanpl e, done using ECN, such a function would best be placed at the
end of the path.
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In order to provide a conprehensive ConEx-based capacity managenent
framework for the EPS, it would be advant ageous to consi der user
contribution to congestion for both the radio access and the core
network. For a non-invasive introduction of ConEx, it can be
beneficial to combine ConEx functions with existing |ogical EPS
entities. For exanple, potential places for ConEx policing and
auditing functions would then be eNBs, S-GM\, or the P-GA. Operator
depl oyments may, of course, still provide additional internediary
ConEx-enabl ed | P network el enents.

For a nore specific discussion, it will be beneficial to distinguish
downlink and uplink traffic directions (also see [nec. gl obeconR010]
for a nore detailed discussion). In today’'s networks and usage

nodel s, downlink traffic is dominating (also reflected by the
asymmetric capacity provided by the LTE radio interface). That does
not, however, inply that uplink congestion is not an issue, since the
asymetri c maxi mnum bandw dth configuration can create a smaller
bottleneck for uplink traffic. There are, of course, backhaul Iinks,
gat eways, etc., that could be overl oaded as well.

For managi ng downlink traffic (e.g., in scenarios such as the one
depicted in Figure 1), operators can have different requirenents for
policing traffic. Although policing is, in principle, |ocation-
agnostic, it is inportant to consider requirements related to the EPS
architecture (Figure 5) such as tunneling between P-GA and eNBs.
Policing can require access to subscriber information (e.g.
congestion contribution quota) or user-specific accounting, which
suggests that the ConEx function could be co-located with the P-GW
that already has an interface towards the Policy and Charging Rule
Function (PCRF).

Still, policing can serve different purposes. For exanple, if the
objective is to police bulk traffic induced by peer networks,

addi tional rnonitoring functions can be placed directly at
correspondi ng ingress points to nonitor traffic and possibly drive
out - of -band functions such as triggering border contract penalties.

The auditing function, which should be placed at the end of the path
(at least after/at the last bottleneck), would |likely be placed best
on the eNB (wirel ess base station).

For the uplink direction, there are naturally different options for
desi gni ng nonitoring and policy enforcenment functions. A likely
approach can be to nonitor congestion exposure on central gateway
nodes (such as P-GM) that provide the required interfaces to the
PCRF but to performpolicing actions in the access network (i.e., in
eNBs). For exanple, the traffic is policed at the ingress before it
reaches concentration points in the core network.
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Such a setup would enable all the ConEx use cases described in
Section 2 without requiring significant changes to the EPS
architecture. 1t would also enable operators to re-use existing
infrastructure, specifically wirel ess base stations, PCRF, and Hone
Subscri ber Server (HSS) systens.

For ConEx functions on elenments such as the S-GM and P-GM\, it is

i mportant to consider nobility and tunneling protocol requirenents.
LTE provides two alternative approaches: PM Pv6 [ TS23402] and the
GPRS Tunneling Protocol (GTP). For the propagation of congestion

i nformati on (responses), tunneling considerations are therefore very
i mportant.

In general, policing will be done based on per-user (per-subscriber)

i nformati on such as congestion quota, current quota usage, etc., and
networ k operator policies, e.g., specifying howto react to

persi stent congestion contribution. 1In the EPS, per-user information
is normally part of the user profile (stored in the HSS) that would
be accessed by PCC entities such as the PCRF for dynam c updates,

enf orcenent, etc.

4. Sunmary

We have shown how congesti on exposure can be useful for efficient
resource managenent in nobile communication networks. The prem se
for this discussion was the observation that data communication
specifically best-effort bulk data transm ssion, is beconing a
commodi ty service, whereas resources are obviously still limted
This calls for efficient, scalable, and yet effective capacity
sharing in such networks.

ConEx can be a nechani smthat enabl es such capacity sharing while

all owi ng operators to apply these nmechanisns in different ways, e.g.
for inplementing different use cases as described in Section 2. It
is inmportant to note that ConEx is fundamentally a mechani smthat can
be applied in different ways to realize the policies of different
oper at ors.

ConEx may al so be used to conpl emrent 3GPP-based nechani sns for
congesti on managenent that are currently under devel opnent, such as
in the User Plane Congestion Managenent (UPCON) work item descri bed
in [ TR23705] .

We have described a few possibilities for adding ConEx as a nechani sm
to 3GPP LTE-based networks and have shown how this coul d be done
increnentally (starting with partial deployment). It is quite
feasi bl e that such partial depl oynments be done on a per-operator-
domai n basis w thout requiring changes to standard 3GPP interfaces.
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For networ k-wi de depl oynent, e.g., with congestion exposure between
operators, nore considerations mght be needed.

We have also identified a few inplications/requirenents that should
be taken into considerati on when enabling congesti on exposure in such
net wor ks:

Performance: |n nobile conmunication networks with nore expensive
resources and nore stringent QoS requirenents, the feasibility of
appl yi ng ConEx as well as its performance and depl oyment scenari os
need to be exam ned closer. For instance, a nobile conmunication
networ k may encounter |onger delay and hi gher |oss rates, which
can i npose specific requirements on the tineliness and accuracy of
congesti on exposure information

Mobility: One of the unique characteristics of cellular networks
when conpared to wired networks is the presence of user mobility.
As the user |ocation changes, the sane device can be connected to
the network via different base stations (eNBs) or even go through
swi tching gateways. Thus, the ConEx schene nust to be able to
carry the latest congestion information per user/flow across
mul tiple network nodes in real tinme.

Mul ti-access: In cellular networks, multiple access technol ogi es can
co-exist. In such cases, a user can use nultiple access
technologies for multiple applications or even a single
application simltaneously. |f the congestion policies are set
based on each user, then ConEx should have the capability to
enabl e i nformati on exchange across multiple access domai ns.

Tunneling: Both 3G and LTE networ ks make extensive usage of
tunneling. The ConEx mechani sm shoul d be designed in a way to
support usage with different tunneling protocols such as PM Pv6
and GTP. For ECN based congestion notification, [RFC6040]
specifies how the ECN field of the I P header should be constructed
on entry and exit fromIP-in-1P tunnels.

Roami ng: | ndependent of the specific architecture, nobile
conmuni cati on networks typically differentiate between non-roan ng
and roam ng scenari os. Roam ng scenarios are typically nore
demandi ng regardi ng i nmpl enenti ng operator policies, charging, etc.
It can be expected that this would also hold for depl oyi ng ConEx.
A nore detailed analysis of this problemw |l be provided in a
future revision of this docunent.

It is inmportant to note that ConEx is intended to be used as a

suppl enent and not a replacement to the existing QS nechanisns in
nobi |l e networks. For exanple, ConEx deployed in 3GPP nobil e networks
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can provide useful input to the existing 3GPP PCC nechani sns by

suppl ying nore dynam ¢ network information to supplenment the fairly
static informati on used by the PCC. This would enable the nobile
network to make better policy control decisions than is possible with
only static information

5. Security Considerations

For any ConEx depl oynent, it is inportant to apply appropriate
mechani sns to preclude applications and senders frommi sstating their
congestion contribution. [RFC7713] discusses this problemin detai
and introduces the ConEx auditing concept. ConEx auditing can be
perfornmed in different ways -- for exanple, flows can be constantly
audited or only audited on demand when network operators decide to do
so. Also, coarse-grained auditing nay operate on flow aggregates for
ef ficiency reasons, whereas fine-grained auditing woul d i nspect

i ndividual flows. |In nobile networks, there may be depl oynent
strategi es that favor efficiency over very exact auditing. It is

i mportant to understand the trade-offs and to apply ConEx auditing
appropriately.

The ConEx protocol specifications [ CONEX- DESTOPT] and [ TCP- MOD]
di scuss additional security considerations that would also apply to
nobi | e network depl oynents.
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Appendi x A.  Overview of 3GPP's EPS

This section provides an overview of the 3GPP "Evol ved Packet Systent
(EPS [ TS36300] [TS23401]) as a specific exanple of a nobile

conmuni cati on architecture. O course, other architectures exist,
but the EPS is used as one exanple to denonstrate the applicability
of congestion exposure concepts and nmechani sns.

The EPS architecture and some of its standardized interfaces are
depicted in Figure 5. The EPS provides IP connectivity to UE (i.e.
nobi | e nodes) and access to operator services, such as gl oba

I nternet access and voi ce comuni cations. The EPS conprises the
radi o access network call ed Evol ved Universal Terrestrial Radio
Access Network (E-UTRAN) and the core network called the Evol ved
Packet Core (EPC). QoS is supported through an EPS bearer concept,
provi di ng bindings to resource reservation within the network.
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Figure 5: EPS Architecture Overvi ew (Roam ng Case)
Not e:

HPLMN - Honme Public Land Mbil e Network
VPLMN - Visited Public Land Mbil e Network
AF - Application Function

SG - Service Gateway Interface

LTE-Uu - LTE Radio Interface

The Evol ved NodeB (eNB), the LTE base station, is part of the access
network that provides radi o resource nmanagenent, header conpression
security, and connectivity to the core network through the S1
interface. In an LTE network, the control-plane signhaling traffic
and the data traffic are handl ed separately. The eNBs transmit the
control traffic and data traffic separately via two logically
separate interfaces.

The Hone Subscriber Server (HSS) is a database that contains user
subscriptions and QS profiles. The Mbility Managenment Entity (MVE)
is responsible for nmobility nmanagenent, user authentication, bearer
establ i shment and nodification, and mai ntenance of the UE context.
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The Serving Gateway (S-GWN is the mobility anchor and manages the
user-plane data tunnels during the inter-eNB handovers. It tunnels
all user data packets and buffers downlink |IP packets destined for
UEs that happen to be in idle node.

The PDN Gateway (P-GWN is responsible for IP address allocation to
the UE and is a tunnel endpoint for user-plane and control-pl ane
protocols. It is also responsible for charging, packet filtering,
and policy-based control of flows. It interconnects the nobile
network to external IP networks, e.g., the Internet.

In this architecture, data packets are not sent directly on an IP
networ k between the eNB and the gateways. |nstead, every packet is
tunnel ed over a tunneling protocol -- the GPRS Tunneling Protoco
(GITP) [TS29060] over UDP/IP. A GIP path is identified in each node
with the I P address and a UDP port nunber on the eNB/gateways. The
GIP protocol carries both the data traffic (GIP-U tunnels) and the
control traffic (GIP-C tunnels [TS29274]). Alternatively, PMPv6 is
used on the S5 interface between S-GWand P-GW

The above is very different froman end-to-end path on the Internet
where the packet forwarding is perforned at the IP |evel.

I mportantly, we observe that these tunneling protocols give the
operator a large degree of flexibility to control the congestion
nmechani smincorporated with the GIP/ PM Pv6 protocols.
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