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Abstract

Thi s docunent describes procedures to danp Multicast VPN ( MVPN)
routing state changes and control the effect of the churn due to the
mul ticast dynamicity in custonmer sites. The procedures described in
this document are applicable to BGP-based nulticast VPN and hel p
avoid uncontroll ed control -plane | oad increase in the core routing
infrastructure. The new procedures proposed were inspired by BGP

uni cast route danping principles that have been adapted to multicast.
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1

| ntroducti on

In a multicast VPN [ RFC6513] depl oyed with BGP-based procedures

[ RFC6514], when receivers in VPN sites join and | eave a given

mul ticast group or channel through multicast menbership contro
protocols (lInternet G oup Managenent Protocol (1GwW) [RFC3376] and
Mul ticast Listener Discovery (M.D) [RFC3810]), multicast routing
protocol s accordingly adjust nulticast routing states and P-nulticast
tree states to forward or prune nulticast traffic to these receivers.
Sim | ar challenges arise in the context of the multicast
specification for Virtual Private LAN Service (VPLS) [RFC7117].

In VPN contexts, providing isolation between custoners of a shared
infrastructure is a core requirenment resulting in stringent
expectations with regard to risks of denial-of-service attacks.

By nature, multicast nenberships change based on the behavi or of

nmul ticast applications running on end hosts. Hence, the frequency of
nmenber shi p changes can legitimately be nuch hi gher than the typica
churn of unicast routing states.

Theref ore, nechanisns need to be put in place to ensure that the |oad
put on the BGP control plane, and on the P-tunnel setup contro

pl ane, remai ns under control regardl ess of the frequency at which
nmul ti cast nenbership changes are made by end hosts.

Thi s docunent describes procedures inspired by existing BGP route
danpi ng [ RFC2439] that are aimed at offering nmeans to set an upper
bound to the anmount of processing for the MVPN control -pl ane
protocols: nore precisely, the BGP control plane in [ RFC6514], the
P-tunnel control-plane protocol in the contexts of [RFC6514], and the
mul ticast specification for VPLS [ RFC7117]. The goal of setting this
upper bound is pursued simultaneous with the goal of preserving the
service provided (delivering the multicast stream as requested by
Cust omer Edge devices), although at the expense of a mnimal increase
of average bandwi dth use in the provider network). The upper bound
to the control -plane |oad due to the processing of a given multicast
state is controlled indirectly via configurable paraneters.

Section 16 of [RFC6514] specifically spells out the need for danping
the activity of Cnulticast and Leaf Auto-discovery routes and
outlines howto do it by "delaying the advertisenment of wi thdrawal s
of CGmulticast routes”. This specification provides appropriate
detail on how to inplenent this approach and how to provide contro
to the operator; for this reason, it is an update to [ RFC6514].
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The base principle of this specification is described in Section 3.
Exi sting mechani sms that could be relied upon are discussed in
Section 4. Section 5 details the procedures introduced by this
speci fication.

Section 6 provides specific details related to the danpi ng of
mul ti cast VPNs P-tunnel state.

Finally, Section 7 discusses operational considerations related to
the proposed nechani sm

2. Term nol ogy
The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in RFC 2119 [ RFC2119].

Thi s docunent reuses termnology from|[RFC7761] and [ RFC6514].

In this specification, danping of a multicast state will be said to
be "active" or "inactive". Note that in [RFC2439], the term used for
a unicast route that is dampened is "suppressed”, but we will avoid

this termin this specification given that the proposed sol ution
consists in holding active a danped nulticast state.

3. Overview

The procedures described in this docunment allow the network operator
to configure nmulticast VPN PEs (Provider Edge routers) so that they
can del ay the propagation of nulticast state prune nessages between
PEs when faced with a rate of nmulticast state dynamicity exceeding a
certain configurable threshold. Assuming that the nunber of

mul ticast states that can be created by a receiver is bounded,

del ayi ng the propagation of nulticast state pruning results in
setting up an upper bound to the average frequency at which the
router will send state updates to an upstreamrouter.

Fromthe point of view of a downstreamrouter, such as a CE (Custoner
Edge router), this approach has no inpact: the multicast routing
state changes that it solicits toits PE will be honored w thout any
addi ti onal delay. Indeed, the propagation of Joins is not inpacted
by the procedures specified here, and having the upstreamrouter
del ay state prune propagation to its own upstreamrouter does not
affect what traffic is sent to the downstreamrouter. |n particular
t he anobunt of bandw dth used on the PE-CE |ink downstreamto a PE
appl ying this danping technique is not increased.
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Thi s approach increases the average bandwi dth utilization on a |ink
upstreamto a PE applying this technique, such as a PE-PE |ink

i ndeed, a given nulticast flowwll be forwarded for a |longer tine
than i f no danping was applied. That said, it is expected that this
technique will nmeet the goals of protecting the multicast routing
infrastructure control plane without a significant average increase
of bandwi dth; for instance, danping events happening at a frequency
hi gher than one event per X seconds can be done w thout increasing by
nore than X seconds the tinme during which a nulticast flowis present
on a |ink.

That said, simulation of the exponential decay al gorithm shows that
the nmulticast state churn can be drastically reduced w thout
significantly increasing the duration for which nulticast traffic is
forwarded. Hence, using this technique will efficiently protect the
mul ticast routing infrastructure control plane against the issues
descri bed here without a significant average increase of bandw dth.
The exception will be a scenario with strict constraints on multicast
bandwi dt h, where extending the tine a nulticast flow is forwarded
woul d result in congestion

To be practical, such a nechanismrequires configurability. In
particul ar, means are required to control when danping is triggered
and to allow delaying the pruning of a multicast state for a tine
increasing with the churn of this nulticast state. This will let the
operator control the trade-off nmade between minimzing the dynamicity
and reduci ng bandw dth consunpti on.

4. Existing Mechani sms

Thi s section describes nechani sns that could be considered to address
the issue but that end up appearing as not suitable or not efficient
enough.

4.1. Rate-Limting Multicast Control Traffic

The Protocol |ndependent Multicast - Sparse Mdde (Pl M SM
specification [ RFC7761] exam nes multicast security threats and,
anong ot her things, the risk of denial-of-service attacks described
in Section 1. A mechanismrelying on rate-limting PIM nmessages is
proposed in Section 5.3.3 of [RFC4609] but has the identified
drawbacks of inpacting the service delivered and having side-effects
on legitimte users.
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4. 2.

4. 3.

Mor

Existing PIM 1GW, and M.D Tiners

In the context of PIMmulticast routing protocols [RFC7/761], a
mechani sm exi sts that may offer a form of de facto dampi ng of

mul ticast states, under sone conditions. |ndeed, when active, the
prune override nechani smconsists in having a Pl M upstream router

i ntroduce a delay ("prune override interval") before taking into
account a PI M Prune nessage sent by a downstream nei ghbor

Thi s mechani sm has not been designed specifically for the purpose of
danping multicast state, but as a nmeans to allow PIMto operate on
nmul ti-access networks. See Section 4.3.3 of [RFC7761]. However,
when active, this nechanismw ||l prevent a downstreamrouter from
produci ng nulticast routing protocol nessages that would cause, for a
given multicast state, the upstreamrouter to send to its own
upstreamrouter multicast routing protocol messages at a rate higher
than 1/[JP_Override_Interval]. This provides a formof de facto

danpi ng.

Simlarly, the 1GvwW and M.D nul ti cast nenbership control protocols
can provide a simlar behavior under the right conditions.

These nechani sns are not considered suitable to neet the goals
spelled out in Section 1, the nain reasons being that:

o when enabl ed, these nechani snms require additional bandw dth on the
local link on which the effect of a prune is delayed (in our case,
the PE-CE link);

o when enabl ed, these nechani sns require disabling explicit tracking
(see Section 4.3.3 of [RFC7761]), even though enabling this
feature nmay otherw se be desired,;

0 on certain inplenmentations, these mechani snms are inconpatible with
behavi ors that cannot be turned off (e.g., inplenmentation applying
a fast-leave behavior on interfaces with only two nei ghbors);

o they do not provide a suitable |evel of configurability; and

o they do not provide a way to discrimnate between multicast flows
based on estimation of their dynamcity.

BGP Rout e Danpi ng
The procedures defined in [RFC2439] and [ RFC7196] for BGP route flap
danpi ng are useful for operators who want to control the inpact of

uni cast route churn on the routing infrastructure and offer a
standardi zed set of paraneters to control danping
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5.

5.

These procedures are not directly relevant in a nulticast context for
the follow ng reasons:

o they are not specified for nulticast routing protocol in general
and

0 even in contexts where BGP routes are used to carry multicast
routing states (e.g., [RFC6514]), these procedures do not allow
the inplementation of the principle described in this docunent;
the mai n reason being that a danped route becones suppressed while
the target behavior would be to keep advertising when damping is
triggered on a multicast route.

However, the set of paraneters standardized to control the thresholds
of the exponential decay nechani smcan be relevantly reused. This is
the approach proposed for the procedures described in this docunent
(Section 5). Mdtivations for doing so are to hel p the network
operator deploy this feature based on consistent configuration
paranmeters and to obtain predictable results wthout the drawbacks of
relying on rate-limting multicast control protocol exchanges (as is
exposed in Section 4.1) or on the use of existing PPIMIGW tinmers (as
is exposed in Section 4.2).

Procedures for Milticast State Danping
1. PIMProcedures

This section describes procedures for multicast state danping
satisfying the goals spelled out in Section 1. This section

descri bes procedures for (S, G states in the PIM SM protoco

[ RFC7761]; they apply unchanged for such states created based on

mul ticast group managenent protocols (I GW [RFC3376], M.D [ RFC3810])
on downstreaminterfaces. The sane procedures are applied to (*,Q
states in the context of PIM SM Any-Source Milticast (ASM groups
(danmping is not applied to (S, G Rpt) Prune state).

The foll owi ng notions of [RFC2439] are reused in these procedures:

figure-of-merit: A nunmber reflecting the current estimation of
recent past activity of an (S, G multicast routing state, which
i ncreases based on routing events related to this state and
decreases between these events foll owi ng an exponential decay
function (see below); the activation or inactivation of danping on
the state is based on this nunber. This nunber is associated with
the upstream state machine for (S,G and is initialized to a val ue
of zero on state creation.
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exponential decay function: A mathematical function as defined in
Section 2.3 of [RFC2439] (ignoring the first paragraph of the
section, as it does not apply here).

decay-half-life: The duration used to control how fast the
exponential decay of the *figure-of-nerit* is; this paraneter of
the exponential decay function is the time duration during which
the *figure-of-merit* will be reduced by half when in the absence
of a routing event (configurable paraneter).

cutof f-threshold: The value of the *figure-of-merit* over which
danping is applied (configurable paraneter).

reuse-threshol d: The value of the *figure-of-nmerit* under which
danpi ng stops being applied (configurable paraneter).

In addition to these values, a configurable *increnent-factor*
paranmeter is introduced that controls by how nuch the *figure-of-
nerit* is increnented on nmulticast state update events.

Section 7.3 proposes default and nmaxi mum val ues for the configurable
par anet ers.

On reception of updated multicast nmenbership or routing informtion
on a downstreaminterface | for a given (S,G state, which results in
a change of the state of the PIM downstream state machi ne (see
Section 4.5.3 of [RFC7761]), a router inplenenting these procedures
MUST:

o apply procedures of [RFC7761] unchanged, for everything relating
to what nulticast traffic ends up being sent on downstream
i nterfaces, including interface

o update the *figure-of-nerit* follow ng the exponential decay
al gorithm

0 increase the *figure-of-merit* for the (S, G by the *increnent-
factor*

o update the danping state for the (S, G state: danpi ng becones
active on the state if the recomputed *figure-of-merit* is
strictly above the configured *cutoff-threshol d*:

* if danmping remains inactive on (S,G state, update the upstream
state nmachine as usual (as per Section 4.5.7 of [RFC7761]).
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* if danping becones active for the (S, G state:

+ if the received nmessage has caused the upstream state
machine to transition to Joined state, update the upstream
state machine for (S, G applying usual PIM procedures in
Section 4.5.7 of [RFC7761] and including sending a PIM Join
to the upstream nei ghbor

+ if the received nmessage has caused the upstream state
machine to transition to NotJoined state, do not update the
upstream state nmachine for (S, G

+ hold the upstream state machine in Joined state until the
reuse threshold is reached: for the purpose of updating this
state nmachi ne, events that nmay result in updating the state
based on [RFC7761] SHOULD be ignored until the *reuse-
threshol d* is reached. The effect is that in the neantimne,
while PI M Join nmessages nay be sent as refreshes to the
upstream nei ghbor, no PIM Prune nessage will be sent.

* if danmping was already active, do not update the upstream state
machine for (S, G; the upstream state machi ne was frozen after
processi ng the previ ous message.

Once the *figure-of-nerit* for (S, G danping state decays to a val ue
strictly below the configured *reuse-threshol d*, the upstream state
machine for (S,G is reconputed based on states of downstream state
machi nes, eventually leading to a PIM Join or Prune nessage to be
sent to the upstream nei ghbor

G ven the specificity of nulticast applications, it is REQU RED for
the inplenmentation to |l et the operator configure the *decay-hal f-
life* in seconds, rather than in m nutes.

Thi s specification does not inmpose the use of a particul ar technique
to update the *figure-of-nerit* followi ng the exponential decay
controll ed by the configured *decay-half-life*. For instance, the
sane techniques as the ones described in [ RFC2439] can be applied.
The only requirenent is that the *figure-of-nmerit* has to be updated
prior to increasing it and that its decay bel ow the *reuse-threshol d*
has to be reacted upon in a tinmely manner: in particular, if the
recomputation is done with a fixed time granularity, this granularity
shoul d be | ow enough to not significantly delay the inactivation of
danping on a multicast state beyond what the operator wanted to
configure (e.g., for a *decay-half-life* of 10s, reconputing the
*figure-of-nerit* each mnute would result in a nulticast state
remai ni ng danped for a nuch |onger time than specified).
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PIMinplenmentations typically follow the suggestion from Section 4.1
of [RFC7761] that:

i mpl enentations will only maintain state when it is relevant to
forwardi ng operations - for exanple, the "Nolnfo' state mght be
assumed fromthe |ack of other state information, rather than
being held explicitly.

To properly inmplenent danpi ng procedures, an inplenentati on MIST keep
an explicit (S, G state as long as danping is active on an (S, G.
Once an (S, G state expires, and danpi ng becones inactive on this
state, its associated *figure-of-nerit* and danping state are renoved
as wel | .

Not e that these procedures:

o do not inmpact PIMprocedures related to refreshes or expiration of
nmul ticast routing states: PIM Prune nessages triggered by the
expiration of the (S, G keep-alive timer are not suppressed or
del ayed, and the reception of Join nessages not causing transition
of state on the downstreaminterface does not |lead to increnenting
the *figure-of-nmerit*;

o do not inmpact the PIM Assert mechanism in particular, PIM Prune
nessages triggered by a change of the PIM Assert wi nner on the
upstreaminterface are not suppressed or del ayed;

o do not inmpact PIM Prune messages that are sent when the RPF
nei ghbor is updated for a given multicast flow, and

o do not inmpact PIM Prune nessages that are sent in the context of
swi t ching between a Rendezvous Point Tree and a Shortest Path
Tree.

Note al so that no action is triggered based on the reception of PIM
Prune nessages (or correspondi ng | GW/ M.D nessages) that relate to
non-existing (S, G state: in particular, no *figure-of-nerit* or
danping state is created in this case

5.2. Procedures for Milticast VPN State Danping

The procedures described in Section 5.1 can be applied in the Virtua
Routing and Forwarding (VRF) PIM SMinplenentation (in the "CPIM

i nstance"), with the corresponding action to suppressing the em ssion
of a Prune(S, G nessage being to not withdraw the G rmulticast Source
Tree Join (G S, CG BGP route. An inplenentation of [ RFC6513]
relying on the use of PIMto carry CGmulticast routing information
MUST support this technique to be conpliant with this specification
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In the context of [RFC6514], where BGP is used to distribute
C-nulticast routing information, the follow ng procedure is proposed
as an alternative to the procedures in Section 5.1 and consists in
appl yi ng danping in the BGP inpl enentati on based on existing BGP
danpi ng mechani sns applied to G mnulticast Source Tree Join routes and
Shared Tree Join routes (and as well to Leaf A-D routes - see

Section 6) and nodified to inplement the behavior described in
Section 3 along the follow ng guidelines:

o not withdraw ng (instead of not advertising) danped routes;

o providing neans to configure the *decay-half-life* in seconds if
that option is not already avail able; and

0 using parameters for the exponential decay that are specific to
mul ti cast based on default values and multicast-specific
confi gurati on.

Wil e these procedures would typically be inplenented on PE routers,
in a context where BGP Route Reflectors (RRs) [RFC4456] are used it
can be considered useful to also be able to apply damping on RRs as
wel |l to provide additional protection against activity created behind
multiple PEs. Additionally, for MV/PN Inter-AS deploynments, it can be
needed to protect one Autononous System (AS) fromthe dynamcity of
mul ticast VPN routing events from ot her ASes.

The choice to inplenent danpi ng based on BGP routes or the procedures
described in Section 5.1 is up to the inplenentor, but at |east one
of the two MJUST be inplenented. In the perspective of allow ng
danping to be done on RRs and Autononobus System Border Routers
(ASBRs), inplenenting the BGP approach i s reconmended.

When not all routers in a deploynent have the capability to drop
traffic comng fromthe wong PE (as spelled out in Section 9.1.1 of

[ RFC6513]), then the withdrawal of a C-nulticast route resulting from
a change in the Upstream Multicast Hop or Upstream Miulticast PE
SHOULD NOT be danped. An inplenmentation of this specification MJST
do at |east one of the two follow ng things:

o not danp these wthdrawal s by default, and/or

o provide a tuning knob to disable the danping of these withdrawals.
Additionally, in such a deployment context, it is RECOMMENDED not to
enabl e any multicast VPN route danping on RRs and ASBRs since these

types of equi pnment cannot distinguish the event having caused a
C-nulticast to be withdrawn.
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Note well that it is out of scope of this section to consider the
application of these danping techni ques on MVPN BGP routes other than
C-nul ticast routes.

6. Procedures for P-Tunnel State Danping
6.1. Danping MWPN P-Tunnel Change Events

When sel ective P-tunnels are used (see Section 7 of [RFC6513]), the
ef fect of updating the upstream state nachine for a given (G S, CGQ
state on a PE connected to nulticast receivers is not only to
generate activity to propagate C-nulticast routing information to the
source connected PE, but also to possibly trigger changes related to
the P-tunnels carrying (CGS, CGQ traffic. Protecting the provider
network from an excessive amount of change in the state of P-tunnels
is required, and this section details how this can be done.

A PE i npl ementing these procedures for MVPN MUST danp Leaf A-D routes
in the same manner as it would for Cnulticast routes (see
Section 5.2).

A PE inpl ementing these procedures for MVPN MJST danmp the activity
related to renoving itself froma P-tunnel. Possible ways to do so
depend on the type of P-tunnel, and |l ocal inplenentation details are
left up to the inplenentor.

The following is proposed as an exanple of how the above can be
achi eved:

o For P-tunnels inplenented with the PIMprotocol, this consists in
appl ying nmulticast state danpi ng techni ques described in
Section 5.1 to the P-PIMinstance, at least for (S, G states
correspondi ng to P-tunnels.

o For P-tunnels inmplenmented with multipoint LDP (nLDP), this
consi sts in applying danping techni ques conpletely simlar to the
one described in Section 5 but generalized to apply to nLDP
states.

o For root-initiated P-tunnels (P-tunnels inplenmented with the
Poi nt-to-Mil tipoint (P2MP) RSVP-TE, or relying on ingress
replication), no particular action needs to be inplenented to danp
P-tunnel s nenbership, if the activity of Leaf A-D route thensel ves
i s danped.
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6.

7.

7.

7.

7.

0 Another possibility is to base the decision to join or not join
the P-tunnel to which a given (CGS,CG is bound and to advertise
or not advertise a Leaf A-Droute related to (G S, GG based on
whet her or not a C-nulticast Source Tree Join route is being
advertised for (CGS,CGQ rather than by relying on the state of
the C-PI M Upstream state nmachine for (CS,CGQ.

2. Procedures for Ethernet VPNs

Speci fications exist to support or optimze multicast and broadcast

in the context of Ethernet VPNs [RFC7117] relying on the use of

Sel ective P-Milticast Service Interface (S-PMSI) and P-tunnels. For
the sanme reasons as for IP multicast VPNs, an inplenentation of

[ RFC7117] MUST foll ow the procedures described in Section 6.1 to be
conpliant with this specification

Oper ational Considerations
1. Enabling Milticast Danping

In the context of multicast VPNs, these procedures would be enabl ed
on PE routers. Additionally, in the case of Gmulticast routing
based on BGP extensions ([RFC6514]), these procedures can be enabl ed
on ASBRs and RRs.

2. Troubl eshooting and Monitoring

| mpl ementi ng the danpi ng mechani snms described in this docunent shoul d
be conpl emented by appropriate tools to observe and troubl eshoot
danping activity.

Conpl erenting the existing interface providing i nformati on on

mul ticast states with information on eventual danping of
corresponding states (e.g., Milticast Routing Information Base (MRl B)
states) is RECOMMENDED for C-multicast routing states and P-tunne

st ates.

3. Default and Maxi mum Val ues

Consi dering that, by design, multicast streans will be delivered
unchanged to the end user independent of the value chosen for the
configurable paraneters, and that the only trade-off being nade is an
i ncrease of bandwi dth use, the default and naxi num val ues do not have
to be perfectly tuned.

This section proposes default and maxi mnum val ues that are
conservative, so as to not significantly inmpact network dinmensioning
but still prevent nulticast state churn going beyond what can be
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consi dered a reasonably low churn for a nmulticast state (see bel ow
for illustrations in order of magnitude of the effect of these

val ues).

The foll owi ng val ues are RECOWENDED to be adopted as default val ues:
o *increment-factor*: 1000

o *cutoff-threshold*: 3000

o *decay-half-life*: 10s

0 *reuse-threshol d*: 1500

For uni cast danping, it is comon to set an upper bound to the tine
during which a route is suppressed. |In the case of multicast state
danpi ng, which relies on not withdrawing a danped route, it may be
desirable to avoid a situation where a nmulticast flow would keep
flowing in a portion of the network for a very long tinme in the
absence of receivers.

The proposed default maxi mnum value for the *figure-of-merit* is
20x*increnent-factor*, i.e., 20000 with the proposed default
*increnent-factor* of 1000.

As illustrations, with these val ues:

o a multicast state updated |l ess frequently than once every 6 s wll
not be danped at all

o a multicast state changi ng once per second for 3 s, and then not
changi ng, will not be danped,;

o a multicast state changi ng once per second for 4 s, and then not

changing, will be danped after the fourth change for approximtely
13 s;

o a multicast state changing tw ce per second for 15 s, and then not
changi ng, will be danped after the fourth change for approximtely
50 s; and

o a multicast state changing at a fast pace for a long time wll
reach the maxi mum of *figure-of-nerit*; once the activity on this
state stops, corresponding traffic may still flow in the network
for approximately 37 s before danpeni ng stops being active.
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The foll owi ng val ues are proposed as maxi muns:
o *decay-half-life*: 60 s
o *cutoff-threshol d*: 50000

Mor e aggressive protection against the risk of denial of service can
be achi eved by increasing the *increnent-factor* or the
*decay-half-1ife*, or by reducing the *cutoff-threshol d* and/ or
*reuse-threshol d*.

8. Security Considerations

The procedures defined in this docunent do not introduce additiona
security issues not already present in the contexts addressed and
actually aimat addressing some of the identified risks without

i ntroduci ng as nmuch deni al -of -service risk as some of the nmechani sns
al ready defi ned.

The protection provided relates to the control plane of the multicast
routing protocols, including the conponents inplenenting the routing
protocol s and the conponents responsible for updating the multicast

f orwar di ng pl ane.

The procedures described are nmeant to provide sone |evel of
protection for the router on which they are enabled by reducing the
amount of routing state updates that it needs to send to its upstream
nei ghbor or peers but do not provide any reduction of the control -

pl ane | oad related to processing routing information from downstream
nei ghbors. Protecting routers froman increase in control-plane | oad
due to activity on downstreaminterfaces toward core routers (or in
the context of BGP-based MVPN C-nulticast routing, BGP peers) relies
on the activation of danping on correspondi ng downstream nei ghbors
(or BGP peers) and/or at the edge of the network. Protecting routers
froman increase in control -plane | oad due to activity on custoner-
facing dowmnstreaminterfaces or downstreaminterfaces to routers in
another adm nistrative domain is out of the scope of this docunent
and shoul d use al ready defined nechani sns (see [ RFC4609]).

To be effective, the procedures described here nmust be conpl enent ed
by configuration limting the nunmber of multicast states that can be
created on a nmulticast router through protocol interactions wth

nmul ticast receivers, neighbor routers in adjacent ASes, or in

mul ticast VPN contexts with nulticast CEs. Note well that the two
mechani sns may interact: the state for which Prune has been requested
may still remain taken into account for sone tine if danping has been
triggered and hence result in an otherw se acceptable new state from
bei ng successfully created.
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9.

9.

Additionally, it is worth noting that these procedures are not neant
to protect agai nst peaks of control-plane | oad but only address
averaged |l oad. For instance, assuming a set of nulticast states are
submitted to the sane Joi n/ Prune events, danping can prevent nore
than a certain nunber of Join/Prune nmessages to be sent upstreamin
the period of tine that el apses between the reception of Join/Prune
nessages triggering the activation of danping on these states and
when danpi ng becones inactive after decay.
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