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Abst r act

Traditionally, routing systems have inplemented routing and signaling
(e.g., MPLS) to control traffic forwarding in a network. Route
conput ati on has been controlled by relatively static policies that
define link cost, route cost, or inport and export routing policies.
Requi renments have energed to nore dynamically manage and program
routing systens due to the advent of highly dynanic data-center

net wor ki ng, on-demand WAN services, dynam c policy-driven traffic
steering and service chaining, the need for real-tinme security threat
responsi veness via traffic control, and a paradi gm of separating

pol i cy-based deci sion-making fromthe router itself. These

requi renents should allow controlling routing information and traffic
pat hs and extracting network topol ogy information, traffic
statistics, and other network analytics fromrouting systemns.

Thi s docunent proposes neeting this need via an Interface to the
Routing System (I 2RS).

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF conmunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the IESG are a candidate for any |level of Internet

St andard; see Section 2 of RFC 7841.

I nformati on about the current status of this document, any errata,

and how to provide feedback on it may be obtained at
http://ww. rfc-editor.org/info/rfc7920.
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1

| ntroducti on

Traditionally, routing systenms have inplenmented routing and signaling
(e.g., MPLS) to control traffic forwarding in a network. Route
conput ati on has been controlled by relatively static policies that
define link cost, route cost, or inport and export routing policies.
The advent of highly dynam c data-center networking, on-denmand WAN
services, dynam c policy-driven traffic steering and service

chai ning, the need for real-tine security threat responsiveness via
traffic control, and a paradi gm of separating policy-based deci sion-
maki ng fromthe router itself has created the need to nore

dynam cal | y nmanage and programrouting systens in order to contro
routing infornmation and traffic paths and to extract network topol ogy
information, traffic statistics, and other network anal ytics from
routi ng systens.

As nodern networks continue to grow in scale and conplexity and
desired policy has become nore conplex and dynamic, there is a need
to support rapid control and analytics. The scal e of nodern networks
and data centers and the associ ated operational expense drives the
need to automate even the sinplest operations. The ability to

qui ckly interact via nmore conpl ex operations to support dynamc
policy is even nore critical

In order to enable network applications to have access to and contro
over information in the different vendors’ routing systens, a
publicly docunented interface is required. The interface needs to
support real -time, asynchronous interactions using efficient data
nodel s and encodi ngs that are based on and extend those previously
defined. Furthernore, the interface nmust be tailored to provide a
solid base on which a variety of use cases can be supported.

To support the requirenents of orchestration software and automated
networ k applications to dynamcally nodify the network, there is a
need to | earn topol ogy, network analytics, and existing state from
the network as well as to create or nodify routing i nformati on and
network paths. A feedback |oop is needed so that changes nmade can be
verifiable and so that these applications can learn and react to

net wor k changes.

Proprietary solutions to partially support the requirenments outlined
above have been devel oped to handl e specific situations and needs.
Standardi zing an interface to the routing systemw ||l nake it easier
to integrate use of it into a network. Because there are proprietary
partial solutions already, the standardization of a common interface
shoul d be feasible.
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It should be noted that during the course of this docunent, the term
"applications" is used. This is neant to refer to an executabl e
program of sone sort that has access to a network, such as an IP or
MPLS network, via a routing system

2. 12RS Mddel and Problem Area for the | ETF

Managi ng a network of systenms running a variety of routing protocols
and/ or providing one or nore additional services (e.g., forwarding,
classification and policing, firewalling) involves interactions
between nul ti pl e components within these systems. Some of these
systens or system conponents may be virtualized, co-located within

the sanme physical system or distributed. 1In all cases, it is
desirable to enable network applications to nanage and control the
services provided by many, if not all, of these conponents, subject

to authenticated and authorized access and polici es.

A data-nodel -driven interface to the routing systemis needed. This
wi Il allow expansi on of what information can be read and controll ed
and allow for future flexibility. At |east one acconpanying protoco
with clearly defined operations is needed; the suitable protocol (s)
can be identified and expanded to support the requirenments of an
Interface to the Routing System (12RS). These sol utions nust be
designed to facilitate rapid, isolated, secure, and dynam ¢ changes
to a device's routing system These would facilitate wi de-scale
depl oyment of interoperable applications and routing systens.

The |1 2RS nodel and problemarea for IETF work is illustrated in
Figure 1. This docunent uses term nol ogy defined in [RFC7921]. The
| 2RS agent is associated with a routing elenent, which nay or may not
be co-located with a data plane. The I2RS client could be integrated
in a network application or controlled and used by one or nore
separate network applications. For instance, an |2RS client could be
provi ded by a network controller or a network orchestration system
that provides a non-12RS interface to network applications and an

| 2RS interface to | 2RS agents on the systens being managed. The
scope of the data nodels used by |2RS extends across the entire
routing systemand the sel ected protocol (s) for |I2RS

As depicted in Figure 1, the I2RS client and | 2RS agent in a routing
system are objects with in the 12RS scope. The sel ected protocol (s)
for 12RS extend between the I2RS client and | 2RS agent. All other
objects and interfaces in Figure 1 are outside the |I2RS scope for

st andar di zat i on.

Atlas, et al. I nf or mati onal [ Page 4]



RFC 7920

Atl as,

FREE R e

*  Application *

+***************+

| 2RS Probl em St at enent

FREE R e

* Application *

+***************+

| 12RS dient | n
Fom e e e oo - + *
N *
| * *
| % %
| Fommm e e aaaaa +
| | I12RS dient |<
| R +
| N
| |
| | <=
||
........................... P
vV Vv
+*************+ U +
* Policy * |
* Dat abase *<rxs| | 2RS Agent
+*************+ | |
Fom e e e e oo - +
N N N
+*************+ * * *
*  Topol ogy * * *
* mtabase *<*******+ * *
+*************+ * *
*
*
*
%

FREEEEEEEEEEEEE R N

* Subscription & *
Configuration *
Templ ates for *
Measur enment s, *
Events, QS, etc. *

FREEEEEEEEEEEEE R N

b T

* kk ok S%
| < >

+********>*

June 2016

+***************+
* Application *
+***************+
N
*

khkkkhhkkkhkkkkkkkx

> Other |I2RS
| Agents |

FExkkkkkkkkkkkkkk

* Routing & *
Si gnal i ng *

* Pr ot ocol s *
+****************+

N
*
*

\'
+****************+

Rl B Manager *
+****************+
N

*
*
*

%
+****************+
* FI B Manager *
* & Data Plane *

FExkkkkkkkkkkkkkk

et al.

| nf or mat i ona

[ Page 5]



RFC 7920 | 2RS Probl em St at enent June 2016

<--> interfaces inside the scope of |2RS Protoco

+--+ objects inside the scope of |2RS-defined behavi or
<**> jnterfaces NOT within the scope of |I2RS Protoco

+**+ objects NOT within the scope of |2RS-defined behavi or

<== used to point to the interface where the |I2RS Protoco
woul d be used

boundary of a router supporting |I2RS
Figure 1: |2RS Mddel and Probl em Area

The protocol (s) used to carry nessages between |2RS clients and | 2RS
agents should provide the key features specified in Section 5.

I 2RS will use a set of nmeaningful data nodels for information in the
routing systemand in a topol ogy database. Each data nodel should
descri be the meaning and rel ati onshi ps of the nodeled itens. The
dat a nmodel s shoul d be separable across different features of the
managed conponents, versioned, and extendable. As shown in Figure 1
| 2RS needs to interact with several |ogical components of the routing
el ement: policy database, topol ogy database, subscription and
configuration for dynam c neasurenents/events, routing and signaling
protocols, and its Routing Information Base (R B) manager. This
interaction is both for witing (e.g., to policy databases or RIB
manager) as well as for reading (e.g., dynam c neasurenent or

t opol ogy dat abase). An application should be able to conbine data
fromindividual routing elements to provide network-wi de data

nodel (s) .

The data nodels should translate into a concise transfer syntax, sent
via the |I2RS protocol, that is straightforward for applications to
use (e.g., a web services design paradigm. The information transfer
shoul d use existing transport protocols to provide the reliability,
security, and tineliness appropriate for the particul ar data.

3. Standard Data Models of Routing State for Installation

As described in Section 1, there is a need to be able to precisely
control routing and signaling state based upon policy or externa
nmeasures. One set of data nodels that |2RS should focus on is for
interacting with the RIB layer (e.g., R B, Label Information Base
(LIB), nulticast RIB, policy-based routing) to provide flexibility
and routing abstractions. As an exanple, the desired routing and
signaling state mght range fromsinple static routes to policy-based
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routing to static nulticast replication and routing state. This
neans that, to usefully nodel next hops, the data nodel enployed
needs to handl e next-hop indirection and recursion (e.g., a prefix X
is routed like prefix Y) as well as different types of tunneling and
encapsul ati on.

Efforts to provide this |evel of control have focused on
standardi zi ng data nodel s that describe the forwardi ng plane (e.g.
Forwar di ng and Control Elenent Separation (ForCES) [ RFC3746]). |2RS
recogni zes that the routing systemand a router’s OS provide usefu
nmechani sns that applications could usefully harness to acconplish
application-level goals. Using routing indirection, recursion, and
conmon routing abstractions (e.g., tunnels, Label Swi tched Paths
(LSPs), etc.) provides significant flexibility and functionality over
col lapsing the state to individual routes in the Forwarding
Informati on Base (FIB) that need to be individually nodified when a
change occurs.

In addition to interfaces to control the RIB |ayer, there is a need
to dynamically configure policies and paraneter values for the
various routing and signaling protocols based upon application-I|eve
pol i cy deci sions.

4. Learning Router Information

A router has information that applications may require so that they
can understand the network, verify that progranmed state is

i nstall ed, neasure the behavior of various flows, and understand the
exi sting configuration and state of the router. 12RS should provide
a framework so that applications can register for asynchronous
notifications and can nmake specific requests for information.

Al t hough there are efforts to extend the topol ogical information
avai |l abl e, even the best of these (e.g., BGP-LS [RFC7752]) still only
provide the current active state as seen at the |1 GP and BGP | ayers.
Det ai | ed topol ogical state that provides nore information than the
current functional status (e.g., active paths and links) is needed by
applications. Exanples of missing information include paths or |inks
that are potentially available (e.g., adnministratively down) or
unknown (e.g., to peers or customers) to the routing topol ogy.

For applications to have a feedback | oop that includes awareness of
the relevant traffic, an application nust be able to request the
neasurenent and tinely, scalable reporting of data. Wile a
mechani sm such as I P Flow I nformation Export (IPFIX) [RFC5470] may be
the facilitator for delivering the data, providing the ability for an
application to dynamcally request that nmeasurements be taken and
data delivered is inportant.
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There is a wide range of events that applications could use to
support verification of router state before other network state is
changed (e.g., that a route has been installed) and to allow tinely
action in response to changes of relevant routes by others or to
router events (e.g., link up/down). Wile a few of these (e.g., link
up/ down) may be available via MB notifications today, the full range
is not (e.g., route installed, route changed, prinmary LSP changed,
etc.)

5. Aspects to be Considered for an |I2RS Protoco

This section describes required aspects of a protocol that could
support |2RS. Wether such a protocol is built upon extending
exi sting nechanisns or requires a new nechani smrequires further
i nvestigation.

The key aspects needed in an interface to the routing system are:

Mul tiple Sinmultaneous Asynchronous Qperati ons: A single application
shoul d be able to send nmultiple i ndependent atomi c operations via
| 2RS wi t hout being required to wait for each to conplete before
sendi ng the next.

Very Fine Granularity of Data Locking for Witing: When an | 2RS
operation is processed, it is required that the data | ocked for
witing be very granular (e.g., a particular prefix and route)
rather than extremely coarse, as is done for witing
configuration. This should inprove the number of concurrent |2RS
operations that are feasible and reduce bl ocki ng del ays.

Mul ti-Headed Control: Mul tiple applications may comunicate to the
sane |2RS agent in a minimally coordinated fashion. It is
necessary that the |I2RS agent can handle multiple requests in a
wel | - known policy-based fashion. Data witten can be owned by
different 12RS clients at different tines; data may even be
overwitten by a different 12RS client. The details of how this
shoul d be handl ed are described in [ RFC7921].

Dupl ex: Conmuni cati ons can be established by either the I2RS client
(i.e., that resides within the application or is used by it to
conmuni cate with the |12RS agent) or the I2RS agent. Simlarly,
events, acknow edgenents, failures, operations, etc., can be sent
at any tine by both the router and the application. The I2RS is
not a pure pull nodel where only the application queries to pul
responses.
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H gh Throughput: At a minimum the |2RS agent and associ ated router
shoul d be able to handl e a considerabl e nunber of operations per
second (for exanple, 10,000 per second to handl e many i ndivi dua
subscri ber routes changi ng sinmultaneously).

Low Lat ency: Wthin a sub-second tinescale, it should be possible
to conplete sinple operations (e.g., reading or witing a single
prefix route).

Mul ti pl e Channel s: It should be possible for information to be
conmuni cated via the interface fromdifferent conponents in the
router without requiring going through a single channel. For

exanpl e, for scaling, sonme exported data or events nay be better
sent directly fromthe forwarding plane, while other interactions
may come fromthe control plane. One channel, with authorization
and aut hentication, may be considered primary; only an authorized
client can then request that information be delivered on a
different channel. Wites froma client are only expected on
channel s that provide authorization and authentication

Scal able, Filterable Information Access: To extract information in a
scal abl e fashion that is nore easily used by applications, the
ability to specify filtering constructs in an operation requesting
data or requesting an asynchronous notification is very val uable.

Secure Control and Access: Any ability to manipulate routing state
nmust be subject to authentication and authorization. Sensitive
routing information al so may need to be provided via secure access
back to the I2RS client. Such comunications nmust be integrity
protected. Mbst communications will also require confidentiality.

Extensibility and Interoperability: Both the | 2RS protocol and
nodel s nust be extensible and interoperate between different
versi ons of protocols and nodel s.

6. Security Considerations

Security is a key aspect of any protocol that allows state
installation and extracting of detailed router state. The need for
secure control and access is nmentioned in Section 5. More
architectural security considerations are discussed in [RFC7921].
Briefly, the 12RS agent is assuned to have a separate authentication
and aut hori zation channel by which it can validate both the identity
and the perm ssions associated with an I2RS client. Mitua

aut henti cation between the |I2RS agent and |2RS client is required.
Different levels of integrity, confidentiality, and replay protection
are relevant for different aspects of |2RS
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Appendi x A,  Existing Managenent |nterfaces

This section discusses as a single entity the conbination of the
abstract data nodels, their representation in a data | anguage, and
the transfer protocol commonly used with them \Wile other

conbi nati ons of these existing standard technol ogi es are possi bl e,
the ways described are ones that have significant depl oynment.

There are three basic ways that routers are managed. The nopst
popul ar is the command-line interface (CLI), which allows both
configuration and | earning of device state. This is a proprietary
interface resenbling a UNI X shell that allows for very custom zed
control and observation of a device, and, specifically of interest in
this case, its routing system Sone formof this interface exists on
al nost every device (virtual or otherw se). Processing of
information returned to the CLI (called "screen scraping") is a
burdensone activity because the data is normally formatted for use by
a human operator and because the | ayout of the data can vary from
device to device and between different software versions. Despite
its ubiquity, this interface has never been standardized and is
unlikely to ever be standardized. CLI standardization is not

consi dered as a candidate solution for the problens notivating | 2RS

The second nost popular interface for interrogation of a device's
state, statistics, and configuration is the Sinple Network Managenent
Protocol (SNWP) and a set of rel evant standards-based and proprietary
Management | nformati on Base (M B) nodules. SNWP has a strong history
of being used by network nmanagers to gather statistical and state

i nformati on about devices, including their routing systens. However,
SNWP is very rarely used to configure a device or any of its systens
for reasons that vary dependi ng upon the network operator. Sone
exanpl e reasons include conmplexity, the lack of desired configuration
semantics (e.g., configuration rollback, sandboxing, or configuration
versioning) and the difficulty of using the semantics (or |ack
thereof) as defined in the MB nodul es to configure device features.
Therefore, SNWP is not considered as a candi date solution for the
probl ens notivating | 2RS.

Finally, the IETF s Network Configuration Protocol (NETCONF)

[ RFC6241] has made many strides at overcom ng nost of the limtations
around configuration that were just described. However, as a new
technology and with the initial |ack of standard data nodels, the
adopti on of NETCONF has been slow. As needed, I2RS will identify and
define informati on and data nodels to support |2RS applications.
Addi ti onal extensions to handle nulti-headed control may need to be
added to NETCONF and/or appropriate data nodel s.
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