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Abstract

Unmanaged | arge buffers in today' s networks have given rise to a slew
of performance issues. These perfornmance i ssues can be addressed by
sone formof Active Queue Managenent (AQVW) mechanism optionally in
conbi nati on with a packet-scheduling scheme such as fair queuing.
Thi s docunent describes various criteria for perform ng
characterizations of AQM schenmes that can be used in |lab testing
during devel opnent, prior to depl oynent.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7928
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1

| ntroducti on

Active Queue Managenent (AQM addresses the concerns arising from
usi ng unnecessarily | arge and unmanaged buffers to i nprove network
and application performance, such as those presented in Section 1.2
of the AQM recommendati ons docunment [RFC7567]. Several AQV

al gorithnms have been proposed in the past years, npbst notably Random
Early Detection (RED) [FLOY1993], BLUE [ FENG2002], Proportiona
Integral controller (Pl) [HOLLO2001], and nore recently, Controlled
Del ay (CoDel) [CODEL] and Proportional Integral controller Enhanced
(PIE) [AQWIE]. 1In general, these algorithns actively interact with
the Transm ssion Control Protocol (TCP) and any ot her transport
protocol that deploys a congestion control schene to nmanage the
amount of data they keep in the network. The avail able buffer space
in the routers and switches shoul d be | arge enough to accommpdate the
short-term buffering requirements. AQM schenmes ai mat reducing
buf f er occupancy, and therefore the end-to-end delay. Sone of these
al gorithns, notably RED, have al so been widely inplenented in sone
networ k devi ces. However, the potential benefits of the RED schene
have not been realized since REDis reported to be usually turned

of f.

A buffer is a physical volume of menmory in which a queue or set of
gueues are stored. When speaking of a specific queue in this
docunent, "buffer occupancy" refers to the amount of data (neasured
in bytes or packets) that are in the queue, and the "maximum buffer
size" refers to the maxi num buffer occupancy. In swtches and
routers, a global nenory space is often shared between the avail abl e
i nterfaces, and thus, the maxi mum buffer size for any given interface
may vary over tine.

Buf f erbl oat [ BB2011] is the consequence of deploying |arge, unmanaged
buffers on the Internet -- the buffering has often been nmeasured to
be ten times or a hundred tines |arger than needed. Large buffer
sizes in conbination with TCP and/or unresponsive flows increases
end-to-end delay. This results in poor performance for |atency-
sensitive applications such as real-tinme nmultinmedia (e.g., voice
video, gaming, etc.). The degree to which this affects nodern
net wor ki ng equi pnent, especially consumer-grade equi prent, produces
probl ems even with commonly used web services. Active queue
management is thus essential to control queuing delay and decrease
networ k | atency.

The Active Queue Management and Packet Schedul ing Working G oup (AQM
W5 was chartered to address the problens with | arge unnanaged
buffers in the Internet. Specifically, the AQMWG is tasked with
standardi zi ng AQM schenes that not only address concerns wth such
buf fers, but are also robust under a wide variety of operating

Kuhn, et al. I nf or mati onal [ Page 4]



RFC 7928 AQM Char acterizati on Cuidelines July 2016

conditions. This docunent provides characterization guidelines that
can be used to assess the applicability, performance, and

depl oyability of an AQVM whether it is a candidate for

standardi zation at | ETF or not.

The AQM al gorithminplenented in a router can be separated fromthe
schedul i ng of packets sent out by the router as discussed in the AQV
recomendat i ons docunent [RFC7567]. The rest of this neno refers to
the AQM as a droppi ng/ marking policy as a separate feature to any

i nterface-scheduling scheme. This docunent nmay be conpl enented with
anot her one on guidelines for assessing the conbination of packet
scheduling and AQM W note that such a docunment will inherit al

the guidelines fromthis docunent, plus any additional scenarios

rel evant for packet scheduling such as flow starvation eval uation or
the inpact of the nunber of hash buckets.

1.1. Reducing the Latency and Maxim zi ng the Goodput

The trade-of f between reducing the |atency and maxi m zi ng the goodput
isintrinsically linked to each AQM schene and is key to eval uating
its perfornmance. To ensure the safety deploynment of an AQM its
behavi or shoul d be assessed in a variety of scenarios. Wenever
possi bl e, solutions ought to aimat both maxi m zi ng goodput and

m ni m zing | at ency.

1.2. Goals of This Docunent

Thi s docunent recommends a generic |ist of scenarios against which an
AQM proposal shoul d be eval uated, considering both potentia
performance gain and safety of deploynment. The guidelines help to
quantify perfornance of AQM schenes in terns of |atency reduction
goodput maxi m zation, and the trade-off between these two. The
docunent presents central aspects of an AQM al gorithmthat should be
consi dered, whatever the context, such as burst absorption capacity,
RTT fairness, or resilience to fluctuating network conditions. The
gui del i nes al so di scuss nmethods to understand the various aspects
associ ated with safely depl oying and operating the AQV schene. Thus,
one of the key objectives behind formulating the guidelines is to
hel p ascertain whether a specific AQMis not only better than drop-
tail (i.e., without AQM and with a BDP-sized buffer), but also safe
to deploy: the guidelines can be used to conmpare several AQM
proposals with each other, but should be used to conpare a proposa
with drop-tail.

This meno details generic characterization scenarios agai nst which
any AQM proposal should be eval uated, irrespective of whether or not
an AQM i s standardi zed by the IETF. This docunent recomends the
rel evant scenarios and netrics to be considered. This docunent

Kuhn, et al. I nf or mati onal [ Page 5]
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1

3.

presents central aspects of an AQM al gorithm that should be
consi dered whatever the context, such as burst absorption capacity,
RTT fairness, or resilience to fluctuating network conditions.

These gui delines do not define and are not bound to a particul ar
depl oyment scenario or evaluation toolset. Instead, the guidelines
can be used to assert the potential gain of introducing an AQM for
the particular environment, which is of interest to the testers.
These gui delines do not cover every possible aspect of a particular
algorithm These guidelines do not present context-dependent
scenarios (such as | EEE 802.11 W.ANs, data centers, or rural

br oadband networks). To keep the guidelines generic, a nunber of
potential router conponents and algorithnms (such as Diffserv) are
omitted.

The goal s of this docunent can thus be summarized as foll ows:

o The present characterization guidelines provide a non-exhaustive
list of scenarios to help ascertain whether an AQMis not only
better than drop-tail (with a BDP-sized buffer), but also safe to
depl oy; the guidelines can also be used to conpare several AQV
proposal s with each ot her

o The present characterization guidelines (1) are not bound to a
particul ar evaluation toolset and (2) can be used for various
depl oyment contexts; testers are free to select a toolset that is
best suited for the environment in which their proposal wll be
depl oyed.

o The present characterization guidelines are intended to provide
gui dance for better selecting an AQM for a specific environnent;
it is not required that an AQM proposal is eval uated foll ow ng
these guidelines for its standardization

Requi renent s Language
The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",

"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
document are to be interpreted as described in RFC 2119 [ RFC2119].

Kuhn, et al. I nf or mati onal [ Page 6]



RFC 7928 AQM Char acterizati on Cuidelines July 2016

1

d ossary

o Application-limted traffic: A type of traffic that does not have
an unlimted anount of data to transmt.

o0 AQM The Active Queue Managenment (AQWM) algorithminplenented in a
router can be separated fromthe scheduling of packets sent by the
router. The rest of this nenp refers to the AQM as a droppi ng/
marki ng policy as a separate feature to any interface scheduling
schene [ RFC7567].

o BDP: Bandwi dt h Del ay Product.

o Buffer: A physical volune of menory in which a queue or set of
queues are stored.

o Buffer Occupancy: The ampunt of data stored in a buffer, measured
in bytes or packets.

o Buffer Size: The maxi mum buffer occupancy, that is the maxi mum
amount of data that nay be stored in a buffer, measured in bytes
or packets.

o Initial Wndow 10 (IWL0): TCP initial congestion w ndow set to 10
packets.

o Latency: One-way del ay of packets across Internet paths. This
definition suits transport layer definition of the |atency, which
shoul d not be confused with an application-layer view of the
| at ency.

0 CGoodput: Goodput is defined as the nunber of bits per unit of tine
forwarded to the correct destination, minus any bits | ost or
retransmtted [ RFC2647]. The goodput shoul d be determ ned for
each flow and not for aggregates of flows.

0 SQRT: The square root function
o0 ROUND: The round function.
End-to-End Metrics

End-to-end delay is the result of propagation delay, serialization
del ay, service delay in a switch, mediumaccess del ay, and queuing
del ay, sumed over the network el ements along the path. AQM schenes
may reduce the queuing delay by providing signals to the sender on
the energence of congestion, but any inmpact on the goodput nust be
carefully considered. This section presents the netrics that could

Kuhn, et al. I nf or mati onal [ Page 7]
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be used to better quantify (1) the reduction of latency, (2)
maxi m zation of goodput, and (3) the trade-off between these two.
This section provides normative requirements for metrics that can be
used to assess the performance of an AQM schene.

Sone netrics listed in this section are not suited to every type of
traffic detailed in the rest of this docunent. It is therefore not
necessary to neasure all of the following netrics: the chosen netric
may not be relevant to the context of the evaluation scenario (e.g.

| atency vs. goodput trade-off in application-linmted traffic
scenarios). Cuidance is provided for each netric.

2.1. Flow Conmpletion Tine

The flow conpletion tine is an inportant performance netric for the
end-user when the flow size is finite. The definition of the flow
size may be a source of contradictions, thus, this metric can
consider a flow as a single file. Considering the fact that an AQMV
schene may drop/ mark packets, the flow completion tine is directly
l'inked to the dropping/ marking policy of the AQM scheme. This netric
hel ps to better assess the performance of an AQM dependi ng on the
flow size. The Flow Conpletion Tine (FCT) is related to the flow
size (Fs) and the goodput for the flow (G as foll ows:

FCT [s] = Fs [byte] / ( G[bit/s] / 8 [bit/byte] )

VWhere flow size is the size of the transport-layer payload in bits
and goodput is the transport-layer payload transfer tine (described
in Section 2.5).

If this netric is used to evaluate the perfornance of web transfers,
it is suggested to rather consider the tine needed to downl oad al
the objects that conpose the web page, as this nakes nore sense in
terns of user experience, rather than assessing the tinme needed to
downl oad each object.

2.2. Flow Startup Tine

The flow startup time is the time between when the request was sent
fromthe client and when the server starts to transmt data. The
amount of packets dropped by an AQM may seriously affect the waiting
period during which the data transfer has not started. This netric
woul d specifically focus on the operations such as DNS | ookups, TCP
opens, and Secure Socket Layer (SSL) handshakes.

Kuhn, et al. I nf or mati onal [ Page 8]
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2.3. Packet Loss

Packet |oss can occur en route, this can inpact the end-to-end
performance measured at the receiver end.

The tester should evaluate the | oss experienced at the receiver end
usi ng one of two netrics:

o The packet loss ratio: This metric is to be frequently measured
during the experinent. The long-termloss ratio is of interest
for steady-state scenarios only;

o The interval between consecutive |osses: The tine between two
| osses is to be neasured.

The packet |loss ratio can be assessed by sinply evaluating the |oss
ratio as a function of the number of |ost packets and the tota
nunber of packets sent. This mght not be easily done in | aboratory
testing, for which these guidelines advise the tester:

o To check that for every packet, a correspondi ng packet was
received within a reasonable tine, as presented in the documnent
that proposes a netric for one-way packet |oss across Internet
pat hs [ RFC7680] .

o To keep a count of all packets sent, and a count of the non-
duplicate packets received, as discussed in [RFC2544], which
presents a benchmar ki ng nmet hodol ogy.

The interval between consecutive |osses, which is also called a
"gap", is a netric of interest for Voice over IP (VolP) traffic
[ RFC3611] .

2.4. Packet Loss Synchroni zation

One goal of an AQM algorithmis to help to avoid gl oba
synchroni zati on of flows sharing a bottleneck buffer on which the AQMU
operates ([ RFC2309] and [RFC7567]). The "degree" of packet-1o0ss
synchroni zati on between flows should be assessed, with and w thout

t he AQM under consi deration.

Loss synchroni zation anong flows may be quantified by severa

slightly different netrics that capture different aspects of the sane
i ssue [HASS2008]. However, in real-world neasurenents the choice of
metric could be inmposed by practical considerations -- e.g., whether
fine-grained informati on on packet | osses at the bottleneck is

avail abl e or not. For the purpose of AQM characterization, a good
candidate metric is the global synchronization ratio, neasuring the
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proportion of flows |osing packets during a |oss event. This netric
can be used in real-world experiments to characterize synchronization
along arbitrary Internet paths [JAY2006].

If an AQM schenme is evaluated using real-life network environnments,
it is worth pointing out that sonme network events, such as failed
link restoration may cause synchroni zed | osses between active fl ows,
and thus confuse the nmeaning of this netric.

2.5. CGoodput

The goodput has been defined as the nunber of bits per the unit of
time forwarded to the correct destination interface, mnus any bits
lost or retransmitted, such as proposed in Section 3.17 of [RFC2647],
whi ch describes the benchmarking term nol ogy for firewal
performances. This definition requires that the test setup needs to
be qualified to assure that it is not generating | osses on its own.

Measuring the end-to-end goodput provides an appreciation of how well
an AQM schene i nproves transport and application performance. The
nmeasured end-to-end goodput is |inked to the droppi ng/ marki ng policy
of the AQM schene -- e.g., the fewer the nunber of packet drops, the
fewer packets need retransm ssion, mnimzing the inmpact of AQMV on
transport and application perfornmance. Additionally, an AQM schene
may resort to Explicit Congestion Notification (ECN) marking as an
initial nmeans to control delay. Again, marking packets instead of
droppi ng them reduces the nunber of packet retransni ssions and

i ncreases goodput. End-to-end goodput values help to evaluate the
AQM schene’ s effectiveness in mnimzing packet drops that inpact
application performance and to estimte how well the AQM schenme works
with ECN.

The neasurenent of the goodput allows the tester to evaluate to what
extent an AQMis able to maintain a high bottleneck utilization.
This metric should al so be obtained frequently during an experinment,
as the long-term goodput is relevant for steady-state scenarios only
and may not necessarily reflect how the introduction of an AQMV
actually inpacts the link utilization during a certain period of
time. Fluctuations in the values obtained fromthese nmeasurenents
may depend on other factors than the introduction of an AQM such as
i nk-1ayer | osses due to external noise or corruption, fluctuating
bandwi dt hs (I EEE 802. 11 W.ANs), heavy congestion |levels, or the
transport layer’'s rate reduction by the congestion control nechani sm

Kuhn, et al. I nf or mati onal [ Page 10]
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2.6. Latency and Jitter

The I atency, or the one-way delay nmetric, is discussed in [RFC7679].
There is a consensus on an adequate nmetric for the jitter that
represents the one-way delay variations for packets fromthe sane
flow the Packet Delay Variation (PDV) serves well in all use cases
[ RFC5481] .

The end-to-end | atency includes conponents other than just the
gueui ng del ay, such as the signal-processing delay, transnission

del ay, and processing delay. Mreover, the jitter is caused by
variations in queuing and processing delay (e.g., scheduling
effects). The introduction of an AQM schene woul d i npact end-to-end
latency and jitter, and therefore these netrics should be considered
in the end-to-end eval uati on of performance.

2.7. Discussion on the Trade-Of between Latency and Goodput

The netrics presented in this section nay be considered in order to
di scuss and quantify the trade-off between |atency and goodput.

Wth regards to the goodput, and in addition to the long-term
stationary goodput value, it is recommended to take measurements at
every multiple of the minimum RTT (m nRTT) between A and B. It is
suggested to take nmeasurenments at |east every K* mnRTT (to snooth
out the fluctuations), with K=10. Hi gher values for K can be

consi dered whenever it is nore appropriate for the presentation of
the results, since the value for K may depend on the network’s path
characteristics. The neasurenent period nust be disclosed for each
experiment, and when results/val ues are conpared across different AQM
schenes, the conparisons should use exactly the sanme neasurenent
periods. Wth regards to latency, it is recomrended to take the
sanmpl es on a per-packet basis whenever possible, depending on the
features provided by the hardware and software and the inmpact of
sampling itself on the hardware performance

From each of these sets of neasurenents, the cunul ative density
function (CDF) of the considered netrics should be conputed. |If the
consi dered scenario introduces dynam cally varyi ng paraneters,
temporal evolution of the nmetrics could al so be generated. For each
scenario, the follow ng graph may be generated: the x-axis shows a
queui ng delay (that is, the average per-packet delay in excess of

m ni mum RTT), the y-axis the goodput. Ellipses are conputed as
detailed in [ WNS2014]: "W take each individual [...] run [...] as
one point, and then conpute the 1-epsilon elliptic contour of the
maxi mum | i kel i hood 2D Gaussi an distribution that explains the points.
[...] we plot the nedian per-sender throughput and queuei ng del ay as
acircle. [...] The orientation of an ellipse represents the
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covari ance between the throughput and del ay neasured for the

protocol ."

(Section 5),

This graph provides part of a better
the del ay/ goodput trade-off for a given congestion contro

a function of the traffic | oad (Section 8.2).

3. GCeneric Setup for

Eval uati ons

under st andi ng of (1)
mechani sm

and (2) how the goodput and average queue del ay vary as

This section presents the topology that can be used for each of the

foll owi ng scenari os,

the correspondi ng notations,

and di scusses

various assunptions that have been made in the document.

|

|

|

| |
+ REC. Fl owl. X |
+

+

+

+

|

|

|

+ |

+ REC. Fl ow\. Y |
+

3.1. Topology and Notations

e +
| sender A i |
|-----mmmmo - |
| SEN.Flowl.1 +--------- + e
| + | | | |
| | | | | |
| + | |
| SEN. Flowl. X +----- | I S
R + | | | +

+ B e T

| | Router L | | Router R |

| e | EEEREEEES |

| | AQM | | o

| | BuffSize| | BuffSize

| | (Bsize) +----- + (Bsize) |

| +---- - +- - ++ R T R +

+ | |
oo + | ]
| sender A n | | | ] |
|-----mmmmm oo | | | | |
| SEN. FlowN. 1 +--------- + | +----mm---
| + | | | |
| | | | | |
| + | | | |
| SEN.FlowWN. Y +-------mn--- + R
Fomm oo o - +

Figure 1. Topol ogy and Notati ons
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Figure 1 is a generic topol ogy where:

0o The traffic profile is a set of flows with simlar characteristics
-- RTT, congestion control scheme, transport protocol, etc.;

o Senders with different traffic characteristics (i.e., traffic
profiles) can be introduced;

o The tinming of each flow could be different (i.e., when does each
flow start and stop?);

o Each traffic profile can conprise various nunber of flows;
o Each link is characterized by a couple (one-way del ay, capacity);

0o Sender Ai is instantiated for each traffic profile. A
corresponding receiver Bi is instantiated for receiving the flows
in the profile;

0 Flows share a bottleneck (the link between routers L and R)

o The tester should consider both scenarios of asymretric and
symretric bottleneck links in terms of bandwidth. 1In the case of
an asymetric link, the capacity fromsenders to receivers is
hi gher than the one fromreceivers to senders; the symmetric |ink
scenari o provides a basic understanding of the operation of the
AQM nmechani sm whereas the asymmetric |link scenario eval uates an
AQM mechanismin a nore realistic setup;

o In asymetric link scenarios, the tester should study the
bidirectional traffic between A and B (downlink and uplink) with
the AQM nechani sm depl oyed in one direction only. The tester may
additionally consider a scenario with the AQM nechani sm bei ng
depl oyed in both directions. |In each scenario, the tester should
i nvestigate the inmpact of the drop policy of the AQVM on TCP ACK
packets and its inmpact on the performance (Section 9.2).

Al t hough this topology may not perfectly reflect actual topol ogies,
the simple topology is conmonly used in the world of sinulations and
smal | testbeds. 1t can be considered as adequate to eval uate AQV
proposals [ TCPEVAL]. Testers ought to pay attention to the topol ogy
used to eval uate an AQM schene when conparing it with a nemy
proposed AQM scherne.
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3.

3.

4.

4.

2. Buffer Size

The size of the buffers should be carefully chosen, and nmay be set to
the bandwi dt h-del ay product; the bandwi dth being the bottl eneck
capacity and the delay being the |argest RTT in the considered
network. The size of the buffer can inmpact the AQM perfornmance and
is a dinensioning paraneter that will be considered when conparing
AQM proposal s.

If a specific buffer size is required, the tester nust justify and
detail the way the maxi num queue size is set. Indeed, the maxi mum
size of the buffer may affect the AQMs performance and its choice
shoul d be el aborated for a fair conparison between AQM proposal s.
Whi | e conparing AQM schenes, the buffer size should remain the sane
across the tests.

3. Congestion Controls

Thi s docunent considers running three different congestion contro
al gorithnms between A and B

o Standard TCP congestion control: The base-line congestion contro
is TCP NewReno with sel ective acknow edgment (SACK) [ RFC5681].

o0 Aggressive congestion controls: A base-line congestion control for
this category is CUBIC [CUBI (.

0 Less-than-Best-Effort (LBE) congestion controls: Per [RFC6297], an
LBE service "results in smaller bandw dth and/or delay inmpact on
standard TCP than standard TCP itself, when sharing a bottl eneck
with it." A base-line congestion control for this category is Low
Extra Del ay Background Transport (LEDBAT) [RFC6817].

O her transport congestion controls can OPTI ONALLY be eval uated in
addition. Recent transport |ayer protocols are not mentioned in the
followi ng sections, for the sake of sinplicity.

Met hodol ogy, Metrics, AQM Conpari sons, Packet Sizes, Scheduling, and
ECN

1. Methodol ogy

A description of each test setup should be detailed to allow this
test to be conpared with other tests. This also allows others to
replicate the tests if needed. This test setup should detai
software and hardware versions. The tester could nake its data
avai |l abl e.
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The proposal s should be evaluated on real-life systems, or they may
be evaluated with event-driven simulations (such as ns-2, ns-3,
OWET, etc.). The proposed scenarios are not bound to a particul ar
eval uati on tool set.

The tester is encouraged to nmake the detailed test setup and the
results publicly avail abl e.

4.2. Comments on Metrics Measurenent

Thi s docunent presents the end-to-end metrics that ought to be used
to evaluate the trade-of f between | atency and goodput as described in
Section 2. In addition to the end-to-end netrics, the queue-leve
nmetrics (normally collected at the device operating the AQVW provide
a better understandi ng of the AQM behavi or under study and the inpact
of its internal paraneters. Wenever it is possible (e.g., depending
on the features provided by the hardware/software), these guidelines
advi se considering queue-level nmetrics, such as link utilization
gueui ng del ay, queue size, or packet drop/mark statistics in addition
to the AQM specific paraneters. However, the eval uation nust be
primarily based on externally observed end-to-end netrics.

These guidelines do not aimto detail the way these netrics can be
neasured, since that is expected to depend on the eval uation tool set.

4.3. Conparing AQMV Schenes

Thi s docunent recogni zes that these guidelines may be used for
conpari ng AQM schemes.

AQMV schenes need to be conpared agai nst both performance and

depl oyment categories. |In addition, this section details how best to
achieve a fair conparison of AQMV schenes by avoiding certain
pitfalls.

4.3.1. Performance Conparison

AQM schenes shoul d be conpared agai nst the generic scenarios that are
sunmari zed in Section 13. AQM schemes may be conpared for specific
networ k environnents such as data centers, home networks, etc. |If an
AQM schene has paraneter(s) that were externally tuned for

optim zation or other purposes, these values nmust be discl osed.

AQM schenes belong to different varieties such as queue-Ilength based
schenes (for exanple, RED) or queuing-delay based schenme (for
exanpl e, CoDel, PIE). AQM schemes expose different control knobs
associated with different semantics. For exanple, while both PIE and
CoDel are queui ng-del ay based schenes and each expose a knob to
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4.

4.4.

3.

control the queuing delay -- PIE s "queuing delay reference" vs.
CoDel s "queuing delay target", the two tuning paraneters of the two
schenmes have different semantics, resulting in different contro
points. Such differences in AQM schemes can be easily overl ooked
whi | e maki ng comnpari sons.

Thi s docunent recommends the follow ng procedures for a fair
performance conpari son between the AQM schenes:

1. Simlar control parameters and inplications: Testers should be
aware of the control paraneters of the different schenmes that
control similar behavior. Testers should also be aware of the
i nput val ue ranges and corresponding inplications. For exanple,
consider two different schemes -- (A) queue-length based AQV
schene, and (B) queui ng-del ay based schene. A and B are likely
to have different kinds of control inputs to control the target

delay -- the target queue length in A vs. target queuing delay in
B, for exanple. Setting paranmeter values such as 100 MB for A
vs. 10 nms for B will have different inplications dependi ng on

eval uation context. Such context-dependent inplications nust be
consi dered before draw ng concl usi ons on performance comnpari sons.
Also, it would be preferable if an AQM proposal |isted such

par anmeters and di scussed how each rel ates to network
characteristics such as capacity, average RTT, etc.

2. Conpare over a range of input configurations: There could be
situations when the set of control paranmeters that affect a
speci fic behavior have different senmantics between the two AQV
schenmes. As nentioned above, PIE has tuning parameters to
control queue delay that have different semantics fromthose used
in CoDel. |In such situations, these schenes need to be conpared
over a range of input configurations. For exanple, conpare PIE
vs. CoDel over the range of target delay input configurations.

2. Depl oynent Conpari son

AQMV schenes nust be conpared agai nst deploynment criteria such as the
paraneter sensitivity (Section 8.3), auto-tuning (Section 12), or
i mpl enentati on cost (Section 11).

Packet Sizes and Congestion Notification

An AQM schene may be considering packet sizes while generating
congestion signals [ RFC7141]. For exanple, control packets such as
DNS request s/ responses, TCP SYNs/ACKs are small, but their |oss can
severely inpact application performance. An AQM schene may therefore
be bi ased towards smal|l packets by dropping themw th | ower
probability conpared to | arger packets. However, such an AQM schene
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is unfair to data senders generating | arger packets. Data senders,
mal i ci ous or otherwi se, are notivated to take advantage of such an
AQM schene by transnmitting smaller packets, and this could result in
unsaf e depl oynents and unheal t hy transport and/or application

desi gns.

An AQM schene shoul d adhere to the recommendations outlined in the
Best Current Practice for dropping and marki ng packets [BCP41], and
shoul d not provi de undue advantage to flows with smaller packets,
such as discussed in Section 4.4 of the AQM recomendati on document

[ RFC7567]. In order to evaluate if an AQM schene is biased towards
flows with snmaller size packets, traffic can be generated, as defined
in Section 8.2.2, where half of the flows have snaller packets (e.g.
500- byt e packets) than the other half of the flow (e.g., 1500-byte

packets). In this case, the netrics reported could be the same as in
Section 6.3, where Category | is the set of flows with snaller
packets and Category Il the one with |arger packets. The

bi di rectional scenario could al so be considered (Section 9.2).
4.5. Interaction with ECN

ECN [ RFC3168] is an alternative that all ows AQV schenes to signal to
recei vers about network congestion that does not use packet drops.
There are benefits to providing ECN support for an AQM schene

[ WELZ2015] .

If the tested AQM schenme can support ECN, the testers nust discuss
and describe the support of ECN, such as discussed in the AQV
recommendat i on document [RFC7567]. Also, the AQM s ECN support can
be studied and verified by replicating tests in Section 6.2 with ECN
turned ON at the TCP senders. The results can be used not only to
eval uate the performance of the tested AQMwi th and w t hout ECN
mar ki ngs, but also to quantify the interest of enabling ECN

4.6. Interaction with Scheduling

A network device nmay use per-flow or per-class queuing with a
scheduling algorithmto either prioritize certain applications or
classes of traffic, limt the rate of transm ssion, or to provide

i solation between different traffic flows within a common cl ass, such
as discussed in Section 2.1 of the AQV reconmendati on docunent

[ RFC7567] .

The scheduling and the AQM conjointly inpact the end-to-end
performance. Therefore, the AQM proposal nust discuss the
feasibility of adding scheduling combined with the AQM al gorithm It
can be expl ai ned whet her the dropping policy is applied when packets
are bei ng enqueued or dequeued.
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These gui delines do not propose guidelines to assess the performance
of scheduling algorithns. |I|ndeed, as opposed to characterizing AQV
schenmes that is related to their capacity to control the queuing
delay in a queue, characterizing scheduling schenes is related to the
scheduling itself and its interaction with the AQM schene. As one
exanpl e, the schedul er may create sub-queues and the AQM schene nmay
be applied on each of the sub-queues, and/or the AQV could be applied
on the whol e queue. Al so, schedulers nmight, such as FQ CoDe

[ HOEI 2015] or Favor Queue [ ANEL2014], introduce flow prioritization

In these cases, specific scenarios should be proposed to ascertain
that these schedul er schenmes not only help in tackling the

buf ferbl oat, but also are robust under a wi de variety of operating
conditions. This is out of the scope of this docunent, which focuses
on droppi ng and/ or marki ng AQM schenes.

5. Transport Protocols

Net wor k and end-devi ces need to be configured with a reasonabl e
amount of buffer space to absorb transient bursts. |In sone
situations, network providers tend to configure devices with |arge
buffers to avoi d packet drops triggered by a full buffer and to
maxim ze the link utilization for standard | oss-based TCP traffic.

AQM al gorithnms are often eval uated by considering the Transm ssion
Control Protocol (TCP) [RFC793] with a linited nunber of

applications. TCP is a widely deployed transport. It fills up
avai l abl e buffers until a sender transferring a bulk flow with TCP
recei ves a signal (packet drop) that reduces the sending rate. The

| arger the buffer, the higher the buffer occupancy, and therefore the
gueui ng delay. An efficient AQM schene sends out early congestion
signals to TCP to bring the queuing delay under control

Not all endpoints (or applications) using TCP use the sanme flavor of
TCP. A variety of senders generate different classes of traffic,

whi ch may not react to congestion signals (aka non-responsive flows
in Section 3 of the AQM recomendati on docunent [RFC7567]) or may not
reduce their sending rate as expected (aka Transport Flows that are

| ess responsive than TCP, such as proposed in Section 3 of the AQV
reconmendati on document [ RFC7567], also called "aggressive flows").
In these cases, AQM schenes seek to control the queuing del ay.

Thi s section provides guidelines to assess the performance of an AQM
proposal for various traffic profiles -- different types of senders
(with different TCP congestion control variants, unresponsive, and
aggressive).
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5.1. TCP-Friendly Sender
5.1.1. TCP-Friendly Sender with the Sane Initial Congestion W ndow

This scenario hel ps to evaluate how an AQM schene reacts to a TCP-
friendly transport sender. A single, long-lived, non-application-
l[imted, TCP NewReno flow, with an Initial congestion Wndow (IW set
to 3 packets, transfers data between sender A and receiver B. Qher
TCP-friendly congestion control schemes such as TCP-Friendly Rate
Control [RFC5348], etc., nmay al so be consi dered.

For each TCP-friendly transport considered, the graph described in
Section 2.7 could be generated.

5.1.2. TCP-Friendly Sender with Different Initial Congestion W ndows

This scenario can be used to eval uate how an AQV schene adapts to a
traffic mx consisting of TCP flows with different values of the IW

For this scenario, two types of flows nmust be generated between
sender A and receiver B

o Asingle, long-lived non-application-limted TCP NewReno fl ow,

o Asingle, application-limted TCP NewReno flow, with an IWset to
3 or 10 packets. The size of the data transferred nust be
strictly higher than 10 packets and should be | ower than 100
packets.

The transnission of the non-application-limted flow nust start first
and the transm ssion of the application-linmted flow starts after the
non-application-linmted fl ow has reached steady state. The steady
state can be assuned when the goodput is stable.

For each of these scenarios, the graph described in Section 2.7 could
be generated for each class of traffic (application-limted and non-
application-limted). The conpletion time of the application-limted
TCP flow coul d be neasured.

5.2. Aggressive Transport Sender

This scenario helps testers to eval uate how an AQM schene reacts to a
transport sender that is nore aggressive than a single TCP-friendly
sender. W define 'aggressiveness’ as a higher-than-standard

i ncrease factor upon a successful transnission and/or a | ower-than-
standard decrease factor upon a unsuccessful transm ssion (e.g., in
case of congestion controls with the Additive Increase Miltiplicative
Decrease (AIMD) principle, a larger Al and/or MD factors). A single
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5. 3.

5.

I ong-lived, non-application-limted, CUBIC flow transfers data
bet ween sender A and receiver B. Oher aggressive congestion contro
schenes may al so be consi dered.

For each flavor of aggressive transports, the graph described in
Section 2.7 could be generated.

Unr esponsi ve Transport Sender

This scenario hel ps testers evaluate how an AQM schene reacts to a
transport sender that is |ess responsive than TCP. Note that faulty
transport inplenmentations on an end host and/or faulty network

el ements en route that "hide" congestion signals in packet headers
may also lead to a sinilar situation, such that the AQV schene needs
to adapt to unresponsive traffic (see Section 3 of the AQMV
recomendati on document [RFC7567]). To this end, these guidelines
propose the two foll owi ng scenari os:

o The first scenario can be used to evaluate queue build up. It
consi ders unresponsive flows) whose sending rate is greater than
the bottleneck link capacity between routers L and R This
scenario consists of a long-lived non-application-limted UDP fl ow
that transmits data between sender A and receiver B. The graph
described in Section 2.7 could be generated.

o The second scenario can be used to evaluate if the AQMV schene is
able to keep the responsive fraction under control. This scenario
considers a m xture of TCP-friendly and unresponsive traffic. It
consists of a long-lived UDP flow from unresponsi ve application
and a single long-lived, non-application-limted (unlimted data
avail able to the transport sender fromthe application |ayer), TCP
New Reno flow that transmt data between sender A and receiver B
As opposed to the first scenario, the rate of the UDP traffic
shoul d not be greater than the bottleneck capacity, and should be
hi gher than half of the bottl eneck capacity. For each type of
traffic, the graph described in Section 2.7 could be generated.

Less-t han-Best-Effort Transport Sender

This scenario hel ps to eval uate how an AQM schene reacts to LBE
congestion control that "results in smaller bandw dth and/or del ay
i npact on standard TCP than standard TCP itself, when sharing a
bottleneck with it" [RFC6297]. There are potential fatefu

i nteractions when AQVM and LBE techni ques are conbi ned [ GONG014];
this scenario hel ps to eval uate whether the coexistence of the
proposed AQM and LBE techni ques may be possible
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A single long-lived non-application-limted TCP NewReno fl ow
transfers data between sender A and receiver B. Qher TCP-friendly
congestion control schenes nmay al so be considered. Single long-lived
non-application-limted LEDBAT [ RFC6817] flows transfer data between
sender A and receiver B. W recomrend setting the target delay and
gai n values of LEDBAT to 5 nms and 10, respectively [ TRAN2014]. G her
LBE congestion control schenes nay al so be considered and are |isted
in the | ETF survey of LBE protocols [RFC6297].

For each of the TCP-friendly and LBE transports, the graph described
in Section 2.7 could be generated.

6. Round-Trip Tine Fairness
6.1. Mtivation

An AQM schene’ s congestion signals (via drops or ECN marks) nust
reach the transport sender so that a responsive sender can initiate
its congestion control nechanismand adjust the sending rate. This
procedure is thus dependent on the end-to-end path RTT. Wen the RTT
varies, the onset of congestion control is inpacted, and in turn

i mpacts the ability of an AQM schene to control the queue. It is
therefore inportant to assess the AQM schenes for a set of RITTs
between A and B (e.g., from5 to 200 ns).

The asymetry in terns of difference in intrinsic RTT between various
pat hs sharing the sane bottl eneck should be considered, so that the
fairness between the fl ows can be discussed. |In this scenario, a
flow traversing on a shorter RTT path may react faster to congestion
and recover faster fromit conpared to another flow on a | onger RTT

path. The introduction of AQM schenmes nay potentially inprove the
RTT fairness.

I ntroduci ng an AQM scherme may cause unfairness between the fl ows,
even if the RTTs are identical. This potential unfairness should be
i nvestigated as well.

6.2. Recomended Tests
The recomended topology is detailed in Figure 1

To evaluate the RTT fairness, for each run, two flows are divided
into two categories. Category | whose RTT between sender A and
receiver B should be 100 ms. Category Il, in which the RTT between
sender A and receiver B should be in the range [5 ms, 560 ms]

i nclusive. The maxi mum value for the RTT represents the RTT of a
satellite |link [RFC2488].
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A set of evaluated flows nust use the same congestion contro
algorithm all the generated flows could be single long-lived non-
application-limted TCP NewReno fl ows.

6.3. Metrics to Evaluate the RTT Fairness
The outputs that nust be neasured are: (1) the cunul ative average

goodput of the flow from Category |, goodput Cat | (see Section 2.5
for the estimation of the goodput); (2) the cumnul ative average

goodput of the flow from Category |1, goodput_Cat Il (see Section 2.5
for the estimation of the goodput); (3) the ratio goodput_Cat |1/
goodput _Cat _|I; and (4) the average packet drop rate for each category

(Section 2.3).
7. Burst Absorption

"AQM mechani sms mi ght need to control the overall queue sizes to
ensure that arriving bursts can be accommpdat ed wi t hout dropping
packet s" [ RFC7567] .

7.1. Mbdtivation

An AQM schene can face bursts of packet arrivals due to various
reasons. Dropping one or nore packets froma burst can result in
performance penalties for the corresponding flows, since dropped
packets have to be retransnitted. Performance penalties can result
in failing to nmeet Service Level Agreenments (SLAs) and can be a

di sincentive to AQM adopti on

The ability to accommbdate bursts translates to |arger queue | ength
and hence nore queuing delay. On the one hand, it is inportant that
an AQM schene quickly brings bursty traffic under control. On the

ot her hand, a peak in the packet drop rates to bring a packet burst
qui ckly under control could result in nmultiple drops per flow and
severely inmpact transport and application performance. Therefore, an
AQMV schene ought to bring bursts under control by bal anci ng both
aspects -- (1) queuing delay spikes are mnimzed and (2) perfornmance
penalties for ongoing flows in terns of packet drops are m nim zed.

An AQM schene that maintains short queues allows some remaini ng space
in the buffer for bursts of arriving packets. The tolerance to
bursts of packets depends upon the nunber of packets in the queue,
which is directly linked to the AQM al gorithm Moreover, an AQV
schene may inplenent a feature controlling the maxi mum si ze of
accepted bursts that can depend on the buffer occupancy or the
currently estimted queuing delay. The inpact of the buffer size on
the burst allowance may be eval uated
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7.2. Recommended Tests

For this scenario, the tester nust evaluate how the AQM perfornms wth
atraffic mx. The traffic mx could be conposed of (from sender A
to receiver B):

0o Burst of packets at the beginning of a transmi ssion, such as web
traffic with I WLO;

o Applications that send | arge bursts of data, such as bursty video
frames;

o Background traffic, such as Constant Bit Rate (CBR) UDP traffic
and/ or A single non-application-limted bulk TCP fl ow as
background traffic.

Figure 2 presents the various cases for the traffic that nust be
gener at ed between sender A and receiver B

o m e e e e e e e e e e e e e e e e e e e e e e e mmee—oo o +
| Case| Traffic Type |
Fo-m - - Fomm e oo - S +

| | Vi deo| Wb (I1W10)| CBR| Bulk TCP Traffic
N EEEEEEERRRES R REREEEEEEEEEEEEEREEE |
L 1 | 1] 0 |
MSERIEEEES EEEEECERREES |- |
[t 0 | 1 | 1] 1 |
SSCIREEEE EEEEECEEEEES TSl EEEEEE T EEEEEEEE R |
[ ] 1 1 | 1] 0 |
N ) EEEEEPEEEEES Rt EEREEEEEEEEEEEEEEEEE |
v | 1| 1 | 1] 1 |
S Fom o oo e e e e e oo +

Figure 2: Bursty Traffic Scenarios

A new web page downl oad could start after the previous web page

downl oad is finished. Each web page could be conposed of at |east 50
objects and the size of each object should be at least 1 KB. Six TCP
paral | el connections should be generated to downl oad the objects,
each parallel connection having an initial congestion w ndow set to
10 packets.

For each of these scenarios, the graph described in Section 2.7 could
be generated for each application. Metrics such as end-to-end

| atency, jitter, and flow conpletion tine may be generated. For the
cases of frane generation of bursty video traffic as well as the
choice of web traffic pattern, these details and their presentation
are left to the testers.
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8. Stability
8.1. Mdtivation

The safety of an AQV schene is directly related to its stability
under varying operating conditions such as varying traffic profiles
and fluctuating network conditions. Since operating conditions can
vary often, the AQM needs to remmin stable under these conditions
wi t hout the need for additional external tuning.

Net wor k devi ces can experience varying operating conditions dependi ng
on factors such as tine of the day, deploynent scenario, etc. For
exanpl e:

o Traffic and congestion |evels are higher during peak hours than
of f - peak hours.

o In the presence of a scheduler, the draining rate of a queue can
vary dependi ng on the occupancy of other queues: a |low |load on a
hi gh-priority queue inplies a higher draining rate for the | ower-
priority queues.

o The capacity available can vary over time (e.g., a |lossy channel
a link supporting traffic in a higher Diffserv class).

Whet her or not the target context is a stable environnent, the
ability of an AQM schene to maintain its control over the queuing
del ay and buffer occupancy can be chall enged. This docunment proposes
gui delines to assess the behavior of AQM schenmes under varying
congestion |levels and varying draining rates.

8.2. Recommended Tests

Note that the traffic profiles explained bel ow conprises non-
application-limted TCP flows. For each of the bel ow scenarios, the
graphs described in Section 2.7 should be generated, and the goodput
of the various flows should be cunulated. For Section 8.2.5 and
Section 8.2.6, they should incorporate the results in a per-phase
basis as well.

VWerever the notion of time has been explicitly nmentioned in this

subsection, tine 0 starts fromthe nonent all TCP fl ows have already
reached their congestion avoi dance phase.
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8.

8.

8.

8.

2.1. Definition of the Congestion Leve

In these guidelines, the congestion levels are represented by the
proj ected packet drop rate, which is deternined when there is no AQV
schene (i.e., a drop-tail queue). Wen the bottleneck is shared
among non-application-limted TCP flows, | r (the loss rate
projection) can be expressed as a function of N, the nunber of bulk
TCP flows, and S, the sum of the bandwi dt h-del ay product and the
maxi mum buf fer size, both expressed in packets, based on Eg. 3 of

[ MORR2000] :

| r =0.76 * NV2 /| S2
N =S * SQRT(1/0.76) * SQRT(I r)

These guidelines use the loss rate to define the different congestion
| evel s, but they do not stipulate that in other circumnstances,
nmeasuri ng the congestion |level gives you an accurate estination of
the loss rate or vice versa

2.2. MI1d Congestion

This scenario can be used to eval uate how an AQM schene reacts to a
light |load of incomng traffic resulting in mld congestion -- packet
drop rates around 0. 1% The nunber of bulk flows required to achieve
this congestion level, N.nmld, is then

N mild = ROUND (0.036*S)
2.3. Medi um Congesti on

This scenario can be used to eval uate how an AQM schene reacts to
incoming traffic resulting in medi um congestion -- packet drop rates
around 0.5% The nunber of bulk flows required to achieve this
congestion level, N ned, is then

N_rmed = ROUND (0.081*S)
2.4. Heavy Congestion

This scenario can be used to eval uate how an AQM schene reacts to
incomng traffic resulting in heavy congestion -- packet drop rates
around 1% The nunber of bulk flows required to achieve this
congestion level, N heavy, is then

N_heavy = ROUND (0. 114*S)
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8.2.5. Varying the Congestion Leve

This scenario can be used to eval uate how an AQM schene reacts to
incoming traffic resulting in various |levels of congestion during the
experiment. In this scenario, the congestion |level varies within a
|arge timescale. The follow ng phases nay be consi dered: phase | --
m | d congestion during 0-20 s; phase Il -- medi um congestion during
20-40 s; phase 11l -- heavy congestion during 40-60 s; phase | again
and so on.

8.2.6. Varying Avail abl e Capacity

This scenario can be used to help characterize how the AQMV behaves
and adapts to bandw dth changes. The experinents are not neant to
refl ect the exact conditions of W-Fi environments since it is hard
to design repetitive experinments or accurate sinulations for such
scenari os.

To enul ate varying draining rates, the bottleneck capacity between
nodes 'Router L' and 'Router R varies over the course of the
experiment as foll ows:

o Experinent 1: The capacity varies between two values within a
large timescale. As an exanple, the follow ng phases may be
consi dered: phase | -- 100 Mops during 0-20 s; phase Il -- 10 Mops
during 20-40 s; phase | again, and so on

o Experinent 2: The capacity varies between two values within a
short timescale. As an exanple, the follow ng phases may be
consi dered: phase | -- 100 Mops during 0-100 ns; phase Il -- 10
Mops during 100-200 ns; phase | again, and so on

The tester may choose a phase tine-interval value different than what
is stated above, if the network’s path conditions (such as bandw dt h-
del ay product) necessitate. |In this case, the choice of such a time-
interval value should be stated and el abor at ed.

The tester may additionally evaluate the two nentioned scenarios
(short-termand |l ong-term capacity variations), during and/or
i ncluding the TCP sl owstart phase.

More realistic fluctuating capacity patterns may be considered. The
tester may choose to incorporate realistic scenarios with regards to
comon fluctuation of bandwidth in state-of-the-art technol ogies.

The scenario consists of TCP NewReno fl ows between sender A and

receiver B. To better assess the inmpact of draining rates on the AQV
behavior, the tester nust conpare its performance with those of drop-
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tail and should provide a reference docunment for their proposa

di scussi ng perfornmance and depl oynent conpared to those of drop-tail
Burst traffic, such as presented in Section 7.2, could al so be

consi dered to assess the impact of varying avail able capacity on the
burst absorption of the AQM

8.3. Paraneter Sensitivity and Stability Analysis

The control |aw used by an AQMis the primary mnmeans by which the
qgueui ng delay is controlled. Hence, understanding the control lawis
critical to understanding the behavior of the AQM schene. The
control |law could include several input paraneters whose val ues

af fect the AQM schene’s out put behavior and its stability.

Addi tionally, AQM schemes may auto-tune paraneter values in order to
maintain stability under different network conditions (such as

di fferent congestion |levels, draining rates, or network
environnents). The stability of these auto-tuning techniques is also
i mportant to understand.

Transports operating under the control of AQM experience the effect
of nmultiple control |oops that react over different timescales. It
is therefore inmportant that proposed AQM schemes are seen to be
stabl e when they are deployed at multiple points of potentia
congestion along an Internet path. The pattern of congestion signals
(loss or ECN-marking) arising from AQM net hods al so needs to not
adversely interact with the dynam cs of the transport protocols that
they control

AQM proposal s shoul d provi de background material showi ng theoretica
anal ysis of the AQM control |aw and the input paraneter space within
which the control |aw operates, or they should use another way to

di scuss the stability of the control law. For paraneters that are
auto-tuned, the material should include stability analysis of the
aut o-tuni ng nechani sn(s) as well. Such anal ysis hel ps to understand
an AQM control |aw better and the network conditions/depl oynents
under which the AQMis stable

9. Various Traffic Profiles
Thi s section provides guidelines to assess the perfornmance of an AQM

proposal for various traffic profiles such as traffic with different
applications or bhidirectional traffic.
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9.1. Traffic Mx

This scenario can be used to eval uate how an AQM schene reacts to a
traffic m x consisting of different applications such as:

0 Bulk TCP transfer

o Wb traffic

o VolP

o Constant Bit Rate (CBR) UDP traffic

o Adaptive video streanm ng (either unidirectional or bidirectional)

Various traffic m xes can be considered. These guidelines recomrend
exam ning at |east the followi ng exanple: 1 bidirectional VolP; 6 web
page downl oads (such as those detailed in Section 7.2); 1 CBR, 1
Adaptive Video; 5 bulk TCP. Any other conbinations could be

consi dered and should be carefully docunent ed.

For each scenario, the graph described in Section 2.7 could be
generated for each class of traffic. Metrics such as end-to-end
| atency, jitter, and flow conpletion tine nay be reported.

9.2. Bidirectional Traffic

Control packets such as DNS requests/responses, TCP SYNs/ACKs are
small, but their loss can severely inpact the application
performance. The scenario proposed in this section will help in
assessi ng whether the introduction of an AQM schene increases the
| oss probability of these inportant packets.

For this scenario, traffic nust be generated in both downlink and
uplink, as defined in Section 3.1. The anpbunt of asymetry between
the uplink and the downlink depends on the context. These guidelines
recomend considering a mld congestion |level and the traffic

presented in Section 8.2.2 in both directions. |In this case, the
metrics reported must be the sane as in Section 8.2 for each
di rection.

The traffic mx presented in Section 9.1 may al so be generated in
both directions.
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10.

10.

10.

Exanmpl e of a Multi-AQM Scenario
1. Mtivation

Transports operating under the control of AQM experience the effect
of multiple control |oops that react over different tinescales. It
is therefore inportant that proposed AQM schenes are seen to be
stabl e when they are deployed at multiple points of potentia
congestion along an Internet path. The pattern of congestion signals
(loss or ECN-marking) arising from AQM net hods al so need to not
adversely interact with the dynam cs of the transport protocols that
they control

2. Details on the Evaluation Scenario

B R + S +
| senders Al ---+ +---|receivers A
R + | | SR +

+o-m o - R g + - t---- +

| Router L |--|Router M|--|Router R

| AQM A | |AQM M | | No AQM |

B R + - ----- - + -t ---- +
TS + | | S +
| senders B|------------- + +---|receivers B
. + Fom oo +

Fi gure 3: Topol ogy for the Milti-AQM Scenario

Figure 3 describes topol ogy options for evaluating multi-AQW
scenarios. The AQM schenes are applied in sequence and inpact the

i nduced | atency reduction, the induced goodput naxim zation, and the
trade-of f between these two. Note that AQM schenmes A and B
introduced in Routers L and Mcould be (1) same schene with identica
par anmet er values, (ii) same scheme with different paraneter val ues,
or (iii) two different schemes. To best understand the interactions
and inplications, the mld congestion scenario as described in
Section 8.2.2 is recommended such that the nunmber of flows is equally
shared anmong senders A and B. Qher rel evant conbi nations of
congestion levels could also be considered. W recomend neasuri ng
the metrics presented in Section 8. 2.

Kuhn, et al. I nf or mati onal [ Page 29]



RFC 7928 AQM Char acterizati on Cuidelines July 2016

11.

11.

11.

12.

12.

| mpl enment ati on Cost
1. Mtivation

Successful depl oynent of AQMis directly related to its cost of

i npl enentation. Network devices may need hardware or software

i npl enentati ons of the AQV nechanism Depending on a device's
capabilities and limtations, the device nay or may not be able to
i mpl enent some or all parts of their AQM I ogic.

AQM proposal s shoul d provi de pseudocode for the conplete AQM schene,
hi ghl i ghting generic inplenentation-specific aspects of the schene
such as "drop-tail" vs. "drop-head", inputs (e.g., current queuing
del ay, and queue | ength), conputations involved, need for tinmers,
etc. This helps to identify costs associated with inplenmenting the
AQM schene on a particul ar hardware or software device. This also
facilitates discussions around which kind of devices can easily
support the AQM and which cannot.

2. Recommended Di scussion
AQM proposal s shoul d highlight parts of their AQMIlogic that are

devi ce dependent and di scuss if and how AQM behavi or coul d be
i npacted by the device. For exanple, a queuing-del ay-based AQMV

schene requires current queuing delay as input fromthe device. |If
the device already maintains this value, then it can be trivial to
i mpl ement the AQM I ogic on the device. |If the device provides

indirect means to estimate the queuing delay (for exanple, timestanps
and dequeuing rate), then the AQM behavior is sensitive to the

preci sion of the queuing delay estimations are for that device.

Hi ghlighting the sensitivity of an AQM schene to queui ng del ay
estimations helps inplenenters to identify appropriate neans of

i mpl ementi ng the mechani smon a devi ce.

Operator Control and Auto-Tuni ng
1. Motivation

One of the biggest hurdles of RED depl oyment was/is its paraneter
sensitivity to operating conditions -- howdifficult it is to tune
RED paraneters for a deploynment to achi eve acceptable benefit from
using RED. Fluctuating congestion |levels and network conditions add
to the conplexity. Incorrect paraneter values |ead to poor

per f or mance.

Any AQM schene is likely to have paraneters whose val ues affect the
control |aw and behavi or of an AQM Exposing all these parameters as
control paraneters to a network operator (or user) can easily result
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12.

13.

in an unsafe AQM depl oynent. Unexpected AQM behavi or ensues when
paranmeter values are set inproperly. A mininml nunber of contro
parameters minimzes the nunber of ways a user can break a system
where an AQM scheme is deployed at. Fewer control paraneters make
the AQM schenme nore user-friendly and easier to depl oy and debug.

"AQM al gorithnms SHOULD NOT require tuning of initial or configuration
paranmeters in comon use cases." such as stated in Section 4 of the
AQM r econmendat i on docunment [RFC7567]. A scheme ought to expose only
those paranmeters that control the macroscopi c AQM behavi or such as
gueue del ay threshold, queue length threshold, etc.

Additionally, the safety of an AQVM schene is directly related to its
stability under varying operating conditions such as varying traffic
profiles and fluctuating network conditions, as described in

Section 8. Operating conditions vary often and hence the AQM needs
to remain stabl e under these conditions wthout the need for

addi tional external tuning. |f AQM paraneters require tuning under
these conditions, then the AQM nust sel f-adapt necessary paraneter
val ues by enpl oyi ng aut o-tuni ng techni ques.

2. Recommended Di scussi on

In order to understand an AQM s depl oynent consi derations and
performance under a specific environnent, AQM proposals should
descri be the paraneters that control the nacroscopi c AQM behavi or

and identify any paranmeters that require tuning to operationa
conditions. It could be interesting to also discuss that, even if an
AQV schene may not adequately auto-tune its parameters, the resulting
performance may not be optinmal, but close to sonething reasonabl e.

If there are any fixed paranmeters within the AQW their setting
shoul d be discussed and justified to hel p understand whether a fixed
paranmeter value is applicable for a particul ar environnent.

If an AQMV schene is evaluated with paraneter(s) that were externally
tuned for optimzation or other purposes, these values nust be
di scl osed.

Summar y

Figure 4 lists the scenarios for an extended characterization of an
AQM schene. This table cones along with a set of requirenents to
present nore clearly the weight and inportance of each scenario. The
requirenents listed here are informational and their rel evance may
depend on the depl oynent scenari o.
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e m m e e e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaao o +
| Scenari o | Sec. |Informational requirenent |
o m o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaao o +
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e o +
| Interaction with ECN | 4.5 |nust be discussed if supported
o m ot m e o e o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo oo +
| Interaction with Scheduling| 4.6 |should be discussed |
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaa— o +
| Transport Protocols | 5 |
| TCP-friendly sender | 5.1 |scenario must be considered
| Aggressive sender | 5.2 |scenario must be considered
| Unresponsive sender | 5.3 |scenario nust be considered
| LBE sender | 5.4 |scenario may be considered
o m o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaa— o +
| Round-Trip Tine Fairness | 6.2 |scenario must be considered |
o m m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e o +
| Bur st Absorption | 7.2 |scenario must be considered
o m ot m e o e o e o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e oo oo +
| Stability | 8 | |
| Varying congestion levels | 8.2.5|scenario nust be considered |
| Varying avail abl e capacity| 8.2.6|scenario nust be considered |
| Paraneters and stability | 8.3 |this should be discussed
o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e emm o +
| Various Traffic Profiles | 9 |
| Traffic mx | 9.1 |scenario is reconmended
| Bidirectional traffic | 9.2 |scenario may be considered
o m o o e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e eaao o +
| Mul ti-AQM | 10.2 |scenario may be considered
o m e m e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e e mm e emm o +

Figure 4. Sumary of the Scenarios and their Requirenents

14. Security Considerations

15.

15.

Sone security considerations for AQM are identified in [RFC7567].
Thi s docunent, by itself, presents no new privacy or security issues.
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