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Abst r act

Sone network operators build and operate data centers that support
over one hundred thousand servers. In this docurment, such data
centers are referred to as "large-scale” to differentiate themfrom
smal ler infrastructures. Environments of this scale have a uni que
set of network requirenents with an enphasis on operationa
sinplicity and network stability. This docunment summarizes
operational experience in designing and operating |arge-scale data
centers using BGP as the only routing protocol. The intent is to
report on a proven and stable routing design that could be | everaged
by others in the industry.
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Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc7938

Lapukhov, et al. | nf or mati onal [ Page 1]



RFC 7938 BGP Routing in Data Centers August

Copyri ght Notice

Copyright (c) 2016 | ETF Trust and the persons identified as the
docunent authors. Al rights reserved.

Thi s docunent is subject to BCP 78 and the | ETF Trust’'s Legal
Provisions Relating to | ETF Docunents
(http://trustee.ietf.org/license-info) in effect on the date of
publication of this docunment. Please review these docunents
carefully, as they describe your rights and restrictions with respect

to this docunent.

2016

Code Conponents extracted fromthis docunment nust

include Sinplified BSD License text as described in Section 4.e of
the Trust Legal Provisions and are provided without warranty as
described in the Sinplified BSD License.

Tabl e of Contents

1.
2.

wwbgwwwwwegm%wwe

NN

o000

I nt roduction .
Net wor k Desi gn Requi rerrents .o
Bandwi dth and Traffic Patterns
CAPEX M ni ni zati on
OPEX M nim zation .
Traffic Engi neering . .
Sunmar i zed Reqm renments .
ta Cent er Topol ogi es Overview .
Tradi ti onal DC Topol ogy .
Cl os Network Topol ogy .
2.1 Overvi ew .
. 2.2 Cl os Topol ogy Propert| es
.2.3. Scaling the dos Topol ogy . .
.2.4. Managing the Size of dos TopoI ogy T| ers
ta Center Routing Overview . .
L2-Only Designs . . .
Hybrid L2/L3 Designs
L3-Only Designs . .
out i ng Protocol Design .
Choosi ng EBGP as the Rout| ng Pr ot ocol
EBGP Configuration for d os Topol ogy

Py

2. 1.

2.2 Private Use ASNs

2.3. Prefix Advertisenent

2.4. External Connectivity . .
.2.5. Route Sumari zation at the Edge .
CVMP Consi derations .

Basi ¢ ECWP . . .

BGP ECMP over I\/Ult| pI e ASNS .

Wei ght ed ECVP . Coe

Consi st ent Hashi ng

PONRPDOOOOTOIN

EBGP Confi guration Cuidelines and Exérrpl e ASN Scherre.

Ooo~NNOOOODUIOA”DMPAW

NNNNNRRPRRRRRRPRERRRRRR
NRPROOOWONOUUIWWNNRL RO

Lapukhov, et al. I nf or mati onal [ Page 2]



RFC 7938 BGP Routing in Data Centers August 2016

7. Routing Convergence Properties . . . . . . . . . . . . . . . 22
7.1. Fault Detection Timing . . . . . . . . . . . . . . . . . 22
7.2. Event Propagation Timing . . 2
7.3. Inpact of O os Topol ogy Fan- Cuts -2
7.4. Failure Inpact Scope . . . . -
7.5. Routing Mcro-Loops . . . . . . . . . . . . . . . ... . 26

8. Additional Options for Design . . . . . . . . . . . . . . . . 26
8.1. Third-Party Route Injection . . . e . . . . . . 26
8.2. Route Summarization within C os Topology T

8.2.1. Collapsing Tier 1 Devices Layer . . . . . . . . . . . 27
8.2.2. Sinple Virtual Aggregation . . 24
8.3. | CWP Unreachabl e Message Nhsquerad|ng C e e e e o029

9. Security Considerations . . . . e e . . . . . . . 30

10. References . . < 1)
10.1. Nornative References < 10)
10.2. Informative References . . . . . . . . . . . . . . . . . 31

Acknowl edgenents . . . . . . . . . . . . . . . . . . . ... .. 3

Authors’ Addresses . . . . . . . . . . . . . . . . . ... ... 3

1. Introduction

Thi s docunent describes a practical routing design that can be used
in a large-scale data center (DC) design. Such data centers, also
known as "hyper-scal e" or "warehouse-scal e" data centers, have a

uni que attribute of supporting over a hundred thousand servers. In
order to accommpdate networks of this scale, operators are revisiting
net wor ki ng designs and platfornms to address this need.

The design presented in this docunment is based on operationa
experience with data centers built to support |arge-scale distributed
software infrastructure, such as a web search engine. The primary
requi rements in such an environnent are operational sinplicity and
network stability so that a small group of people can effectively
support a significantly sized network.

Experinmentati on and extensive testing have shown that External BGP
(EBGP) [RFC4271] is well suited as a stand-al one routing protocol for
these types of data center applications. This is in contrast with
nore traditional DC designs, which may use sinple tree topol ogi es and
rely on extendi ng Layer 2 (L2) domains across multiple network
devices. This docunent el aborates on the requirenents that led to
this design choice and presents details of the EBGP routing design as
wel | as exploring ideas for further enhancenents.

Thi s docunent first presents an overvi ew of network design

requi rements and considerations for |arge-scale data centers. Then
traditional hierarchical data center network topol ogies are
contrasted with Cos networks [ CLOS1953] that are horizontally scal ed
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out. This is followed by argunents for selecting EBGP with a C os
topol ogy as the nost appropriate routing protocol to neet the
requi renents and the proposed design is described in detail
Finally, this docunent reviews sone additional considerations and
design options. A thorough understanding of BGP is assuned by a
reader planni ng on depl oying the design described within the
document .

2. Network Design Requirenents

This section describes and summari zes network design requirements for
| arge-scal e data centers.

2.1. Bandwidth and Traffic Patterns

The primary requirenent when buil ding an interconnection network for
a large nunber of servers is to acconmodate application bandw dth and
| atency requirenents. Until recently it was quite common to see the
majority of traffic entering and | eaving the data center, conmonly
referred to as "north-south” traffic. Traditional "tree" topol ogies
were sufficient to accommpdate such flows, even with high
oversubscription ratios between the | ayers of the network. |If nore
bandwi dth was required, it was added by "scaling up" the network

el enents, e.g., by upgrading the device' s linecards or fabrics or

repl acing the device with one with higher port density.

Today nmany | arge-scal e data centers host applications generating
significant amounts of server-to-server traffic, which does not
egress the DC, comonly referred to as "east-west" traffic. Exanples
of such applications could be computer clusters such as Hadoop

[ HADOOP] , nassive data replication between clusters needed by certain
applications, or virtual nachine nmigrations. Scaling traditiona
tree topol ogies to match these bandw dth demands becones either too
expensi ve or inpossible due to physical limtations, e.g., port
density in a switch.

2.2. CAPEX M nim zation

The Capital Expenditures (CAPEX) associated with the network
infrastructure alone constitutes about 10-15% of total data center
expenditure (see [ GREENBER&009]). However, the absolute cost is
significant, and hence there is a need to constantly drive down the
cost of individual network elenents. This can be acconplished in two
ways:

o Unifying all network el enments, preferably using the same hardware

type or even the sane device. This allows for volume pricing on
bul k purchases and reduced nmi nt enance and inventory costs.
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o Driving costs down using conpetitive pressures, by introducing
mul ti pl e network equi pnrent vendors.

In order to allow for good vendor diversity, it is important to

m nimze the software feature requirements for the network el enents.
This strategy provides maximum flexibility of vendor equi pnent

choi ces while enforcing interoperability using open standards.

2.3. OPEX Mnimzation

Operating | arge-scale infrastructure can be expensive as a | arger
amount of elenments will statistically fail nore often. Having a
sinpl er design and operating using a linmted software feature set
m nim zes software issue-related failures.

An inmportant aspect of Operational Expenditure (OPEX) mininization is
reduci ng the size of failure domains in the network. Ethernet
networ ks are known to be susceptible to broadcast or unicast traffic
storns that can have a dramatic inpact on network perfornance and
availability. The use of a fully routed design significantly reduces
the size of the data-plane failure domains, i.e., limts themto the
| owest level in the network hierarchy. However, such designs

i ntroduce the problem of distributed control-plane failures. This
observation calls for sinpler and | ess control-plane protocols to
reduce protocol interaction issues, reducing the chance of a network
neltdown. Mnimzing software feature requirenments as described in
the CAPEX section above al so reduces testing and training

requi renents.

2.4. Traffic Engineering

In any data center, application |oad balancing is a critical function
performed by network devices. Traditionally, |oad bal ancers are

depl oyed as dedicated devices in the traffic forwarding path. The
problem arises in scaling | oad bal ancers under growing traffic
demand. A preferable solution would be able to scale the |oad-

bal anci ng | ayer horizontally, by adding nore of the uniform nodes and
distributing incomng traffic across these nodes. In situations |ike
this, an ideal choice would be to use network infrastructure itself
to distribute traffic across a group of |oad bal ancers. The

conbi nati on of anycast prefix advertisement [RFC4786] and Equal Cost
Mul tipath (ECWP) functionality can be used to acconplish this goal

To allow for nmore granular load distribution, it is beneficial for
the network to support the ability to performcontrolled per-hop
traffic engineering. For exanple, it is beneficial to directly
control the ECVMP next-hop set for anycast prefixes at every |evel of
the network hierarchy.
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2.5. Sunmarized Requirenents

This section summarizes the list of requirenents outlined in the
previ ous sections:

o REQL: Select a topology that can be scaled "horizontally" by
addi ng nore |inks and network devices of the sanme type w thout
requiring upgrades to the network el ements thensel ves.

o REQ: Define a narrow set of software features/protocols supported
by a nultitude of networking equi pnrent vendors.

0 REQ@3: Choose a routing protocol that has a sinple inplenmentation
in ternms of progranmi ng code conplexity and ease of operationa
support.

0 REX: Mnimze the failure domain of equi pment or protocol issues
as much as possi bl e.

o REQ@: Allow for sonme traffic engineering, preferably via explicit
control of the routing prefix next hop using built-in protoco
nmechani cs.

3. Data Center Topol ogies Overview

This section provides an overview of two general types of data center
designs -- hierarchical (also known as "tree-based") and C os-based
net wor k desi gns.

3.1. Traditional DC Topol ogy

In the networking industry, a conmon design choice for data centers
typically looks |ike an (upside down) tree with redundant uplinks and
three layers of hierarchy nanmely; core, aggregation/distribution, and
access layers (see Figure 1). To acconmpdate bandw dth demands, each
hi gher layer, fromthe server towards DC egress or WAN, has hi gher
port density and bandw dth capacity where the core functions as the
"trunk" of the tree-based design. To keep terninology uniform and
for conparison with other designs, in this docunent these layers will
be referred to as Tier 1, Tier 2 and Tier 3 "tiers", instead of core,
aggregation, or access |ayers.
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Figure 1: Typical DC Network Topol ogy

Unfortunately, as noted previously, it is not possible to scale a
tree-based design to a |l arge enough degree for handling | arge-scale
designs due to the inability to be able to acquire Tier 1 devices
with a |large enough port density to sufficiently scale Tier 2. Al so,
conti nuous upgrades or replacenent of the upper-tier devices are
required as depl oynent size or bandw dth requirenents increase, which
is operationally conplex. For this reason, REQL is in place,
elimnating this type of design from consideration

.2. O os Network Topol ogy

This section describes a commopn design for horizontally scal abl e
topology in large-scale data centers in order to neet REQL.

.2.1. Overview

A common choice for a horizontally scal able topology is a folded d os
topol ogy, sonetines called "fat-tree" (for exanple, [INTERCON] and

[ ALFARES2008]). This topology features an odd nunber of stages
(sonetines known as "di nensions") and is comonly nmade of uniform

el enents, e.g., network switches with the same port count.

Therefore, the choice of folded O os topol ogy satisfies REQL and
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facilitates REQR. See Figure 2 below for an exanple of a fol ded
3-stage C os topology (3 stages counting Tier 2 stage twi ce, when
traci ng a packet flow):

Fommm oo - +
| | < +
| | o + |
| EERREEEE + | |
ARRREE + | | |
ARREEEE + | | |
| ERRREEE AERREEEEEE AAREEEEE + |
| R oo + | ||
| | ------ + | || ||
AR + || || ||
oo + || || ||
| | ------ B S S B S, +||
| ERREES N Bl
| R |1 |1 |
Rt + | ] e > Mlinks
Tier 1 |11 |11 |11
R + H---m- - + H---m- - +
| || || |
| | | | | | Tier 2
| || || |
Fomm o - + H---mm - + H---mm - +
| | | | | | |11 .
[ ] | [ 11 --------- > N Li nks
||| ||| |||
00O 00O 00O Servers

Figure 2: 3-Stage Fol ded O os Topol ogy

This topology is often also referred to as a "Leaf and Spi ne"
networ k, where "Spine" is the name given to the mddle stage of the
Clos topology (Tier 1) and "Leaf" is the nane of input/output stage
(Tier 2). For uniformty, this docunent will refer to these |ayers
using the "Tier n" notation.

3.2.2. dos Topology Properties
The foll owing are some key properties of the C os topol ogy:
o The topology is fully non-blocking, or nore accurately non-
interfering, if M>= N and oversubscribed by a factor of NM

otherwise. Here Mand Nis the uplink and downlink port count
respectively, for a Tier 2 switch as shown in Figure 2.
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o UWilizing this topology requires control and data-plane support
for ECVWP with a fan-out of Mor nore.
o Tier 1 switches have exactly one path to every server in this
topology. This is an inportant property that makes route
sunmari zati on dangerous in this topol ogy (see Section 8.2 bel ow).
o Traffic flowing fromserver to server is |oad bal anced over al
avai |l abl e paths usi ng ECWP
3.2.3. Scaling the C os Topol ogy
A Cl os topology can be scal ed either by increasing network el ement
port density or by adding nore stages, e.g., nmoving to a 5-stage
Clos, as illustrated in Figure 3 bel ow
Tier 1
+---- - +
C uster | |
- + +- - | --+
| | | e
| Tier 2 | | | Tier 2
| +--- - - + | +--- - - + +--- - - +
| | DEV |------ +-| |-+ EEREEEEEEEEEE +
| | R BRI EEPEE + |- |- + |
| | | boooeot | A R SRR |
| | | | | |
| | | +----- + +----- + +----- + | |
| | +----------- | DEV |------ + | | +-- |----------- + |
| || | +---1 D [|------ +- - | --+--] |---+ | ||
| || I LA I LA B SRR + || ||
| || || . | || ||
| Fo-m - - + - + | | Fo-m - - + Fo-m - - + - +
| | DEV| | DEV| _ |+ |--+ | || |
| | A | | B | Tier 3 | | | Tier 3 | | ]
| +omm - + +----- + | +omm - + +omm - + +----- +
| | | | | | | | | |
| OO0 OO0 | OO0 OO0
| Servers | Servers
o m e e e e e e e e o +
Figure 3: 5-Stage C os Topol ogy
The smal | exanple of topology in Figure 3 is built fromdevices with

a port count of 4.

Lapukhov, et al
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Tier 2 and Tier 3 devices along with their attached servers wll
referred to as a "cluster”.
servers that connect to DEV A and B, on Figure 3 forma cluster.
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concept of a cluster nmay al so be a useful concept as a single
depl oyment or mai ntenance unit that can be operated on at a different
frequency than the entire topol ogy.

In practice, Tier 3 of the network, which is typically Top-of-Rack
switches (ToRs), is where oversubscription is introduced to allow for
packagi ng of nore servers in the data center while neeting the

bandwi dth requirements for different types of applications. The nmain
reason to limt oversubscription at a single |ayer of the network is
to sinplify application devel opnent that woul d otherw se need to
account for nultiple bandwi dth pools: within rack (Tier 3), between
racks (Tier 2), and between clusters (Tier 1). Since
oversubscri pti on does not have a direct relationship to the routing
design, it is not discussed further in this docunent.

3.2.4. Managing the Size of Cos Topology Tiers

If a data center network size is small, it is possible to reduce the
nunber of switches in Tier 1 or Tier 2 of a C os topology by a factor
of two. To understand how this could be done, take Tier 1 as an
exanple. Every Tier 2 device connects to a single group of Tier 1
devices. If half of the ports on each of the Tier 1 devices are not
being used, then it is possible to reduce the nunber of Tier 1
devices by half and sinply map two uplinks froma Tier 2 device to
the sane Tier 1 device that were previously mapped to different Tier
1 devices. This technique naintains the same bandwi dth while
reduci ng the nunber of elenments in Tier 1, thus saving on CAPEX. The
tradeoff, in this exanple, is the reduction of maxi mum DC size in
terns of overall server count by half.

In this exanple, Tier 2 devices will be using two parallel links to
connect to each Tier 1 device. |If one of these links fails, the
other will pick up all traffic of the failed link, possibly resulting

i n heavy congestion and quality of service degradation if the path
det erm nati on procedure does not take bandw dth ampbunt into account,
since the nunber of upstream  Tier 1 devices is likely w der than two.
To avoid this situation, parallel links can be grouped in |ink
aggregation groups (LAGs), e.g., [|EEE8023AD], with w dely avail abl e
i mpl enentation settings that take the whole "bundl e" down upon a
single link failure. Equivalent techniques that enforce "fate

sharing” on the parallel links can be used in place of LAGs to
achieve the sane effect. As a result of such fate-sharing, traffic
fromtwo or nore failed links will be rebal anced over the multitude

of remmining paths that equals the nunber of Tier 1 devices. This
exanple is using two links for sinplicity, having nore links in a
bundle will have | ess inpact on capacity upon a nmenber-link failure.
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4. Data Center Routing Overview

Thi s section provides an overview of three general types of data
center protocol designs -- Layer 2 only, Hybrid Layer L2/L3, and
Layer 3 only.

4.1. L2-Only Designs

Oiginally, nost data center designs used Spanning Tree Protoco

(STP) originally defined in [|I EEEB021D-1990] for |oop-free topol ogy
creation, typically utilizing variants of the traditional DC topol ogy
described in Section 3.1. At the time, many DC switches either did
not support Layer 3 routing protocols or supported themwth
additional licensing fees, which played a part in the design choice.
Al t hough many enhancenents have been nade through the introduction of
Rapi d Spanni ng Tree Protocol (RSTP) in the |atest revision of

[ EEEB021D- 2004] and Multipl e Spanning Tree Protocol (MST) specified
in [ EEEB021Q that increase convergence, stability, and | oad-

bal ancing in | arger topol ogi es, many of the fundanentals of the
protocol limt its applicability in |arge-scale DCs. STP and its
newer variants use an active/standby approach to path sel ection, and
are therefore hard to deploy in horizontally scal ed topol ogi es as
described in Section 3.2. Further, operators have had many
experiences with large failures due to issues caused by inproper
cabling, msconfiguration, or flawed software on a single device.
These failures regularly affected the entire spanning-tree domain and
were very hard to troubl eshoot due to the nature of the protocol

For these reasons, and since alnost all DCtraffic is now IP,
therefore requiring a Layer 3 routing protocol at the network edge
for external connectivity, designs utilizing STP usually fail all of
the requirenents of |arge-scale DC operators. Various enhancenents
to |ink-aggregation protocols such as [| EEE8023AD], generally known
as Milti-Chassis Link-Aggregation (MLAG nmade it possible to use
Layer 2 designs with active-active network paths while relying on STP
as the backup for |oop prevention. The major downsides of this
approach are the lack of ability to scale linearly past two in nost

i mpl enent ati ons, |ack of standards-based inplenmentations, and the
added failure domain risk of syncing state between the devices.

It should be noted that building |large, horizontally scal abl e,
L2-only networks without STP is possible recently through the

i ntroduction of the Transparent |nterconnection of Lots of Links
(TRILL) protocol in [RFC6325]. TRILL resolves nmany of the issues STP
has for |arge-scale DC design however, due to the limted nunber of

i mpl enent ati ons, and often the requirenment for specific equi prent

that supports it, this has Iimted its applicability and increased
the cost of such designs.
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4. 2.

Lap

Finally, neither the base TRILL specification nor the M LAG approach
totally elinmnate the problem of the shared broadcast domain that is
so detrimental to the operations of any Layer 2, Ethernet-based
solution. Later TRILL extensions have been proposed to solve the
this problemstatenent, primarily based on the approaches outlined in
[ RFC7067], but this even further limts the nunber of avail able

i nteroperabl e i nplenentations that can be used to build a fabric.
Therefore, TRILL-based designs have issues neeting REQ2, REQ@, and

REQ4.
Hybrid L2/L3 Designs

Qperators have sought to limt the inpact of data-plane faults and
buil d | arge-scal e topol ogi es t hrough inpl enenting routing protocols
in either the Tier 1 or Tier 2 parts of the network and dividing the
Layer 2 domain into numerous, snaller domains. This design has

all owed data centers to scale up, but at the cost of conplexity in
managi ng mul ti ple network protocols. For the follow ng reasons,
operators have retained Layer 2 in either the access (Tier 3) or both
access and aggregation (Tier 3 and Tier 2) parts of the network:

0 Supporting |l egacy applications that may require direct Layer 2
adj acency or use non-1P protocols.

0 Seamess nobility for virtual nachines that require the
preservation of |IP addresses when a virtual nachine noves to a
different Tier 3 switch.

o Sinmplified IP addressing = less I P subnets are required for the
data center.

o Application |oad balancing may require direct Layer 2 reachability
to performcertain functions such as Layer 2 Direct Server Return
(DSR). See [L3DSR].

o Continued CAPEX differences between L2- and L3-capable switches.
L3-Only Designs

Net wor k desi gns that |everage |IP routing down to Tier 3 of the
networ k have gained popularity as well. The main benefit of these
designs is inproved network stability and scalability, as a result of
confining L2 broadcast donmains. Comonly, an Interior Gateway
Protocol (I1GP) such as Open Shortest Path First (OSPF) [ RFC2328] is
used as the primary routing protocol in such a design. As data
centers grow in scale, and server count exceeds tens of thousands,
such fully routed designs have becone nore attractive.
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Choosing a L3-only design greatly sinplifies the network,
facilitating the neeting of REQL and REQR, and has w despread
adoption in networks where | arge Layer 2 adjacency and | arger size
Layer 3 subnets are not as critical conpared to network scalability
and stability. Application providers and network operators continue
to devel op new solutions to neet sonme of the requirenents that
previously had driven |arge Layer 2 domai ns by using various overl ay
or tunneling techniques.

5. Routing Protocol Design

In this section, the notivations for using External BGP (EBGP) as the
single routing protocol for data center networks having a Layer 3
protocol design and C os topology are reviewed. Then, a practica
approach for designing an EBGP-based network is provided.

5.1. Choosing EBGP as the Routing Protoco

REQ2 woul d give preference to the selection of a single routing
protocol to reduce conplexity and interdependencies. Wile it is
conmon to rely on an IGP in this situation, sonetimes with either the
addition of EBGP at the device bordering the WAN or Internal BGP

(I BGP) throughout, this docunent proposes the use of an EBGP-only
desi gn.

Al t hough EBGP is the protocol used for alnmost all |nter-Domain
Routing in the Internet and has w de support from both vendor and
service provider communities, it is not generally deployed as the
primary routing protocol within the data center for a nunber of
reasons (sonme of which are interrel ated):

o BGP is perceived as a "WAN-only, protocol-only" and not often
consi dered for enterprise or data center applications.

o BGP is believed to have a "nuch slower™ routing convergence
conpared to | GPs.

o Large-scale BGP deploynents typically utilize an | GP for BGP next-
hop resolution as all nodes in the |IBGP topology are not directly
connect ed.

o BGP is perceived to require significant configuration overhead and
does not support nei ghbor auto-di scovery.
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Thi s docunent di scusses sone of these perceptions, especially as
applicable to the proposed design, and highlights sonme of the
advant ages of using the protocol such as:

o

BGP has |l ess conplexity in parts of its protocol design --

internal data structures and state machine are sinpler as conpared
to nost link-state | GPs such as OSPF. For exanple, instead of

i mpl ementi ng adj acency formation, adjacency naintenance and/ or
flowcontrol, BGP sinply relies on TCP as the underlying
transport. This fulfills REQR2 and REGS.

BGP information flooding overhead is | ess when conpared to |ink-
state I GPs. Since every BGP router cal cul ates and propagates only
the best-path selected, a network failure is nasked as soon as the
BGP speaker finds an alternate path, which exists when highly
symretric topol ogi es, such as Cos, are coupled with an EBGP-only
design. In contrast, the event propagation scope of a |link-state
IGP is an entire area, regardless of the failure type. 1In this
way, BGP better neets REQB and REQ4. It is also worth nentioning
that all w dely deployed link-state | GPs feature periodic
refreshes of routing informati on while BGP does not expire routing
state, although this rarely inpacts nodern router control planes.

BGP supports third-party (recursively resolved) next hops. This
allows for manipulating rmultipath to be non- ECMP- based or

f orwar di ng- based on application-defined paths, through
establishment of a peering session with an application
"controller" that can inject routing information into the system
satisfying REQe. OSPF provides simlar functionality using
concepts such as "Forwardi ng Address", but with nore difficulty in
i npl enentation and far |ess control of information propagation
scope.

Using a wel |l -defined Autonomous System Number (ASN) allocation
schenme and standard AS_PATH | oop detection, "BGP path hunting”
(see [JAKMA2008]) can be controlled and conpl ex unwanted paths
will be ignored. See Section 5.2 for an exanple of a working ASN
all ocation schene. In a link-state | GP, acconplishing the sane
goal would require multi-(instance/topol ogy/process) support,
typically not available in all DC devices and quite conplex to
configure and troubl eshoot. Using a traditional single flooding
domai n, which nost DC designs utilize, under certain failure
conditions may pick up unwanted | engthy paths, e.g., traversing
multiple Tier 2 devices.
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5. 2.

EBGP configuration that is inplenmented with mninmal routing policy
is easier to troubleshoot for network reachability issues. In
nost inplenentations, it is straightforward to view contents of
the BGP Loc-RIB and compare it to the router’s Routing Informtion
Base (RIB). Also, in nost inplementations, an operator can view
every BGP neighbors Adj-RI B-1n and Adj-RIB-Qut structures, and
therefore incom ng and outgoing Network Layer Reachability
Information (NLRI') information can be easily correlated on both
sides of a BGP session. Thus, BGP satisfies RES.

EBGP Configuration for C os Topol ogy

Cl os topol ogi es that have nore than 5 stages are very uncompn due to
the | arge nunbers of interconnects required by such a design
Therefore, the exanples below are made with reference to the 5-stage
Cl os topology (in unfolded state).

5. 2.

EBGP Configuration Guidelines and Exanpl e ASN Schene

The diagram below illustrates an exanple of an ASN all ocation schene.
The following is a list of guidelines that can be used:

o

EBGP si ngl e-hop sessions are established over direct point-to-
point |inks interconnecting the network nodes, no multi-hop or
| oopback sessions are used, even in the case of nmultiple |inks
bet ween t he sanme pair of nodes.

Private Use ASNs fromthe range 64512- 65534 are used to avoid ASN
conflicts.

A single ASNis allocated to all of the Clos topology's Tier 1
devi ces.

A unique ASN is allocated to each set of Tier 2 devices in the
sane cluster.

A unique ASN is allocated to every Tier 3 device (e.g., ToR) in
thi s topol ogy.
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5.2.2. Private Use ASNs

The ori gi nal
1023 uni que ASNs.

range of Private Use ASNs [ RFC6996]
Since it
net wor k devi ces may exceed this nunber,

August 2016

limted operators to

is quite likely that the nunber of

a workaround i s required.

One approach is to re-use the ASNs assigned to the Tier 3 devices

across different clusters.

65002 ...

65032 coul d be used within every individual

assigned to Tier 3 devices.

For exanple, Private Use ASNs

cluster

65001,
and

To avoid route suppression due to the AS PATH | oop detection

mechani smin BGP,

upstream EBGP sessions on Tier 3 devices nust be

configured with the "Allowas-in" feature [ALLOMSIN] that allows
accepting a device’s own ASN in received route adverti senents.

Al'though this feature is not standardized,
across nultiple vendors inplenentations.

it

is widely avail able
Introducing this feature

does not make routing loops nore likely in the design since the
AS PATH i s being added to by routers at each of the topology tiers

and AS PATH length is an early tie breaker

Lapukhov, et al.

| nf or mat i onal

in the BGP path selection

[ Page 16]



RFC 7938 BGP Routing in Data Centers August 2016

process. Further |oop protection is still in place at the Tier 1
device, which will not accept routes with a path including its own
ASN. Tier 2 devices do not have direct connectivity with each other.

Anot her solution to this problemwould be to use Four-Cctet ASNs

([ RFC6793]), where there are additional Private Use ASNs avail abl e,
see [ ANA AS]. Use of Four-Cctet ASNs puts additional protoco
conplexity in the BGP inplenentation and shoul d be bal anced agai nst
the complexity of re-use when considering REQ3 and REQ4. Per haps
nore inmportantly, they are not yet supported by all BGP

i mpl enent ati ons, which may limt vendor selection of DC equi prent.
When supported, ensure that deployed inplenentations are able to
renove the Private Use ASNs when external connectivity

(Section 5.2.4) to these ASNs is required.

5.2.3. Prefix Advertisenent

A Clos topology features a | arge nunber of point-to-point |inks and
associ ated prefixes. Advertising all of these routes into BGP may
create Forwarding Information Base (FIB) overload in the network
devices. Advertising these Ilinks also puts additional path
conput ati on stress on the BGP control plane for little benefit.
There are two possi bl e solutions:

o Do not advertise any of the point-to-point links into BGP. Since
t he EBGP-based desi gn changes the next-hop address at every
device, distant networks will automatically be reachable via the
advertising EBGP peer and do not require reachability to these
prefixes. However, this may conplicate operations or nonitoring
e.g., using the popular "traceroute" tool will display IP
addresses that are not reachabl e.

0 Advertise point-to-point |inks, but summarize them on every
device. This requires an address allocation schene such as
al l ocating a consecutive block of I P addresses per Tier 1 and Tier
2 device to be used for point-to-point interface addressing to the
| ower layers (Tier 2 uplinks will be allocated from Tier 1 address
bl ocks and so forth).

Server subnets on Tier 3 devices nust be announced into BGP w t hout
using route summarization on Tier 2 and Tier 1 devices. Sumari zing
subnets in a Cos topology results in route black-holing under a
single link failure (e.g., between Tier 2 and Tier 3 devices), and
hence nust be avoided. The use of peer links within the same tier to
resol ve the bl ack-holing problemby providing "bypass paths" is
undesirable due to QCN*2) conplexity of the peering-nesh and waste of
ports on the devices. An alternative to the full nmesh of peer I|inks
woul d be to use a sinpler bypass topology, e.g., a "ring" as
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descri bed in [FB4POST], but such a topol ogy adds extra hops and has
l[imted bandwidth. It nmay require special tweaks to make BGP routing
work, e.g., splitting every device into an ASN of its own. Later in
this docunment, Section 8.2 introduces a |less intrusive nethod for
performing a limted formof route sumrari zation in C os networks and
di scusses its associated tradeoffs.

5.2.4. External Connectivity

A dedi cated cluster (or clusters) in the Cos topology could be used
for the purpose of connecting to the Wde Area Network (WAN) edge
devices, or WAN Routers. Tier 3 devices in such a cluster would be
repl aced with WAN routers, and EBGP peering woul d be used agai n,
though WAN routers are likely to belong to a public ASN if Internet
connectivity is required in the design. The Tier 2 devices in such a
dedi cated cluster will be referred to as "Border Routers"” in this
docunent. These devices have to performa few special functions:

o Hide network topology information when advertising paths to WAN
routers, i.e., renmove Private Use ASNs [ RFC6996] fromthe AS PATH
attribute. This is typically done to avoid ASN nunmber collisions
between different data centers and also to provide a uniform
AS PATH length to the WAN for purposes of WAN ECVP to anycast
prefixes originated in the topology. An inplenentation-specific
BGP feature typically called "Renove Private AS" is comonly used
to acconplish this. Depending on inplenentation, the feature
shoul d strip a contiguous sequence of Private Use ASNs found in an
AS PATH attribute prior to advertising the path to a nei ghbor.
This assunes that all ASNs used for intra data center nunbering
are fromthe Private Use ranges. The process for stripping the
Private Use ASNs is not currently standardi zed, see [ REMOVAL].
However, nost inplenentations at |east follow the |ogic described
in this vendor’s document [VENDOR- REMOVE- PRI VATE-AS], which is
enough for the design specified.

o0 Oiginate a default route to the data center devices. This is the
only place where a default route can be originated, as route
sunmmari zation is risky for the unnodified C os topol ogy.
Alternatively, Border Routers may sinply relay the default route
| earned from WAN routers. Advertising the default route from
Border Routers requires that all Border Routers be fully connected
to the WAN Routers upstream to provide resistance to a single-
link failure causing the black-holing of traffic. To prevent
bl ack-holing in the situation when all of the EBGP sessions to the
WAN routers fail sinultaneously on a given device, it is nore
desirable to readvertise the default route rather than originating
the default route via conplicated conditional route origination
schenes provi ded by sone inpl enentati ons [ CONDI TI ONALROUTE] .
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5.2.5. Route Summarization at the Edge

It is often desirable to summarize network reachability information
prior to advertising it to the WAN network due to the high anpbunt of
| P prefixes originated fromw thin the data center in a fully routed
networ k design. For exanple, a network with 2000 Tier 3 devices wll
have at | east 2000 servers subnets advertised into BG, along with
the infrastructure prefixes. However, as discussed in Section 5.2.3,
the proposed network design does not allow for route summarization
due to the lack of peer links inside every tier

However, it is possible to lift this restriction for the Border
Routers by devising a different connectivity nodel for these devices.
There are two options possible:

o Interconnect the Border Routers using a full-mesh of physica
i nks or using any ot her "peer-nesh" topol ogy, such as ring or
hub- and- spoke. Configure BGP accordingly on all Border Leafs to
exchange network reachability information, e.g., by adding a nmesh
of | BGP sessions. The interconnecting peer |inks need to be

appropriately sized for traffic that will be present in the case
of a device or link failure in the mesh connecting the Border
Rout er s.

o Tier 1 devices may have additional physical |inks provisioned

toward the Border Routers (which are Tier 2 devices fromthe
perspective of Tier 1). Specifically, if protection froma single
link or node failure is desired, each Tier 1 device would have to
connect to at |least two Border Routers. This puts additiona
requirenents on the port count for Tier 1 devices and Border
Routers, potentially naking it a nonuniform |arger port count,
devi ce conpared with the other devices in the Cdos. This also
reduces the nunber of ports available to "regular” Tier 2

swi tches, and hence the nunber of clusters that could be

i nterconnected via Tier 1

If any of the above options are inplenented, it is possible to
performroute sumrmari zati on at the Border Routers toward the WAN
network core without risking a routing black-hole condition under a
single link failure. Both of the options would result in nonuniform
topol ogy as additional |inks have to be provisioned on sonme network
devi ces.
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6. ECMP Consi derations

This section covers the Equal Cost Miltipath (ECMP) functionality for
Cl os topol ogy and di scusses a few special requirenents.

6.1. Basic ECW

ECVMP is the fundanmental | oad-sharing nmechani smused by a d os

topol ogy. Effectively, every lower-tier device will use all of its
directly attached upper-tier devices to |oad-share traffic destined
to the same I P prefix. The nunber of ECWMP pat hs between any two Tier
3 devices in Clos topology is equal to the nunmber of the devices in
the mddle stage (Tier 1). For exanple, Figure 5 illustrates a

t opol ogy where Tier 3 device A has four paths to reach servers X and
Y, via Tier 2 devices B and C and then Tier 1 devices 1, 2, 3, and 4,
respectively.

Tier 1
S e +
| DEV |
+-> 1 |--+
| +----- +
Tier 2 | | Tier 2
+---- - + +---- - + +---- - +
S > DEV |--+->] DEV |--+--]| [------------- +
| Ho- oo | B [|--+ | 2 | +--| | ----- + |
| | +---- - + +---- - + +---- - + |
| | | |
| | +- - - - + +- - - - + +- - - - + | |
| +----- +----> DEV |--+ | DEV | +--| |----- +o-- - + |
| | | +---1 C [--+> 3 [|--+--]| | ---+ | | |
| | | | Ho- oo + | e + | e + | | |
| | | | | | | | | |
+-- - - + 4----- + | +-- - - + | +-- - - + 4----- +
| DEV | | | Tier 3 +->| DEV |--+ Tier 3 | | | |
| A | | | 4 | | || |
S e + 4----- + S e + S e + 4----- +
| | | | | | | |
(ON®) (ON®) <- Servers -> XY OO

Figure 5. ECWP Fan-Qut Tree fromA to X and Y

The ECWP requirenent inplies that the BGP i npl ementati on nust support
mul tipath fan-out for up to the maxi mum nunber of devices directly
attached at any point in the topology in the upstream or downstream
direction. Normally, this nunmber does not exceed half of the ports
found on a device in the topology. For example, an ECWP fan-out of
32 woul d be required when building a Cos network using 64-port
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devices. The Border Routers nmay need to have wi der fan-out to be
able to connect to a nultitude of Tier 1 devices if route

summari zation at Border Router level is inplenented as described in
Section 5.2.5. |If a device' s hardware does not support w der ECWP

| ogi cal Iink-grouping (link-aggregation at Layer 2) could be used to
provide "hierarchical" ECVWP (Layer 3 ECWP coupled with Layer 2 ECWVP)
to conpensate for fan-out limtations. However, this approach

i ncreases the risk of flow polarization, as |less entropy will be
avai |l abl e at the second stage of ECWP

Most BGP inpl ementations declare paths to be equal froman ECWP
perspective if they match up to and including step (e) in

Section 9.1.2.2 of [RFC4271]. |In the proposed network design there
is no underlying IGP, so all I GP costs are assuned to be zero or

ot herwi se the sanme val ue across all paths and policies may be applied
as necessary to equalize BGP attributes that vary in vendor defaults,
such as the MIULTI_EXIT_DISC (MED) attribute and origin code. For
historical reasons, it is also useful to not use 0 as the equalized
MED val ue; this and sonme other useful BGP information is available in
[RFC4277]. Routing loops are unlikely due to the BGP best-path

sel ection process (which prefers shorter AS_PATH | ength), and | onger
paths through the Tier 1 devices (which don’t allow their own ASN in
the path) are not possible.

6.2. BGP ECWP over Miltiple ASNs

For application | oad-bal anci ng purposes, it is desirable to have the
same prefix advertised frommultiple Tier 3 devices. Fromthe

per spective of other devices, such a prefix would have BGP paths with
different AS PATH attribute values, while having the sane AS PATH
attribute Il engths. Therefore, BGP inplenentations nust support | oad-
sharing over the above-mentioned paths. This feature is sonetines
known as "nmultipath relax" or "nmultipath multiple-AS"' and effectively
allows for ECMP to be done across di fferent neighboring ASNs if al
other attributes are equal as already described in the previous
section.

6.3. Weighted ECW

It may be desirable for the network devices to inplenent "weighted"
ECMP, to be able to send nore traffic over some paths in ECWP fan-
out. This could be helpful to conpensate for failures in the network
and send nore traffic over paths that have nore capacity. The
prefixes that require wei ghted ECMP woul d have to be injected using
renote BGP speaker (central agent) over a nulti-hop session as
described further in Section 8.1. If support in inplenentations is
avai |l abl e, weight distribution for nultiple BGP paths coul d be
signal ed using the techni que described in [LINK].
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6.4. Consistent Hashing

It is often desirable to have the hashing function used for ECVP to
be consistent (see [CONS-HASH]), to minimze the inmpact on flowto
next-hop affinity changes when a next hop is added or renoved to an
ECVMP group. This could be used if the network device is used as a

| oad bal ancer, mapping flows toward nultiple destinations -- in this
case, losing or adding a destination will not have a detrinmenta
effect on currently established flows. One particular reconmrendation
on inplementing consistent hashing is provided in [ RFC2992], though
ot her inplenmentations are possible. This functionality could be
natural ly conmbined with weighted ECMP, with the inpact of the next
hop changes being proportional to the weight of the given next hop
The downsi de of consistent hashing is increased | oad on hardware
resource utilization, as typically nore resources (e.g., Ternary
Cont ent - Addr essabl e Menory (TCAM) space) are required to inplenent a
consi st ent - hashi ng function.

7. Routing Convergence Properties

This section reviews routing convergence properties in the proposed
design. A case is made that sub-second convergence is achievable if
the inplementation supports fast EBGP peering session deactivation
and tinmely RIB and FIB updates upon failure of the associated |ink

7.1. Fault Detection Timng

BGP typically relies on an IGP to route around |ink/node failures
inside an AS, and i nmplenents either a polling-based or an event-
driven nechanismto obtain updates on | GP state changes. The
proposed routing design does not use an | GP, so the remaining

mechani sns that could be used for fault detection are BGP keep-alive
time-out (or any other type of keep-alive nechanisn) and link-failure
triggers.

Rel ying solely on BGP keep-alive packets may result in high
conver gence del ays, on the order of nultiple seconds (on nany BGP
i mpl ement ations the m ni num configurable BGP hold tiner value is
three seconds). However, nmany BGP inpl enentations can shut down

| ocal EBGP peering sessions in response to the "link down" event for
the outgoing interface used for BGP peering. This feature is
sometinmes called "fast fallover”. Since links in nodern data centers

are predom nantly point-to-point fiber connections, a physica
interface failure is often detected in nmilliseconds and subsequently
triggers a BGP reconvergence.
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Et hernet |inks may support failure signaling or detection standards
such as Connectivity Fault Managenent (CFM as described in

[ 1 EEEB021Q; this may nmake failure detection nore robust.
Alternatively, some platforns may support Bidirectional Forwarding
Detection (BFD) [RFC5880] to allow for sub-second failure detection
and fault signaling to the BGP process. However, the use of either
of these presents additional requirenents to vendor software and
possi bly hardware, and nmay contradict REQL. Until recently with

[ RFC7130], BFD also did not allow detection of a single menber |ink
failure on a LAG which would have linmted its useful ness in sone
desi gns.

7.2. Event Propagation Timng

In the proposed design, the inpact of the BGP

M nRout eAdverti sementinterval Tiner (MRAI timer), as specified in
Section 9.2.1.1 of [RFC4271], should be considered. Per the
standard, it is required for BGP inplenmentations to space out
consecuti ve BGP UPDATE nessages by at | east MRAI seconds, which is
often a configurable value. The initial BGP UPDATE nmessages after an
event carrying withdrawn routes are conmonly not affected by this
timer. The MRAI tiner may present significant convergence del ays
when a BGP speaker "waits" for the new path to be |learned fromits
peers and has no | ocal backup path infornmation.

In a dos topol ogy, each EBGP speaker typically has either one path
(Tier 2 devices don't accept paths fromother Tier 2 in the sane
cluster due to sane ASN) or N paths for the sane prefix, where Nis a
significantly | arge nunber, e.g., N=32 (the ECMP fan-out to the next
tier). Therefore, if alink fails to another device fromwhich a
path is received there is either no backup path at all (e.g., from
the perspective of a Tier 2 switch losing the link to a Tier 3
device), or the backup is readily available in BGP Loc-RIB (e.qg.
fromthe perspective of a Tier 2 device losing the link to a Tier 1

switch). |In the former case, the BGP wthdrawal announcenment wl|
propagate wi thout delay and trigger reconvergence on affected
devices. In the latter case, the best path will be re-evaluated, and
the I ocal ECMP group corresponding to the new next-hop set will be

changed. |If the BGP path was the best path selected previously, an
"inplicit withdraw' will be sent via a BG UPDATE nessage as
described as Option b in Section 3.1 of [RFC4271] due to the BGP
AS PATH attribute changi ng.
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7.3. Inpact of Cos Topology Fan-Quts

Cl os topol ogy has | arge fan-outs, which may inmpact the "Up->Down"
convergence in sone cases, as described in this section. 1In a
situation when a link between Tier 3 and Tier 2 device fails, the
Tier 2 device will send BGP UPDATE nessages to all upstream Tier 1
devices, withdrawing the affected prefixes. The Tier 1 devices, in
turn, will relay these nmessages to all downstream Tier 2 devices
(except for the originator). Tier 2 devices other than the one
originating the UPDATE should then wait for ALL upstream Tier 1
devices to send an UPDATE message before renoving the affected
prefixes and sendi ng correspondi ng UPDATE downstream to connect ed
Tier 3 devices. |If the original Tier 2 device or the relaying Tier 1
devi ces introduce sone delay into their UPDATE nessage announcenents,
the result could be UPDATE nessage "dispersion", that could be as
long as nmultiple seconds. |In order to avoid such a behavior, BGP

i mpl enent ati ons nmust support "update groups”. The "update group” is
defined as a collection of neighbors sharing the sane outbound policy
-- the local speaker will send BGP updates to the nenbers of the
group synchronously.

The inmpact of such "dispersion” grows with the size of topol ogy fan-
out and could al so grow under network convergence churn. Some
operators may be tenpted to introduce "route flap danpeni ng" type
features that vendors include to reduce the control-plane inpact of
rapidly flapping prefixes. However, due to issues described with
false positives in these inplementations especially under such

"di spersion" events, it is not recommended to enable this feature in
this design. Myre background and issues with "route flap danpeni ng"
and possible inplementation changes that could affect this are well
descri bed in [ RFC7196].

7.4. Failure |npact Scope

A network is declared to converge in response to a failure once al
devices within the failure inpact scope are notified of the event and
have recal cul ated their RIBs and consequently updated their FIBs.
Larger failure inpact scope typically means sl ower convergence since
nore devices have to be notified, and results in a |less stable
network. In this section, we describe BG s advantages over |ink-
state routing protocols in reducing failure inpact scope for a dos

t opol ogy.

BGP behaves |ike a distance-vector protocol in the sense that only
the best path fromthe point of view of the local router is sent to
nei ghbors. As such, sone failures are nasked if the | ocal node can

i medi ately find a backup path and does not have to send any updates
further. Notice that in the worst case, all devices in a data center
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topol ogy have to either withdraw a prefix conpletely or update the
ECVMP groups in their FIBs. However, many failures will not result in
such a wide inpact. There are two nain failure types where inpact
scope i s reduced:

o Failure of a link between Tier 2 and Tier 1 devices: In this case,
a Tier 2 device will update the affected ECMP groups, renoving the
failed link. There is no need to send new information to
downstream Tier 3 devices, unless the path was sel ected as best by
the BGP process, in which case only an "inplicit wthdraw' needs
to be sent and this should not affect forwarding. The affected
Tier 1 device will lose the only path available to reach a
particular cluster and will have to withdraw the associ at ed
prefixes. Such a prefix withdrawal process will only affect Tier
2 devices directly connected to the affected Tier 1 device. The
Tier 2 devices receiving the BGP UPDATE nessages w t hdraw ng
prefixes will sinmply have to update their ECWP groups. The Tier 3
devices are not involved in the reconvergence process.

o Failure of a Tier 1 device: In this case, all Tier 2 devices
directly attached to the failed node will have to update their
ECWP groups for all IP prefixes froma non-local cluster. The
Tier 3 devices are once again not involved in the reconvergence
process, but nay receive "inplicit wthdraws" as descri bed above.

Even in the case of such failures where nultiple IP prefixes wll
have to be reprogrammed in the FIB, it is worth noting that all of
these prefixes share a single ECVP group on a Tier 2 device.
Therefore, in the case of inplenmentations with a hierarchical FIB
only a single change has to be nmade to the FIB. "H erarchical FIB"
here neans FIB structure where the next-hop forwarding information is
stored separately fromthe prefix |l ookup table, and the latter only
stores pointers to the respective forwardi ng i nformation. See
[BGP-PIC] for discussion of FIB hierarchies and fast convergence.

Even t hough BGP offers reduced failure scope for sone cases, further
reduction of the fault domain using summarization is not always
possi ble with the proposed design, since using this technique may
create routing black-holes as nentioned previously. Therefore, the
worst failure inmpact scope on the control plane is the network as a
whole -- for instance, in the case of a link failure between Tier 2
and Tier 3 devices. The ampunt of inpacted prefixes in this case
woul d be much less than in the case of a failure in the upper |ayers
of a Clos network topology. The property of having such |arge
failure scope is not a result of choosing EBGP in the design but
rather a result of using the C os topol ogy.
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7.

8.

8.

5. Routing M cro-Loops

VWhen a downstream device, e.g., Tier 2 device, loses all paths for a
prefix, it normally has the default route pointing toward the

upstreamdevice -- in this case, the Tier 1 device. As aresult, it
is possible to get in the situation where a Tier 2 switch | oses a
prefix, but a Tier 1 switch still has the path pointing to the Tier 2
device; this results in a transient mcro-loop, since the Tier 1
switch will keep passing packets to the affected prefix back to the
Tier 2 device, and the Tier 2 will bounce them back again using the
default route. This mcro-loop will last for the time it takes the

upstreamdevice to fully update its forwardi ng tabl es.

To mnimze inmpact of such micro-loops, Tier 2 and Tier 1 switches
can be configured with static "discard" or "null" routes that will be
nore specific than the default route for prefixes mssing during
networ k convergence. For Tier 2 switches, the discard route should
be a summary route, covering all server subnets of the underlying
Tier 3 devices. For Tier 1 devices, the discard route should be a
summary covering the server |P address subnets allocated for the
whol e data center. Those discard routes will only take precedence
for the duration of network convergence, until the device |learns a
nore specific prefix via a new path.

Addi tional Options for Design
1. Third-Party Route Injection

BGP allows for a "third-party", i.e., a directly attached BGP
speaker, to inject routes anywhere in the network topol ogy, neeting
REQ. This can be achieved by peering via a nmulti-hop BGP session
with some or even all devices in the topology. Furthernore, BGP

di verse path distribution [RFC6774] could be used to inject multiple
BGP next hops for the same prefix to facilitate | oad bal anci ng, or
usi ng the BGP ADD- PATH capability [RFC7911] if supported by the

i npl enentation. Unfortunately, in many inplenentations, ADD PATH has
been found to only support |IBGP properly in the use cases for which
it was originally optimized; this limts the "third-party" peering to
| BGP only.

To inplement route injection in the proposed design, a third-party
BGP speaker may peer with Tier 3 and Tier 1 switches, injecting the
sanme prefix, but using a special set of BGP next hops for Tier 1
devi ces. Those next hops are assuned to resolve recursively via BGP
and coul d be, for exanple, |P addresses on Tier 3 devices. The
resulting forwarding tabl e programm ng could provide desired traffic
proportion distribution anmong different clusters.
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8.2. Route Summarization within C os Topol ogy

As nentioned previously, route summarization is not possible within
the proposed O os topology since it makes the network susceptible to
route bl ack-holing under single link failures. The main problemis
the limted nunber of redundant paths between network el ements, e.g.
there is only a single path between any pair of Tier 1 and Tier 3
devi ces. However, some operators may find route aggregation
desirable to inprove control -plane stability.

If any technique to summarize within the topology is planned,
nodel i ng of the routing behavior and potential for black-holing
shoul d be done not only for single or nultiple link failures, but

al so for fiber pathway failures or optical domain failures when the
t opol ogy extends beyond a physical |ocation. Sinple nodeling can be
done by checking the reachability on devices doing sumari zation
under the condition of a link or pathway failure between a set of
devices in every tier as well as to the WAN routers when externa
connectivity is present.

Rout e sunmari zati on woul d be possible with a small nodification to
the network topol ogy, though the tradeoff would be reduction of the
total size of the network as well as network congestion under
specific failures. This approach is very sinmlar to the technique
descri bed above, which allows Border Routers to summarize the entire
data center address space.

8.2.1. Collapsing Tier 1 Devices Layer

In order to add nore paths between Tier 1 and Tier 3 devices, group
Tier 2 devices into pairs, and then connect the pairs to the sane
group of Tier 1 devices. This is logically equivalent to

"coll apsing"” Tier 1 devices into a group of half the size, nerging
the links on the "coll apsed" devices. The result is illustrated in
Figure 6. For exanple, in this topology DEV C and DEV D connect to
the same set of Tier 1 devices (DEV 1 and DEV 2), whereas before they
were connecting to different groups of Tier 1 devices.
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Tier 2 Tier 1 Tier 2

oo + oo + oo +
R | DEV |------ | DEV |------ | [-----mmmam - - +
| e NI R BB BEESSN |- + |
| | A I IR SRRk | B SEEEEE S |
| | | | | | | |
| | +o-- - + || - + || - + | |
| +----- S | DEV |--++--| DEV |--++--| [ ----- Femmm - +
| | | +---] D [|------ | 2 [------ | | ---+ | | |
| | | | Ho- - + Ho- - + Ho- - + | | |
|| || || ||
+---- - + 4----- + +---- - + 4----- +
| DEV | | DEV | . | | | |
| A | | B | Tier 3 Tier 3 | | |
S + 4o + S + 4o +
| | | | | | | |
(ONe) (ONe) <- Servers -> (ONe) (ONO

Figure 6: 5-Stage C os Topol ogy

Having this design in place, Tier 2 devices nay be configured to

advertise only a default route down to Tier 3 devices. |If a link
between Tier 2 and Tier 3 fails, the traffic will be re-routed via
the second avail able path known to a Tier 2 switch. It is still not

possi ble to advertise a sunmary route covering prefixes for a single
cluster fromTier 2 devices since each of themhas only a single path

down to this prefix. It would require dual-honed servers to
acconplish that. Also note that this design is only resilient to
single link failures. It is possible for a double Iink failure to

isolate a Tier 2 device fromall paths toward a specific Tier 3
devi ce, thus causing a routing bl ack-hole.

A result of the proposed topol ogy nodificati on would be a reduction
of the port capacity of Tier 1 devices. This limts the maximm
nunber of attached Tier 2 devices, and therefore will limt the
maxi mum DC network size. A larger network would require different
Tier 1 devices that have higher port density to inplenent this
change.

Anot her problemis traffic rebalancing under link failures. Since
there are two paths fromTier 1 to Tier 3, a failure of the link
between Tier 1 and Tier 2 switch would result in all traffic that was
taking the failed link to switch to the remaining path. This wll
result in doubling the link utilization on the remaining |ink.
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8.2.2. Sinple Virtual Aggregation

A conmpletely different approach to route summarization is possible,
provided that the nmain goal is to reduce the FIB size, while allow ng
the control plane to dissemnate full routing information. Firstly,
it could be easily noted that in many cases nultiple prefixes, sone
of which are | ess specific, share the sane set of the next hops (sane
ECVMP group). For exanple, fromthe perspective of Tier 3 devices,

all routes learned fromupstream Tier 2 devices, including the
default route, will share the same set of BGP next hops, provided
that there are no failures in the network. This nmakes it possible to
use the technique simlar to that described in [ RFC6769] and only
install the least specific route in the FIB, ignoring nore specific
routes if they share the same next-hop set. For exanple, under

normal network conditions, only the default route needs to be
programred into the FIB.

Furthernore, if the Tier 2 devices are configured with summary
prefixes covering all of their attached Tier 3 device' s prefixes, the
same logic could be applied in Tier 1 devices as well and, by
induction to Tier 2/Tier 3 switches in different clusters. These
summary routes should still allow for nmore specific prefixes to |eak
to Tier 1 devices, to enable detection of m smatches in the next-hop
sets if a particular link fails, thus changing the next-hop set for a
specific prefix.

Restating once again, this technique does not reduce the amount of
control -plane state (i.e., BGP UPDATEs, BGP Loc-RIB size), but only
allows for nore efficient FIB utilization, by detecting nore specific
prefixes that share their next-hop set with a subsum ng |l ess specific
prefix.

8.3. | CWP Unreachabl e Message Masquer adi ng

Thi s section discusses sone operational aspects of not advertising
poi nt-to-point link subnets into BG, as previously identified as an
option in Section 5.2.3. The operational inpact of this decision
could be seen when using the well-known "traceroute" tool
Specifically, |P addresses displayed by the tool will be the link's
poi nt -t o- poi nt addresses, and hence will be unreachable for
management connectivity. This nakes sone troubl eshooting nore
conplicated

One way to overcone this limtation is by using the DNS subsystemto
create the "reverse" entries for these point-to-point |IP addresses
pointing to the sane nane as the | oopback address. The connectivity
then can be nmade by resolving this nane to the "primary" | P address
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of the device, e.g., its Loopback interface, which is always
advertised into BGP. However, this creates a dependency on the DNS
subsystem which may be unavail abl e during an out age.

Anot her option is to nake the network device perform | P address
masquerading, that is, rewiting the source |IP addresses of the
appropriate | CVP nessages sent by the device with the "primary" IP
address of the device. Specifically, the | CW Destination
Unreachabl e Message (type 3) code 3 (port unreachable) and | CVWP Tine
Exceeded (type 11) code 0 are required for correct operation of the
"traceroute" tool. Wth this nodification, the "traceroute" probes
sent to the devices will always be sent back with the "primry" IP
address as the source, allow ng the operator to discover the
"reachabl e" | P address of the box. This has the downside of hiding
the address of the "entry point" into the device. |f the devices
support [RFC5837], this may all ow the best of both worlds by
providing the information about the incomng interface even if the
return address is the "prinmary" |P address.

9. Security Considerations

The desi gn does not introduce any additional security concerns.
General BGP security considerations are discussed in [ RFC4271] and
[ RFC4272]. Since a DCis a single-operator domain, this docunent
assunes that edge filtering is in place to prevent attacks agai nst
the BGP sessions thensel ves fromoutside the perinmeter of the DC
This may be a nore feasible option for nost depl oynents than having
to deal with key managerment for TCP MD5 as described in [ RFC2385] or
dealing with the | ack of inplenentations of the TCP Authentication
Option [ RFC5925] available at the tinme of publication of this
docunent. The Generalized TTL Security Mechani sm [ RFC5082] coul d
al so be used to further reduce the risk of BGP session spoofing.
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