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Abst r act

Thi s docunent describes Path MIU Di scovery (PMIUD) for |P version 6.
It is largely derived from RFC 1191, which describes Path Mru
Di scovery for IP version 4. 1t obsoletes RFC 1981

Status of This Meno
This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
http://ww.rfc-editor.org/info/rfc8201
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1

| ntroducti on

When one | Pv6 node has a | arge anpbunt of data to send to anot her
node, the data is transmtted in a series of |IPv6 packets. These
packets can have a size |less than or equal to the Path MIuU ( PMru)

Al ternatively, they can be |arger packets that are fragnented into a
series of fragnents each with a size |less than or equal to the PMIU

It is usually preferable that these packets be of the |argest size
that can successfully traverse the path fromthe source node to the
destinati on node without the need for IPv6 fragmentation. This
packet size is referred to as the Path MIU, and it is equal to the
mnimmlink MU of all the links in a path. This docunent defines a
standard nechani smfor a node to discover the PMIU of an arbitrary
pat h.

| Pv6 nodes should inplenment Path MU Di scovery in order to discover
and take advantage of paths with PMIU greater than the | Pv6 m ni num
link MU [RFC8200]. A mninmal |Pv6 inplenentation (e.g., in a boot
ROM nay choose to omit inplenentation of Path MIU Di scovery.

Nodes not inplenenting Path MIU Di scovery must use the |IPv6 ninimum
link MIU defined in [ RFC8200] as the maxi num packet size. In nost
cases, this will result in the use of smaller packets than necessary,
because nost paths have a PMIU greater than the I Pv6 mininumlink
MIU. A node sendi ng packets much smaller than the Path MIU allows is
wasti ng network resources and probably getting suboptimal throughput.

Nodes i npl ementing Path MIU Di scovery and sendi ng packets | arger than
the IPv6 minimumlink MU are susceptible to problematic connectivity
if 1CvPv6 [|I CVPv6] nessages are bl ocked or not transmitted. For
exanple, this will result in connections that conplete the TCP three-
way handshake correctly but then hang when data is transferred. This
state is referred to as a bl ack-hol e connection [ RFC2923]. Path MIU
Di scovery relies on | CMPv6 Packet Too Big (PTB) to determ ne the MIU
of the path.

An extension to Path MIU Di scovery defined in this docunent can be
found in [ RFC4821]. RFC 4821 defines a method for Packetization
Layer Path MIU Di scovery (PLPMIuUD) designed for use over paths where
delivery of |ICVMPv6 nessages to a host is not assured.

Not e: This docunent is an update to [ RFC1981] that was published
prior to [ RFC2119] bei ng published. Consequently, although RFC 1981
used the "shoul d/must" style | anguage in upper and | ower case, this
docunent does not cite the RFC 2119 definitions and only uses | ower
case for these words.
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2. Term nol ogy
node

rout er

host

upper | ayer

l'i nk

i nterface

addr ess

packet

l'ink Mru

pat h

path Mru

PMIuU
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a device that inplenments | Pv6.

a node that forwards | Pv6 packets not explicitly
addressed to itself.

any node that is not a router.

a protocol layer imrediately above | Pv6.

Exampl es are transport protocols such as TCP and
UDP, control protocols such as | CWPv6, routing
protocol s such as OSPF, and internet-Ilayer or

| ower -1 ayer protocols being "tunnel ed" over
(i.e., encapsulated in) IPv6 such as |nternetwork
Packet Exchange (IPX), AppleTalk, or 1Pv6 itself.

a communi cation facility or nedium over which
nodes can comuni cate at the link |ayer, i.e.
the layer inmediately below | Pv6. Exanples are
Et hernets (sinple or bridged); PPP links; X 25,
Frame Rel ay, or ATM networks; and internet-I|ayer
or higher-layer "tunnels", such as tunnels over
| Pv4d or IPv6 itself.

a node's attachment to a |ink.

an | Pve-1ayer identifier for an interface or a
set of interfaces.

an | Pv6 header plus payload. The packet can have
a size less than or equal to the PMIU
Alternatively, this can be a | arger packet that
is fragnented into a series of fragments each
with a size less than or equal to the PMIU

the maxi mum transm ssion unit, i.e., nmaxi num
packet size in octets, that can be conveyed in
one piece over a link.

the set of links traversed by a packet between a
source node and a destination node.

the minimnumlink MU of all the links in a path
bet ween a source node and a destination node.

pat h Mru
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Path MIU Di scovery the process by which a node | earns the PMIU of a
pat h.

EMIU_S Ef fective MIU for sending; used by upper-I|ayer
protocols to Iimt the size of |IP packets they
gueue for sending [ RFC6691] [RFC1122].

EMIU R Ef fective MIU for receiving; the |argest packet
that can be reassenbled at the receiver
[ RFC1122] .

flow a sequence of packets sent froma particular

source to a particular (unicast or nulticast)
destination for which the source desires specia
handl i ng by the intervening routers.

flowid a conbi nation of a source address and a non-zero
flow | abel

3. Protocol Overview

This menmo describes a technique to dynamically discover the PMIU of a
path. The basic idea is that a source node initially assumes that
the PMIU of a path is the (known) MIU of the first hop in the path.

If any of the packets sent on that path are too |arge to be forwarded
by sone node along the path, that node will discard themand return

| CMPv6 Packet Too Big nmessages. Upon receipt of such a nmessage, the
source node reduces its assumed PMIU for the path based on the MIU of
the constricting hop as reported in the Packet Too Big nessage. The
decreased PMIU causes the source to send smualler packets or change
EMIU S to cause the upper layer to reduce the size of IP packets it
sends.

The Path MIU Di scovery process ends when the source node’'s estimte
of the PMIU is less than or equal to the actual PMIU  Note that
several iterations of the packet-sent/Packet-Too-Bi g- nessage-recei ved
cycle may occur before the Path MIU Di scovery process ends, as there
may be links with smaller MIUs further along the path.

Al ternatively, the node nmay elect to end the di scovery process by
ceasing to send packets larger than the IPv6 mninumlink MU

The PMIU of a path nmay change over tine, due to changes in the
routing topol ogy. Reductions of the PMIU are detected by Packet Too
Bi g nessages. To detect increases in a path’s PMIU, a node
periodically increases its assuned PMIU. This will al nost always
result in packets being discarded and Packet Too Bi g messages being

McCann, et al. St andards Track [ Page 6]



RFC 8201 | Pv6 Path MIU Di scovery July 2017

generated, because in nobst cases the PMIU of the path will not have
changed. Therefore, attenpts to detect increases in a path’'s PMIU
shoul d be done infrequently.

Path MIU Di scovery supports nmulticast as well as unicast
destinations. 1In the case of a multicast destination, copies of a
packet may traverse many different paths to many different nodes.
Each path may have a different PMIU, and a single nulticast packet
may result in multiple Packet Too Big messages, each reporting a
di fferent next-hop MIU. The m ni num PMIU val ue across the set of
paths in use determ nes the size of subsequent packets sent to the
mul ticast destination.

Note that Path MIU Di scovery nust be perfornmed even in cases where a
node "thinks" a destination is attached to the same link as itself,
as it mght have a PMIU |l ower than the link MIU. |In a situation such
as when a nei ghboring router acts as proxy [ND] for sone destination
the destination can appear to be directly connected, but it is in
fact nore than one hop away.

4. Protocol Requirenents

As discussed in Section 1, |IPv6 nodes are not required to inplenent
Path MIU Di scovery. The requirenents in this section apply only to
those inpl enentations that include Path MIU Di scovery.

Nodes shoul d appropriately validate the payl oad of |CMPv6 PTB
nmessages to ensure these are received in response to transmitted
traffic (i.e., a reported error condition that corresponds to an |Pv6
packet actually sent by the application) per [|CWPvE].

If a node receives a Packet Too Big nmessage reporting a next-hop MU
that is less than the IPv6 minimumlink MU, it must discard it. A
node nmust not reduce its estimate of the Path MIU bel ow the | Pv6

m ni mum | i nk MIU on recei pt of a Packet Too Bi g message.

When a node receives a Packet Too Big nessage, it nust reduce its
estimate of the PMIU for the rel evant path, based on the value of the
MIU field in the message. The precise behavior of a node in this
circunstance is not specified, since different applications may have
different requirenents, and since different inplenentation
architectures may favor different strategies.

After receiving a Packet Too Big nmessage, a node nust attenpt to
avoid eliciting nmore such nessages in the near future. The node nust
reduce the size of the packets it is sending along the path. Using a
PMIU estimate larger than the IPv6 mininmumlink MU may continue to
elicit Packet Too Big nessages. Because each of these nessages (and
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5.

the dropped packets they respond to) consune network resources, nodes
using Path MIU Di scovery must detect decreases in PMIU as fast as
possi bl e.

Nodes may detect increases in PMIU, but because doing so requires
sendi ng packets larger than the current estinmated PMIU, and because
the likelihood is that the PMIU will not have increased, this must be
done at infrequent intervals. An attenpt to detect an increase (by
sendi ng a packet |arger than the current estinmate) nmust not be done
less than 5 minutes after a Packet Too Bi g message has been received
for the given path. The reconmended setting for this timer is tw ce
its mninmmvalue (10 m nutes).

A node nmust not increase its estimate of the Path MIU in response to
the contents of a Packet Too Big nmessage. A nessage purporting to
announce an increase in the Path MIU m ght be a stal e packet that has
been fl oating around in the network, a fal se packet injected as part
of a denial-of-service (DoS) attack, or the result of having nmultiple
paths to the destination, each with a different PMIU

| npl enent ati on | ssues
Thi s section discusses a nunber of issues related to the
i npl enentation of Path MIU Di scovery. This is not a specification
but rather a set of notes provided as an aid for inplenenters.
The issues include:
- What layer or layers inplement Path MIU Di scovery?
- Howis the PMIU information cached?
- Howis stale PMIU i nformation renoved?
- What nust transport and higher |ayers do?

Layeri ng

In the I P architecture, the choice of what size packet to send is
made by a protocol at a |layer above IP. This meno refers to such a
protocol as a "packetization protocol". Packetization protocols are
usual ly transport protocols (for exanple, TCP) but can al so be
hi gher -1 ayer protocols (for exanple, protocols built on top of UDP).
| mpl ementing Path MIU Di scovery in the packetization |ayers
simplifies some of the inter-layer issues but has several drawbacks:

the inplementati on may have to be redone for each packetization
protocol, it becomes hard to share PMIU i nformati on between different
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packeti zation |layers, and the connection-oriented state nmintai ned by
some packetization |ayers may not easily extend to save PMIU
i nformati on for |ong periods.

It is therefore suggested that the I P |ayer store PMIU i nformation
and that the 1 CvPv6 | ayer process received Packet Too Bi g nessages.
The packetization |layers may respond to changes in the PMIU by
changi ng the size of the nessages they send. To support this

| ayering, packetization |layers require a way to |learn of changes in
the value of MM5_S, the "maxi num send transport-nmessage size"

[ RFC1122] .

MV S is a transport nessage size cal culated by subtracting the size
of the I Pv6 header (including | Pv6 extension headers) fromthe

| argest | P packet that can be sent, EMIUS. M5 Sis linmited by a
conbi nati on of factors, including the PMIU, support for packet
fragmentation and reassenbly, and the packet reassenbly limt (see
"Fragment Header", Section 4.5 of [RFC8200]). Wen source
fragnmentation is available, EMIU S is set to EMIU R as indicated by
the receiver using an upper-layer protocol or based on protoco

requi renents (1500 octets for IPv6). \When a nmessage |arger than PMIU
is to be transmitted, the source creates fragments, each |limted by
PMIU. When source fragnentation is not desired, EMIUS is set to
PMIU, and the upper-layer protocol is expected to either performits
own fragnentation and reassenbly or otherwise |limt the size of its
nmessages accordingly.

However, packetization |ayers are encouraged to avoid sending
nmessages that will require source fragnmentation (for the case agai nst
fragnentation, see [FRAG).

5.2. Storing PMIU I nfornmation

| deally, a PMIU val ue shoul d be associated with a specific path
traversed by packets exchanged between the source and destination
nodes. However, in nost cases a node will not have enough
information to conpletely and accurately identify such a path.

Rat her, a node nust associate a PMIU val ue with sone | oca
representation of a path. It is left to the inplenentation to sel ect
the local representation of a path. For nodes with multiple
interfaces, Path MIU i nformati on shoul d be mai ntained for each |IPv6
l'ink.

In the case of a multicast destination address, copies of a packet
may traverse nany different paths to reach many different nodes. The
| ocal representation of the "path" to a multicast destination nust
represent a potentially |arge set of paths.
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Mnimally, an inplenmentation could nmaintain a single PMIU val ue to be
used for all packets originated fromthe node. This PMIU val ue woul d
be the m ni num PMIU | earned across the set of all paths in use by the
node. This approach is likely to result in the use of smaller
packets than is necessary for many paths. |In the case of multipath
routing (e.g., Equal-Cost Miultipath Routing (ECWP)), a set of paths
can exi st even for a single source and destination pair

An inplenmentation could use the destination address as the |oca
representation of a path. The PMIU val ue associated with a
destinati on woul d be the m ni mum PMIU | earned across the set of al
paths in use to that destination. This approach will result in the
use of optimally sized packets on a per-destination basis. This
approach integrates nicely with the conceptual nodel of a host as
described in [ND]: a PMIU val ue could be stored with the
corresponding entry in the destination cache.

If flows [RFC8200] are in use, an inplenentation could use the flow
id as the local representation of a path. Packets sent to a
particul ar destination but belonging to different flows nmay use
different paths, as with ECVP, in which the choice of path m ght
depend on the flowid. This approach m ght result in the use of
optimal |y sized packets on a per-flow basis, providing finer

granul arity than PMIU val ues nmi ntai ned on a per-destination basis.

For source-routed packets (i.e. packets containing an | Pv6 Routing
header [ RFC8200]), the source route may further qualify the |oca
representati on of a path.

Initially, the PMIU value for a path is assuned to be the (known) MIru
of the first-hop |ink

When a Packet Too Big nessage is received, the node determ nes which
path the nmessage applies to based on the contents of the Packet Too
Bi g message. For exanple, if the destination address is used as the
| ocal representation of a path, the destination address fromthe
original packet would be used to determ ne which path the nessage
applies to.

Note: if the original packet contained a Routing header, the
Rout i ng header should be used to determine the location of the
destination address within the original packet. |If Segments Left
is equal to zero, the destination address is in the Destination
Address field in the I Pv6 header. |If Segnents Left is greater
than zero, the destination address is the |ast address
(Address[n]) in the Routing header
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The node then uses the value in the MIU field in the Packet Too Big
nessage as a tentative PMIU value or the IPv6 minimumlink MU if
that is larger, and conpares the tentative PMIU to the existing PMIU
If the tentative PMIU is |less than the existing PMIU estimte, the
tentative PMIU repl aces the existing PMIU as the PMIU val ue for the
pat h.

The packetization |ayers must be notified about decreases in the
PMIU. Any packetization layer instance (for exanple, a TCP
connection) that is actively using the path must be notified if the
PMIU estimate is decreased

Note: even if the Packet Too Big nessage contains an Origina
Packet Header that refers to a UDP packet, the TCP | ayer nust be
notified if any of its connections use the given path.

Al so, the instance that sent the packet that elicited the Packet Too
Bi g message should be notified that its packet has been dropped, even
if the PMIU estimate has not changed, so that it nmay retransnmt the
dr opped dat a.

Note: An inplementation can avoid the use of an asynchronous
notification nechani smfor PMIU decreases by postponing
notification until the next attenpt to send a packet |arger than
the PMIU estimate. |In this approach, when an attenpt is nade to
SEND a packet that is larger than the PMIU estinmate, the SEND
function should fail and return a suitable error indication. This
approach may be nore suitable to a connectionl ess packetization

| ayer (such as one using UDP), which (in some inplenmentations) may
be hard to "notify" fromthe I1CVWPv6 layer. In this case, the
normal timeout-based retransm ssion nechani sns woul d be used to
recover fromthe dropped packets.

It is inmportant to understand that the notification of the

packeti zation |ayer instances using the path about the change in the
PMIU is distinct fromthe notification of a specific instance that a
packet has been dropped. The latter should be done as soon as
practical (i.e., asynchronously fromthe point of view of the
packeti zation |layer instance), while the forner may be del ayed unti
a packetization layer instance wants to create a packet.

5.3. Purging Stale PMIU I nformation
Internetwork topol ogy is dynam c; routes change over tine. Wile the
| ocal representation of a path nay remain constant, the actua

path(s) in use may change. Thus, PMIU information cached by a node
can becone stale.
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5. 4.

If the stale PMIU value is too large, this will be discovered al nost
i medi ately once a | arge enough packet is sent on the path. No such
mechani sm exi sts for realizing that a stale PMIU value is too snall
so an inplenentation should "age" cached values. When a PMIU val ue
has not been decreased for a while (on the order of 10 minutes), it
shoul d probe to find if a larger PMIU i s supported.

Note: an inplenmentation should provide a nmeans for changing the
ti meout duration, including setting it to "infinity". For
exanpl e, nodes attached to a link with a large MU that is then
attached to the rest of the Internet via a link with a small MU
are never going to discover a new non-local PMIU, so they should
not have to put up with dropped packets every 10 m nutes.

Packetizati on Layer Actions

A packetization | ayer (e.g., TCP) nust use the PMIU for the path(s)
in use by a connection; it should not send segnments that would result
in packets | arger than the PMIU, except to probe during PMIU

Di scovery (this probe packet nust not be fragnmented to the PMIU). A
sinple inplenmentation could ask the IP layer for this value each tinme
it created a new segnent, but this could be inefficient. An

i mpl enentation typically caches ot her val ues derived fromthe PMIU

It may be sinpler to receive asynchronous notification when the PMIU
changes, so that these variables nmay be al so updat ed.

A TCP inpl enentati on nust al so store the Maxi num Segrment Size (MSS)
val ue received fromits peer, which represents the EMTU R the

| argest packet that can be reassenbled by the receiver, and nust not
send any segnment larger than this MSS, regardl ess of the PMIU

The value sent in the TCP MSS option is independent of the PMIU;, it
is deternmined by the receiver reassenbly limt EMIUR This MS
option value is used by the other end of the connection, which may be
using an unrel ated PMIU val ue. See Section 5, "Packet Size |ssues”,
and Section 8.3, "Maxi num Upper-Layer Payload Size", of [RFC8200] for
i nformati on on selecting a value for the TCP MSS option

Recepti on of a Packet Too Big nmessage inplies that a packet was
dropped by the node that sent the | CMPv6 nessage. A reliable upper-
| ayer protocol will detect this loss by its own means, and recover it
by its normal retransni ssion nethods. The retransm ssion could
result in delay, depending on the | oss detection nethod used by the
upper-1layer protocol. |If the Path MU Di scovery process requires
several steps to find the PMIU of the full path, this could finally
del ay the retransm ssion by nmany round-trip tines.
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Al ternatively, the retransm ssion could be done in i medi ate response
to a notification that the Path MIU was decreased, but only for the
speci fic connection specified by the Packet Too Bi g nessage. The
packet size used in the retransm ssion should be no | arger than the
new PMIU

Not e: A packetization layer that determ nes a probe packet is |ost
needs to adapt the segnent size of the retransm ssion. Using the
reported size in the | ast Packet Too Bi g nessage, however, can
lead to further | osses as there mght be smaller PMIU limts at
the routers further along the path. This would lead to | oss of
all retransmtted segnents and therefore cause unnecessary
congestion as well as additional packets to be sent each tine a
new router announces a smaller MIU  Any packetization |ayer that
uses retransm ssion is therefore also responsible for congestion
control of its retransm ssions [ RFC8085].

A |l oss caused by a PMIU probe indicated by the reception of a Packet
Too Bi g nessage nust not be considered as a congestion notification
and hence the congesti on wi ndow may not change.

5.5. Issues for Other Transport Protocols

Sone transport protocols are not allowed to repacketize when doing a
retransm ssion. That is, once an attenpt is nade to transnit a
segnent of a certain size, the transport cannot split the contents of
the segnment into smaller segnments for retransnmission. In such a
case, the original segnent can be fragnented by the I P |layer during
retransm ssi on. Subsequent segnents, when transmitted for the first
time, should be no larger than allowed by the Path Mru

Path MIU Di scovery for | Pv4 [ RFC1191] used NFS as an exanple of a
UDP- based application that benefits from PMIU Di scovery. Since then
[ RFC7530] states that the supported transport |ayer between NFS and
| P nust be an | ETF standardi zed transport protocol that is specified
to avoid network congestion; such transports include TCP, Stream
Control Transm ssion Protocol (SCTP) [RFC4960], and the Datagram
Congestion Control Protocol (DCCP) [RFC4340]. In this case, the
transport is responsible for ensuring that transmtted segnents
(except probes) conformto the Path MIU, including supporting PMIU
Di scovery probe transm ssions as needed.
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5.6. Managenent Interface

It is suggested that an inplenentation provides a way for a system
utility programto:

- Specify that Path MIU Di scovery not be done on a given path.
- Change the PMIU val ue associated with a given path.

The former can be acconplished by associating a flag with the path;
when a packet is sent on a path with this flag set, the IP |ayer does
not send packets larger than the IPv6 mninumlink MIU

These features mght be used to work around an anomral ous situation or
by a routing protocol inplenmentation that is able to obtain Path MU
val ues.

The i npl enentati on shoul d al so provide a way to change the tineout
period for aging stale PMIU information.

6. Security Considerations

This Path MIU Di scovery nechani sm makes possi bl e two DoS attacks,
both based on a malicious party sending fal se Packet Too Bi g nmessages
to a node.

In the first attack, the fal se message indicates a PMIU much
smaller than reality. |In response, the victimnode should never
set its PMIU estimate below the I Pv6 m nimum|link MU A sender
that falsely reduces to this MIU woul d observe subopti nal

per f or mance.

In the second attack, the fal se nessage indicates a PMIU | arger
than reality. |If believed, this could cause tenporary bl ockage as
the victimsends packets that will be dropped by some router.
Wthin one round-trip tine, the node would discover its m stake
(receiving Packet Too Big nessages fromthat router), but frequent
repetition of this attack could cause |ots of packets to be
dropped. A node, however, must not raise its estimate of the PMIU
based on a Packet Too Big nessage, so it should not be vul nerable
to this attack.

Both of these attacks can cause a bl ack-hol e connection, that is, the

TCP t hree-way handshake conpl etes correctly but the connection hangs
when data is transferred.
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8.

8.

8.

A malicious party could al so cause problens if it could stop a victim
fromreceiving legitimte Packet Too Bi g nessages, but in this case
there are sinpler DoS attacks avail abl e.

If 1CWPv6 filtering prevents reception of |ICMPv6 Packet Too Big
nessages, the source will not learn the actual path MIuU.
"Packetization Layer Path MIU Di scovery" [RFC4821] does not rely upon
networ k support for |CMPv6 nessages and is therefore considered nore
robust than standard PMIUD. It is not susceptible to "black-hol ed"
connections caused by the filtering of |ICVPv6 nessages. See

[ RFC4890] for reconmendations regarding filtering | CMPv6 nessages.

| ANA Consi derati ons
Thi s docunent does not require any | ANA acti ons.
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Appendi x A,  Conparison to RFC 1191

RFC 1981 (obsoleted by this docunment) was based in large part on RFC
1191, which describes Path MIU Di scovery for 1Pv4. Certain portions
of RFC 1191 were not needed in RFC 1981:

router specification Packet Too Bi g nmessages and correspondi ng
router behavior are defined in [| CVMPv6]

Don’t Fragnent bit there is no DF bit in |IPv6 packets

TCP MSS di scussi on sel ecting a value to send in the TCP MSS option
is discussed in [ RFC8200]

ol d-styl e messages al | Packet Too Bi g nmessages report the Mru of
the constricting link

MIU pl at eau t abl es not needed because there are no old-style
nmessages

Appendi x B. Changes Since RFC 1981

Thi s docunent is based on RFC 1981 and has the foll ow ng changes from
RFC 1981:

o Carified in Section 1, "Introduction", that the purpose of PMIuD
is to reduce the need for |Pv6 fragnentation

0o Added text to Section 1, "Introduction", about the effects on
PMIUD when | CVPv6 nessages are bl ocked.

0 Added a "Note" to the introduction to docunment that this
specification doesn’t cite RFC 2119 and only uses | ower case
"shoul d/ must" | anguage. Changed all upper case "shoul d/must" to
| ower case

0 Added a short sumary to Section 1, "Introduction", about PLPMIUD
and a reference to RFC 4821 that defines it.

o Aligned text in Section 2, "Term nol ogy", to match current
packetization |ayer term nol ogy.

0 Added clarification in Section 4, "Protocol Requirenents", that
nodes shoul d validate the payl oad of | CMP PTB nessages per RFC
4443, and that nodes shoul d detect decreases in PMIU as fast as
possi bl e.

McCann, et al. St andards Track [ Page 17]



RFC 8201 | Pv6 Path MIU Di scovery July 2017

o0 Renmpbved a "Note" from Section 4, "Protocol Requirenments", about a
Packet Too Big nessage reporting a next-hop MU that is |less than
the IPv6 m ninmumIlink MU because this was renoved from [ RFC8200] .

0 Added clarification in Section 5.2, "Storing PMIU Information”, to
di scard an | CMPv6 Packet Too Big nessage if it contains an MIU
| ess than the | Pv6 mninumlink MU

0 Added clarification in Section 5.2, "Storing PMIU | nformation",
that for nodes with multiple interfaces, Path MIU i nformation
shoul d be stored for each link

0 Renpbved text in Section 5.2, "Storing PMIU I nfornmation", about
Routi ng Header type 0 (RHO) because it was deprecated by RFC 5095.

0o Rempbved text about obsolete security classification from
Section 5.2, "Storing PMIU I nformtion".

0 Changed the title of Section 5.4 to "Packetization Layer Actions"
and changed the text in the first paragraph to generalize this
section to cover all packetization [ayers, not just TCP

o Carified text in Section 5.4, "Packetization Layer Actions", to
use nornmal packetization |layer retransm ssion nethods.

0 Renoved text in Section 5.4, "Packetization Layer Actions", that
described 4.2 BSD because it is obsolete, and renoved reference to
TP4.

o Updated text in Section 5.5, "lssues for xher Transport
Prot ocol s", about NFS, including adding a current reference to NFS
and renovi ng obsol ete text.

o Added a paragraph to Section 6, "Security Considerations", about
bl ack- hol e connections if PTB nessages are not received and
conpari son to PLPMIUD.

0 Updated "Acknow edgenents".

o Editorial Changes.
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