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Abst ract

In Transparent |Interconnection of Lots of Links (TRILL) active-active
access, a Reverse Path Forwarding (RPF) check failure issue may occur
when usi ng the pseudo-ni ckname nmechani sm specified in RFC 7781. This
document describes a solution to resolve this RPF check failure issue
through centralized replication. Al ingress Routing Bridges
(RBridges) send Broadcast, Unknown Unicast, and Milticast (BUM
traffic to a centralized node with unicast TRILL encapsul ation. Wen
the centralized node receives the BUMtraffic, it decapsul ates the
packets and forwards themto their destination RBridges using a
distribution tree established per the TRILL base protocol (RFC 6325).
To avoid RPF check failure on an RBridge sitting between the ingress
RBri dge and the centralized replication node, some change in the RPF
calculation algorithmis required. RPF checks on each RBridge MJST
be calculated as if the centralized node was the ingress RBridge,

i nstead of being cal culated using the actual ingress RBridge. This
docunent updates RFC 6325.

Status of This Menp

This is an Internet Standards Track document.

Thi s docunent is a product of the Internet Engineering Task Force
(IETF). It represents the consensus of the IETF community. It has
recei ved public review and has been approved for publication by the
I nternet Engineering Steering Goup (IESG. Further information on
Internet Standards is available in Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,
and how to provide feedback on it nmay be obtained at
https://wwv. rfc-editor.org/info/rfc8361
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1. Introduction

The I ETF TRILL protocol [RFC6325] provides nultipath data forwarding
that is |oop free and per-hop based with m ni mum confi guration

TRILL uses IS-1S [RFC6165] [ RFC7176] as its control plane routing
protocol and defines a TRILL-specific header for user data.

Cust omer Equi prent (CE) devices can be multihoned to a set of edge
RBri dges form ng an edge group where active-active service can be
provided. In that case, all of the uplinks froma CE are handl ed via
a Local Active-Active Link Protocol (LAALP) [RFC7379] such as Multi-
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Chassi s Link Aggregation (MC-LAG or Distributed Resilient Network

I nterconnect (DRNI) [|EEE802.1AX]. An active-active flow based | oad-
sharing mechani sm can achi eve better | oad-bal anci ng and hi gh
reliability. A CE device can be a Layer 3 (L3) end systemby itself
or a bridge switch through which L3 end systens access the TRILL
canpus.

In active-active access, the pseudo-nickname solution in [ RFC7781]
can be used to avoid Media Access Control (MAC) flip-flop on renote
RBri dges. The basic idea is to use a virtual RBridge (RBv) with a
si ngl e pseudo-ni ckname to represent an edge group. Any nenber

RBri dge of that edge group uses this pseudo-nicknane rather than its
own ni cknane as the ingress nickname when it injects TRILL data
franes to the TRILL canmpus. The use of the nicknane sol ves the
address flip-flop issue by setting the nickname | earned by a renote
RBri dge to be the pseudo-nicknane. However, it introduces another

i ssue of incorrect packet dropping as follows: Wen a pseudo-ni cknane
is used by an edge RBridge as the ingress nicknane to forward BUM
traffic, any RBridges (RBn) sitting between the ingress RBridge and
the distribution tree root will treat the traffic as if it were
ingressed fromthe RBv. |If the sanme distribution tree is used by

di fferent edge RBridges of the sane RBv, the traffic may arrive at
some RBn fromdifferent ports. Then, the Reverse Path Forwarding
(RPF) check required by TRILL [ RFC6325] fails, and the BUMtraffic
recei ved on unexpected ports will be dropped by RBn

Thi s docunment specifies a centralized replication solution for BUM
traffic forwarding to resolve the issue of incorrect packet drop
caused by the RPF check failure in the virtual RBridge case. The
basic idea is that all ingress RBridges send BUMtraffic to a
centralized node, which MJST be a distribution tree root, using

uni cast TRILL encapsul ation. Wen the centralized node receives the
packets, it decapsul ates and forwards themto their destination

RBri dges using a distribution tree established as per the TRILL base
protocol. This docunent updates [RFC6325]; per [RFC6325], nulti-
destination traffic is ingressed to a nulti-destination TRILL data
packet. However, per this docunent, when using the centralized
replication feature, nulti-destination traffic is initially ingressed
to a unicast TRILL data packet.

2. Conventions Used in This Document

The key words "MJST", "MJST NOT*, "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [RFC8174] when, and only when, they appear in al
capitals, as shown here.
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The abbreviations and term nology in [ RFC6325] are used herein with
the follow ng additions:

BUM Br oadcast, Unknown uni cast, and Milticast
CE: Cust oner Equi prent (as in [RFC7783]), as relates to a

device (end station or bridge). The device can be
ei ther physical or virtual equipment.

Dat a Label : VLAN or Fine-G ained Labeled (FA) [RFC7172]
DF: Desi gnat ed Forwarder [ RRFC7781]

FGL: Fi ne- Grai ned Label [RFC7172]

LAALP: Local Active-Active Link Protocol [RFC7379]

MAC flip flop: A problemwhere the attachnment point of a MAC address
appears to a renote switch to keep changing. See
Section 3.3 of [RFC7379].

MC- LAG Mul ti-Chassis Link Aggregation
RPF: Reverse Path Forwardi ng
3. Centralized Replication Solution Overview

VWhen an edge RBridge receives BUMtraffic froma CE device, it uses
uni cast TRILL encapsul ation instead of nulticast encapsulation to
send the packets to a centralized node. The centralized node MJST be
a distribution tree root. Distribution tree roots are normally
chosen to be high-capacity core RBridges with nmany hi gh-bandw dth

adj acencies. This constraint nakes it practical, as described bel ow,
to support centralized replication with only software changes to
transit RBridges.

The TRILL header of the unicast TRILL encapsul ation contains an
"ingress RBridge nicknane" field and an "egress RBridge ni cknanme"
field [RFC6325]. If the ingress RBridge receives the BUM packet from
a port that is in an active-active edge group using [RFC7781], it
sets the ingress RBridge nickname to be the pseudo-ni ckname rather
than its own nicknanme to avoid MAC flip-flop (see Section 3.3 of

[ RFC7379]) on renmpte RBridges. The egress RBridge nicknane is set to
a special nicknane of the centralized node that is used to
differentiate the centralized replication purpose unicast TRILL
encapsul ati on froma normal unicast TRILL encapsul ation. This
speci al nicknane is called an "R-ni cknanme".
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When the centralized RBridge receives a unicast TRl LL-encapsul ated
packet with its R nickname as the egress nicknane, it decapsul ates
the packet. Then, the centralized RBridge replicates and forwards
the BUM packet to the packet’s destination RBridges using one of the
distribution trees established per the TRILL base protocol [RFC6325].
It MJUST use a distribution tree whose tree root is the centralized
RBridge itself. (An RBridge may be the root of nore than one tree.)
When the centralized RBridge forwards the BUMtraffic, it sinmply
sends it on the distribution tree as if it were a locally ingressed
frame, except that the ingress nicknane remains the same as that in
the packet it received to ensure that the MAC address | earning by al
egress RBridges is bound to the pseudo-ni cknane.

When the replicated packet is forwarded by each RBridge al ong the
distribution tree starting fromthe centralized node, an RPF check is
performed per [RFC6325]. For any RBridge sitting between the ingress
RBri dge and the centralized replication node, the incom ng port of
such a BUM packet should be the centralized-node-facing port, as the
nmulticast traffic always cones fromthe centralized node in this
solution. However, the RPF port as the result of distribution tree
calcul ation as specified in [ RFC6325] will be the real ingress

RBri dge-facing port, as it uses the edge group’s virtual RBridge as
the ingress RBridge, so the RPF check will fail.

To solve this problem some change in the RPF test is required. In
this case, the RPF cal culation on each RBridge shoul d use the
centralized node as the ingress RBridge for each tree for which that
node is the root instead of the real ingress virtual RBridge to
performthe calculation. As a result, the RPF check will accept
traffic on the centralized-node-facing port of the RBridge for nmulti-
destination traffic. This prevents incorrect frane drops by the RPF
check.

The change in the actual RPF check on a received multi-destination
TRILL data packet is easy. The RPF check from[RFC6325] is a check
to see if a triple of {ingress nicknane, tree, receiving RBridge
port} is allowed. (The tree is indicated by the nickname of its
root, which is stored in the TRILL Header "egress nicknanme" field.)
When determining the RPF check, if "ingress nickname" is using
centralized replication (indicated by a G nicknane, see Section 9),
then the check is based on distribution fromthe tree root. If
"ingress nicknane" is not using centralized replication, then the
check is based on distribution fromthe RBridge having the ingress
ni cknane.

To differentiate the centralized replication unicast TRILL

encapsul ati on from normal unicast TRILL encapsul ation, the R-nicknane
is introduced for centralized replication. Wen the centralized node
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recei ves uni cast TRILL encapsulation traffic with the egress ni cknane
R-ni cknane, it decapsul ates the packet and then forwards the packet
to the destination RBridges through a distribution tree for which it
is the root by re-encapsul ation as aforementioned. In TRILL

RBri dges can hold nultiple nicknames, so the centralized RBridge
sinmply obtains another nicknane to use as the R-nicknane. The
centralized RBridge or RBridges should announce their R-nickname to
all TRILL campuses through the TRILL Link State PDU (LSP) extension
specified in Section 11

4. Frame Duplication from Renote RBridge

Frame duplication nmay occur when a renpote host sends a nulti-
destination frane to a local CE that has an active-active connection
to the TRILL canmpus. To avoid the Iocal CE receiving multiple copies
froma rempte RBridge, the Designated Forwarder (DF) nechanismis
supported for egress-direction nmulticast traffic.

The DF el ecti on nechanism[RFC7781] all ows only one port of one
RBridge in an active-active group to forward nmulticast traffic from
the TRILL canpus to the local access side for each VLAN. The basic

i dea of using DF is to el ect one RBridge per VLAN from an edge group
to be responsible for egressing the BUMtraffic. [RFC7/781] describes
the DF el ecti on nechani sm anong nenber RBridges involved in an edge

group.

If the DF el ection nechanismis used for frame-duplication
prevention, access ports on an RBridge are categorized as one of
three types: non-group, group DF port, and group non-DF port. The

| ast two types can be called group ports. Each of the group ports is
associ ated with a pseudo-ni ckname. |f consistent nicknane allocation
to edge group RBridges is used, it is possible that the sane pseudo-
ni ckname is associated with nore than one port on a single RBridge.

A typical scenario is that CELl is connected to RB1 and RB2 by LAALP1
whereas CE2 is connected to RB1 and RB2 by LAALP2. In order to
conserve the nunber of pseudo-ni cknames used, nenber ports for both
LAALP1 and LAALP2 on RB1 and RB2 are all associated with the sane
pseudo- ni cknane.

5. Local Forwarding Behavi or on Ingress RBridge

When an ingress RBridge (RB1l) receives BUMtraffic froma |oca
active-active connected CE (CE1l) device, the traffic will be injected
into the TRILL campus with TRILL encapsulation; it will be replicated
and forwarded to all destination RBridges through centra

replication, including the ingress RBridge itself, along a TRILL
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distribution tree. To avoid the traffic |ooping back to the origina
sender CE, an ingress nickname of the CE group’s pseudo-nicknane is
used for traffic filtering.

However, if there are two CEs, say CEl and CE2, connecting to the

i ngress RB1L and each associated with the same pseudo-ni cknane, RB1
needs to locally replicate and forward to CE2, because another copy
of the BUMtraffic between CE1l and CE2 through the TRILL canpus wil |
be bl ocked by the traffic filtering.

If CE1l and CE2 are not associated with the sane pseudo-ni cknane, the
copy of the BUMtraffic between CE1l and CE2 through the TRILL canpus
won’'t be blocked by the traffic filtering. To avoid duplicated
traffic on receiver CE, there cannot be |local replicated BUMtraffic
bet ween these two CEs on ingress RB1

In summary, to ensure correct BUMtraffic forwardi ng behavior for
each CE, the local replication behavior on the ingress RBridge is as
fol |l ows:

1. Replicate to the active-active group ports associated with the
same pseudo- ni cknanme as that associated with the i ncom ng port.

2. Do not replicate to active-active group ports associated with
ot her pseudo-ni cknanes.

3. Do not replicate to non-edge-group ports.

The above | ocal forwardi ng behavior on the ingress RBridge of RBl can
be called "centralized replication |ocal forwardi ng behavior A"

If ingress RBridge RBl itself is the centralized replication node,
BUMtraffic injected by RB1 into the TRILL canmpus won't | oop back to
RB1. 1In this case, the |l ocal forwarding behavior is called
centralized replication |ocal forwardi ng behavior B. Behavior B on
RBl1 is as foll ows:

1. Local replication to the ports associated with the sane pseudo-
ni ckname as that associated with the incom ng port.

2. Local replication to the group DF port associated with different
pseudo- ni cknanes. Do not replicate to group non-DF ports
associated with different pseudo-ni cknanes.

3. Local replication to non-edge-group ports.
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6. Loop Prevention anong RBridges in an Edge G oup

If a CE sends a BUM packet through a DF port to an ingress RBridge,
that RBridge will forward that packet to all or a subset of the other
RBri dges that only have non-DF ports for that active-active group
Because BUMtraffic forwarding to non-DF ports isn't allowed, in this
case, the frame won't | oop back to the CE

If a CE sends a BUM packet through a non-DF port to an ingress

RBri dge, say RB1, then RB1 will forward that packet to other RBridges
that have a DF port for that active-active group. In this case, the
frane will |oop back to the CE and the traffic split-horizon
filtering mechanismis used to avoid | ooping back anong RBridges in
the edge group.

This split-horizon nechanismrelies on the ingress nicknanme field in
the TRILL header to check if a packet’s egress port belongs to the
sanme active-active group as the packet’s incomng port to the TRILL
canpus.

When the ingress RBridge receives BUMtraffic froman active-active
connected CE device, the traffic will be sent through the TRILL
canpus with TRILL encapsul ation to a centralized RBridge. There it

will be replicated and forwarded to its destination RBridges, which
include the ingress RBridge itself, through a TRILL distribution
tree. |f the sane pseudo-nicknanme is used for two active-active
access CEs as the ingress nickname, an egress RBridge can use that
ni ckname to filter traffic forwarding to all local CEs. In this

case, the traffic between these two CEs goes through the | oca

RBri dge and another copy of the traffic fromthe TRILL canpus is
filtered. |If different ingress nicknanes are used for two connecting
CE devices, the access ports connecting to these two CEs should be

i solated fromeach other. The BUMtraffic between these two CEs
shoul d go through the TRILL canpus; otherw se, the destination CE
connected to sane RBridge with the sender CE will receive two copies
of the traffic.
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Centralized Replication Forwarding Process
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Figure 1: TRILL Active-Active Access

Note: The asterisk line, hyphen & vertical bar line, and circunflex
line in this figure indicate the connection of the various CEs to the
various RBs.

Assuming the centralized replication solution is used in the exanple
networ k of above Figure 1: RB5 is the distribution tree root and
centralized replication node; CE1l and CE2 are active-active accessed
to RB1, RB2, and RB3 through LAALP1 and LAALP2, respectively; and CE3
is single-homed to RB3. The RBridge’'s own nicknanes of RB1 to RB5
are nickl to nick5, respectively. RB1l, RB2, and RB3 use the sane
pseudo- ni ckname for LAALP1 and LAALP2; that pseudo-nickname is
P-nick. The R-nicknanme on the centralized replication node of RB5 is
S-ni ck.
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The BUM traffic forwardi ng process fromCEL1 to CE2 and CE3 is as
foll ows:

1. CEl1l sends BUMtraffic to RB3.

2. RB3 replicates and sends the BUMtraffic to CE2 locally. RB2
al so sends the traffic to RB5 using unicast TRILL encapsul ation
In the TRILL Header, the ingress nicknanme is set as P-nick and
the egress nicknanme is set as S-nick

3. RB5 decapsul ates the unicast TRILL data packet. Then, it uses a
distribution tree for which it is the root to forward the packet
as a multi-destination TRILL data packet. The egress nicknanme in
the nmulti-destination TRILL Header is the nick5 and the ingress
ni cknanme is still P-nick. |If RB3 had sent the unicast to sone
ni ckname that was not an R-ni cknane, the packet woul d not be
re-encapsul ated. If it is sent to an R-nicknane that is not a
tree root, it either will not be forwarded at all or, if it is
re-encapsul ated and forwarded, will be subject to incorrect
pruning and will not be delivered to all of its intended
reci pients.

4. RB4 receives nmulticast TRILL traffic from RB5. The incom ng
traffic port is the up port facing the distribution tree root.
RB4's RPF check will be correct based on the changed RPF port
calculation algorithmin this docunment. After the RPF check is
performed, it forwards the traffic to all other egress RBridges
(RB1, RB2, and RB3).

5. RB3 receives nulticast TRILL traffic fromRB4. |t decapsul ates
the nulti-destination TRILL data packet. Because the ingress
ni ckname of P-nick is equivalent to the nickname of |ocal LAALPs
connecting to CEl and CE2, RB3 doesn't forward the traffic to CEl
and CE2 to avoid a duplicated frane. RB3 only forwards the
packet to CE3.

6. RB1 and RB2 receive nulticast TRILL traffic fromRB4. The
forwarding process is simlar to the process on RB3, i.e.
because the ingress nickname of P-nick is equivalent to the
ni ckname of the | ocal LAALPs connecting CEl and CE2, they al so
don't forward the traffic to | ocal CE1l and CE2.

8. BUM Traffic Load-Bal ancing anong Multiple Centralized Nodes
To support unicast TRILL encapsul ation BUMtraffic | oad-bal ancing,
multiple centralized replication nodes can be depl oyed and t he

traffic can be spread over these nodes based on data | abel (VLAN or
FG). Furthernore, if it was desirable for a centralized node to be
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sent nore of this BUMtraffic, it could hold two or nore R-ni cknanes.
The share of BUMtraffic it would receive would be proportional to
t he nunber of R-nicknanes it held.

Assumi ng there are k different R-nicknanes held by centralized nodes
in a TRILL canpus, the VLAN based (or FG.-based [RFC7172]) | oad-

bal anci ng al gorithmused by an ingress active-active access RBridge
is as foll ows:

1. Al R nicknames are ordered and nunmbered fromO to k-1 in
ascendi ng order, treating the nicknames as unsigned 16-bit
i ntegers.

2. For data label 1D m choose the R-nickname whose index is given
by (mnod k) as egress nickname for BUMtraffic unicast TRILL
encapsul ati on.

For exanple, there are three R Nicknames (RNs). The RNs will be
ordered RNO to RN2. Assuming there are five VLANs from VLAN ID1 to
| D5 spreadi ng anong edge RBridges, the traffic in VLANL will go to
RN1, VLAN2 will go to RN2, and so on

VWhen an ingress RBridge participating in an active-active connection
receives BUMtraffic froma local CE, the RBridge decides which

R-ni cknane to send the traffic to based on the VLAN based | oad-
spreadi ng al gorithm thus, data-|abel-based | oad-bal ancing for the
BUM traffic can be achieved using nultiple centralized nodes/multiple
R- ni cknarmes.

9. Coexisting with the CMI Sol ution (RFC 7783)

R + R +
| (RB6) | | (RB7) |
ommmm + ommmm +
__________________ S g
| | | | |
O + O + O + O + O +
| (RB1) | | (RB2) | | (RB3) | | (RB4) | | (RB5) |
R —_— + R —_— + R —_— + R —_— + R —_— +
| | | | |
| |
O + O +
| CE1 | | CE2
R + R +

Figure 2: CMI and Centralized Replication Coexisting Scenario
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10.

Both the centralized replication solution and the Coordinated

Mul ticast Trees (CMI) solution from[RFC7783] rely on using pseudo-

ni cknames to avoid MAC flip-flop on renote RBridges. These two
solutions can coexist in a single TRILL canpus. Each solution can be
sel ected by each active-active edge group of RBridges independently.

As illustrated in Figure 2, RB1 and RB2 use CMI for CE1l's active-
active access; RB3, RB4, and RB5 use the centralized replication for
CE2's active-active access.

For the centralized replication solution, edge group RBridges MJST
announce the | ocal pseudo-ni ckname using the N cknane Flags APPsub-
TLV with Cflag set. A nicknane with the Cflag set is called a
"C-ni cknanme". A transit RBridge will performthe centralized
replication-specific RPF check algorithmif it receives TRILL data
packets with a G nicknane as the ingress nicknane.

An edge group using CMI [ RFC7783] MUST NOT set the C flag on the
pseudo-ni cknane it is using. This is already mandatory behavi or
because any RBridge originating a N ckname Fl ags APPsub-TLV is
required by [RFC7780] to set any flag bit it does not know about to
zero. |If an edge RBridge using CMI [ RFC7783] neverthel ess set the
C-bit for an edge group pseudo-nicknane, it is very likely that BUM
traffic encapsulated with that nicknane as ingress would be
incorrectly pruned early in its distribution and would, thus, reach
few (possibly none) of its intended targets. To avoid confusion, a
pseudo- ni ckname MUST NOT be shared between a centralized replication
edge group and a CMI-based edge group

Net wor k Upgr ade Anal ysi s

Centralized nodes will typically need software and hardware upgrades
to support centralized replication, which stitches together the TRILL
uni cast traffic decapsul ati on process and the process of normal TRILL
mul ticast traffic forwarding along the distribution tree.

Active-active connection edge RBridges will typically need software
and hardware upgrades to support unicast TRILL encapsul ation for BUM
traffic; the process is simlar to other head-end replication
processes.

Transit nodes typically need only a software upgrade to support the
changed RPF port cal culation algorithm
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11. TRILL Protocol Extensions

Two new flags, "R' and "C', are specified in the N ckname Fl ags
APPsub- TLV [ RFC7780]. A nickname with the R flag set is called an
"R-ni cknane" and a nicknane with the C flag set is called a
"C-nicknane". The R-nicknanme is a specialized nicknanme attached to a
centralized node to differentiate unicast TRILL-encapsul ated BUM
traffic fromnormal unicast TRILL traffic. The Cnicknane flag is
set on the pseudo-ni cknanme for each edge group that uses the
centralized replication. A C nicknane is a specialized pseudo-

ni ckname for which transit RBridges performa different RPF check
algorithmfor TRILL data packets with the Cnicknane in the ingress
ni ckname fiel d.

When active-active edge RBridges use centralized replication to
forward BUMtraffic, the R nicknanme is used as the egress nickname
and the C nicknanme is used as ingress nicknane in the TRILL header
for the unicast TRILL encapsul ation of BUMtraffic.

11.1. "R' and "C' Flag in the N ckname Flags APPsub-TLV

If this APPsub-TLV is being advertised by an RBridge that does not
have t he ni cknane appearing in the N cknane Fl ags APPsub-TLV, the R
and C flag bits in the APPsub-TLV MJST be treated as if they were
zero. |If an RBridge that is not a distribution tree root advertises
an R-ni cknane, that nicknane MJUST NOT be treated as an R-ni cknane but
rather as an ordinary nicknane; that is, the R nickname flag is
ignored for all purposes if the nickname is held by an RBridge that
is not a tree root.

0 1 2 3 4 5 6 7 8 910 11 12 13 14 15
S S S S S S R R
|  Nickname |
5T 5 TS IS SR T NS
[INSE|R| C RESV |
o e e e e e e e e e e e e e - e - o -

NI CKFLAG RECCRD

o R=1f the Rflag is one, it indicates that the advertising TRILL
switch holding N ckname is a centralized replication node, and
Ni ckname is used as egress nickname for edge group RBridges to
inject BUMtraffic into the TRILL canpus when the edge group
RBri dges use this centralized replication solution for active-
active access. |If the Rflag is zero, that nicknanme will not be
used for that purpose.
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o C=1I1f Cflag is one, it indicates that the TRILL traffic with
thi s nickname as an ingress nickname requires the special RPF
check algorithmspecified in Section 3. |If the Cflag is zero,
that nicknane will not be used for that purpose.

Due to errors or due to transient inconsistent LSPs when the |ink
state database is converging after a configuration change or the
like, it is possible for there to be inconsistent N cknane Fl ags
APPsub- TLVs for the same nickname. |In this case, it is RECOMVENDED
that the nickname be treated as if the R/ C flag were set if any

Ni ckname Fl ags APPsub-TLV for that nicknane has the R/ C flag set.

Security Considerations

Thi s docunent does not introduce any extra security risks. A rogue
RBridge that is a tree root can attract traffic by advertising an
R-ni cknane. However, this does not represent a substantial increase
inrisk as RBridges could cause problens in a nunber of other ways by
advertising | ow cost adjacencies or nmaki ng thensel ves t he hi ghest
priority tree root or the like. |In general, the protection against
an untrusted device acting as an RBridge and wecking havoc is to use
| S-1S authenticati on [ RFC5310] and configure and administer the TRILL
canpus so that only trusted RBridges have the authentication key.

For general TRILL security considerations, see [ RFC6325]. For
security considerations related to pseudo-ni cknane active-active, see
[ RFC7781] .

| ANA Consi der ati ons

| ANA has assigned two bits in the N ckname Flags APPsubTLV fl ags for
the Rand C bits discussed in Section 11.1 and update the "N ckFl ags
Bits" subregistry of the "Transparent |nterconnection of Lots of

Li nks (TRILL) Paraneters"” registry as foll ows:

Bit Menonic Descri ption Ref erence
2 R Replication N cknane [RFC8361]
3 C Speci al RPF Check [ RFC8361]
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