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Abst r act

When nulticast sources and receivers are active at Locator/ID
Separation Protocol (LISP) sites, the core network is required to use
native multicast so packets can be delivered fromsources to group
menbers. Wen nulticast is not available to connect the nulticast
sites together, a signal-free nechanismcan be used to allowtraffic
to flow between sites. The mechani smdescribed in this document uses
uni cast replication and encapsul ati on over the core network for the
data pl ane and uses the LISP mappi ng dat abase system so encapsul ators
at the source LISP multicast site can find decapsulators at the
receiver LISP nmulticast sites.

Status of This Menp

Thi s docunent is not an Internet Standards Track specification; it is
publ i shed for exam nation, experinental inplementation, and
eval uati on.

Thi s docunent defines an Experinental Protocol for the Internet
comunity. This docunment is a product of the Internet Engineering
Task Force (IETF). It represents the consensus of the | ETF
conmunity. It has received public review and has been approved for
publication by the Internet Engineering Steering Goup (IESG. Not
al | docunents approved by the | ESG are candi dates for any |evel of
Internet Standard; see Section 2 of RFC 7841.

I nformati on about the current status of this docunment, any errata,

and how to provide feedback on it may be obtained at
https://ww. rfc-editor.org/info/rfc8378
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1. Introduction

When nmul ticast sources and receivers are active at LISP sites, and
the core network between the sites does not provide multicast
support, a signal-free mechanismcan be used to create an overl ay
that will allow nmulticast traffic to fl ow between sites and connect
the nulticast trees at the different sites.

The signal -free mechani sm proposed here does not extend PIM[RFC7761]
over the overlay as proposed in [RFC6831], nor does the mechani sm
utilize direct signaling between the Receiver-ETRs and Sender-1TRs as
described in [LISP-MJLTI-SIGNALING . The signal-free nechani sm
proposed reduces the anmount of signaling required between sites to a
m nimum and is centered around the registration of receiver sites for
a particular multicast group or multicast channel with the LISP
mappi ng system

Regi strations fromthe different receiver sites will be nerged at the
mappi ng systemto assenble a multicast-replication-list inclusive of
all Routing Locators (RLOCs) that lead to receivers for a particular
mul ticast group or multicast channel. The replication Iist for each
specific nulticast entry is mmintained as a database nmapping entry in
the LI SP mappi ng system

When the Ingress Tunnel Router (I TR) at the source site receives
mul ticast traffic fromsources at its site, the I TR can query the
mappi ng system by issuing Map- Request nmessages for the (S, G source
and destination addresses in the packets received. The mapping
systemw || return the RLOC replication list to the ITR which the
ITRw Il cache as per standard LISP procedure. Since the core is
assuned to not support nulticast, the ITRw Il replicate the

mul ticast traffic for each RLOC on the replication list and wll

uni cast encapsulate the traffic to each RLOC. The conbi ned function
or replicating and encapsulating the traffic to the RLOCs in the
replication list is referred to as "rep-encapsul ation” in this
docunent .

The docurnent describes general procedures (Section 5) and information
encodi ng that are required at the receiver sites and source sites to
achi eve signal-free nulticast interconnectivity. The genera
procedures for mapping systemnotifications to different sites are

al so described. A section dedicated to the specific case of Source-
Specific Multicast (SSM trees discusses the inplications to the
general procedures for SSM nulticast trees over different topol ogica
scenarios. A section on Any-Source Milticast (ASM support is
included to identify the constraints that cone along with supporting
it using LISP signal-free nulticast.
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There is a section dedicated to Replication Engineering, whichis a
mechani smto reduce the inpact of head-end replication. The mapping
system via LISP signal-free mechani sms, can be used to build a | ayer
of Re-encapsul ating Tunnel Routers (RTRs).

2. Definition of Terns
LI SP-rel ated terns, notably Map- Request, Map-Reply, Ingress Tunne
Router (1 TR), Egress Tunnel Router (ETR), Map-Server (M), and
Map- Resol ver (MR) are defined in the LISP specification [ RFC6830].

Extensions to the definitions in [ RFC6830] for their application to
nmul ticast routing are docunented in [ RFC6831].

Terms defining interactions with the LI SP mapping system are defined
in [ RFC6833].

The following terns are consistent with the definitions in [ RFC6830]
and [ RFC6831]. The terns are specific cases of the general terns and
are defined here to facilitate the descriptions and di scussi ons
within this particular docunment.

Source: Milticast source endpoint. The host that originates
nmul ti cast packets.

Recei ver: Milticast group nenber endpoint. The host joins a
mul ticast group as a receiver of nmulticast packets sent to the group

Receiver site: LISP site where nulticast receivers are | ocated.
Source site: LISP site where nulticast sources are | ocated.

RP site: LISP site where an ASM PI M Rendezvous Point (RP) [RFC7761]
is located. The RP site and the source site MAY be the sane in sone

si tuati ons.

Recei ver-ETR LI SP decapsul ati ng the Tunnel Router (xTR) at the
receiver site. This is a nulticast ETR

Source-1 TR LI SP encapsul ating XxTR at the source site. This is a
mul ticast | TR

RP-XxTR: LISP xTR at the RP site. This is typically a multicast |ITR

Replication list: Mapping-entry containing the list of RLOCs that
have registered receivers for a particular multicast entry.

Moreno & Fari nacci Experi ment al [ Page 4]



RFC 8378 Signal -Free LISP Milticast May 2018

Mul ticast entry: A tuple identifying a nulticast tree. Milticast
entries are in the formof (S-prefix, Gprefix).

Rep- encapsul ati on: The process of replicating and then encapsul ati ng
traffic to nultiple RLOCs.

Re- encapsul ati ng Tunnel Router (RTR): An RTR is a router that

i npl enents the re-encapsul ating tunnel function detailed in Section 8
of the main LISP specification [RFC6830]. A LISP RTR performnms packet
re-routing by chaining ETR and | TR functi ons, whereby it first
renoves the LISP header of an ingress packet and then prepends a new
LI SP header to an egress packet.

RTR Level: An RTR level is encoded in a Replication List Entry (RLE)
LI SP Canoni cal Address Fornmat (LCAF) Type detailed in [ RFC3060].
Each entry in the replication list contains an address of an xTR and
a level value. Level values are used to create a replication

hi erarchy so that I TRs at source LISP sites replicate to the | owest
(small er value) level number RTRs in an RLE. And then RTRs at a
given level replicate to the next higher level of RTRs. The nunber
of RTRs at each level are engineered to control the fan-out or
replication factor, so a trade-off between the width of the |eve
versus the nunber of |evels can be sel ected.

ASM Any-Source Milticast as defined in [ RFC3569] where multicast
distribution trees are built with a Rendezvous Point [RFC7761].

SSM Source-Specific Milticast as defined in [ RFC3569] where
mul ticast distribution trees are built and rooted at the nulticast
router(s) directly connected to the nulticast source.

3. Requirenents Language

The key words "MJST", "MJST NOT", "REQU RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWMMENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in BCP
14 [ RFC2119] [ RFC8174] when, and only when, they appear in al
capitals, as shown here.
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4.

Ref erence Mode

The reference nodel that will be used for the discussion of the
signal -free nmulticast tree interconnection is illustrated in
Figure 1.
M5/ MR
+-- -+
|
+-- -+ +-- -+ +-- -+ +-- -+ +-- -+
Src-1 ----] RL|----- | I TR | | ETR ------ | R2|----- Rev- 2
+-- -+ +-- -+ | +-- -+ +-- -+
\ | /
Source-site-1 \ | / Recei ver-site-2
\ | /
\ | /
\ | /
Core
/ \
/ \
/ \
/ \
/ \
+---+ +---+
Sre-3 -------------- | I TR| |ETRl ---------------- Recv- 4
+-- -+ +-- -+
Source-site-3 Recei ver-site-4

Figure 1. LISP Miulticast Ceneric Reference Mde
Sites 1 and 3 are source sites.

Source-site-3 presents a source (Src-3) that is directly connected to
the Source-1TR

Source-site-1 presents a source (Src-1) that is one hop or nore away
fromthe Source-ITR

Receiver-site-2 and -4 are receiver sites with not-directly connected
and directly connected recei ver endpoints, respectively.

Rl is a nulticast router in Source-site-1

R2 is a nulticast router at the receiver site.
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Map- Servers and Map- Resol vers are reachable in the RLOC space in the
core; only one is shown for illustration purposes, but these can be
many or even part of a distributed mapping system such as a

Del egat ed Dat abase Tree (DDT).

The procedures for interconnecting nulticast trees over an overl ay
can be broken down into three functional areas:

0 Receiver-site procedures
0 Source-site procedures
o LISP notification procedures

The receiver-site procedures will be common for nost tree types and
t opol ogi es.

The procedures at the source site can vary depending on the type of
trees being interconnected as well as the topological relation

bet ween sources and source-site xTRs. For ASMtrees, a special case
of the source site is the RP site for which a variation of the
source-site procedures MAY be necessary if ASMtrees are to be
supported in future specifications of LISP signal-free multicast.

The LI SP notification procedures between sites are nornalized for the
di fferent possible scenarios. Certain scenarios MAY benefit froma
sinplified notification mechanismor no notification requirenment at
all.

5. General Procedures
The interconnection of nmulticast trees across different LISP sites
i nvol ves the foll owing procedures to build the necessary nulticast

distribution trees across sites.

1. The presence of nulticast receiver endpoints is detected by the
Recei ver-ETRs at the receiver sites.

2. Receiver-ETRs register their RLOCs as part of the replication
list for the nulticast entry the detected receivers subscribe to.

3. The mappi ng system nerges all Receiver-ETR or delivery-group
RLOCs to build a conprehensive replication list inclusive of al
receiver sites for each nulticast entry.

4. LI SP Map-Notify messages MIST be sent to the Source-1TR informng
of any changes in the replication list.
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5. Milticast tree building at the source site is initiated when the
Source-1 TR receives the LISP notification.

Once the nulticast distribution trees are built, the foll ow ng
f orwardi ng procedures may take pl ace:

1. The source sends nulticast packets to the nmulticast group
destinati on address.

2. Milticast traffic follows the nmulticast tree built at the source
site and nmakes its way to the Source-I|TRs.

3. The Source-I TR will issue a Map-Request to resolve the
replication list for the multicast entry.

4. The mappi ng systemresponds to the Source-1 TR with a Map-Reply
containing the replication list for the multicast group
request ed.

5. The Source-1TR caches the replication list received in the
map-reply for the nulticast entry.

6. Milticast traffic is rep-encapsulated. That is, the packet is
replicated for each RLOC in the replication list and then
encapsul ated to each one.

5.1. Ceneral Receiver-Site Procedures
5.1.1. Milticast Receiver Detection

When the Receiver-ETRs are directly connected to the receivers (e.g.
Receiver-site-4 in Figure 1), the Receiver-ETRs will receive | GW
reports fromthe receivers indicating which group the receivers w sh
to subscribe to. Based on these |IGW reports, the Receiver-ETR is
made aware of the presence of receivers as well as which group they
are interested in.

When the Receiver-ETRs are several hops away fromthe receivers
(e.g., Receiver-site-2 in Figure 1), the Receiver-ETRs will receive
PIMjoin messages, which will allow the Receiver-ETR to know t hat
there are nmulticast receivers at the site and also to | earn which
nmul ticast group the receivers are for.
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5.1.2. Receiver-Site Registration

Once the Receiver-ETRs detect the presence of receivers at the

recei ver site, the Receiver-ETRs MJST i ssue Map-Regi ster nessages to
i nclude the Receiver-ETR RLCCs in the replication list for the
nmulticast entry the receivers joined.

The Map- Regi ster nessage MJST use the nmulticast entry (Source, G oup)
tuple as its Endpoint 1D (EID) record type with the Receiver-ETR
RLOCs conform ng the | ocator set.

The EID in the Map-Regi ster nmessage MJST be encoded using the
Mul ticast Info LCAF Type defined in [ RFC8060].

The RLOC in the Map- Regi ster nmessage MJUST be encoded using the RLE
LCAF Type defined in [RFC8060] with the Level Value fields for al
entries set to 128 (decinmal).

The encodi ng descri bed above MJUST be used consistently for Map-
Regi ster nessages, entries in the nmapping system Map-Reply nessages,
as well as the nmap-cache at the Source-1TRs.

The Map- Regi ster nessages [ RFC6830] sent by the Receiver-ETRs MJST
have the following bits set as specified here:

1. nmerge-request bit set to 1. The Map-Regi ster nessages are sent

with "Merge Semantics". The Map-Server will receive
registrations froma nultitude of Receiver-ETRs. The Map- Server
will merge the registrations for common ElIDs and nmaintain a

consolidated replication list for each nulticast entry.

2. want-map-notify bit (M set to 0. This tells the napping system
that the Receiver-ETR does not expect to receive Map-Notify
nmessages as it does not need to be notified of all changes to the
replication list.

3. proxy-reply bit (P) set to 1. The nerged replication list is
kept in the Map-Servers. By setting the proxy-reply bit, the
Recei ver-ETRs instruct the mapping systemto proxy reply to Map-
Requests issued for the multicast entries.

Map- Regi ster nessages for a particular nulticast entry MAY be sent
for every receiver detected, even if previous receivers have been
detected for the particular multicast entry. This allows the
replication list to remain up to date
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Recei ver-ETRs MJUST be configured to know what ©Map- Servers Map-

Regi ster nmessages are sent to. The configuration is likely to be
associated with an S-prefix that nultiple (S,G entries match to and
are nore specific for. Therefore, the S-prefix determ nes the Map-
Server set in the | east nunmber of configuration statenents.

5.1.3. Consolidation of the Replication List

The Map-Server will receive registrations froma multitude of
Recei ver-ETRs. The Map-Server will nerge the registrations for
common El Ds and consolidate a replication list for each nulticast
entry.

When an ETR sends an RLE RLOC-record in a Map-Register and the RLE
al ready exists in the Map-Server’s RLE-nerged |ist, the Mp-Server
will replace the single RLE with the information fromthe Mp-

Regi ster RLOC-record. The Map-Server MJST NOT nerge duplicate RLOCs
in the consolidated replication |ist.

5.2. Ceneral Source-Site Procedures

Source-1 TRs MUST register the unicast ElDs of any sources or
Rendezvous Points that nmay be present on the source site. In other
words, it is assumed that the sources and RPs are LISP ElDs.

The registration of the unicast EIDs for the sources or Rendezvous
Points allows the Map-Server to know where to send Map-Notify
nmessages to. Therefore, the Source-ITR MJST regi ster the unicast
S-prefix EIDwith the want-map-notify bit set in order to receive
Map- Noti fy nmessages whenever there is a change in the replication
l'ist.

5.2.1. Milticast Tree Building at the Source Site

VWhen the source site receives the Map-Notify nessages fromthe
mappi ng system as described in Section 5.3, it will initiate the
process of building a multicast distribution tree that will allow the
mul ticast packets fromthe source to reach the Source-ITR

The Source-I TR MJST issue a PIMjoin for the nulticast entry for
which it received the Map-Notify nmessage. The join will be issued in
the direction of the source or in the direction of the RP for the SSM
and ASM cases, respectively.
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5.2.2. Milticast Destination Resolution

On reception of multicast packets, the Source-1TR obtains the
replication list for the (S,G addresses in the packets.

In order to obtain the replication list, the Source-ITR MJST issue a
Map- Request nessage in which the EIDis the (S,G multicast tuple,
which is encoded using the Multicast Info LCAF Type defined in

[ RFC8060] .

The mappi ng system (nmost |ikely the Map-Server) will Mp-Reply with
the nerged replication list maintained in the mapping system The
Map- Repl y nessage MUST follow the format defined in [ RFC6830]; its
EID is encoded using the Miulticast Info LCAF Type, and the
correspondi ng RLOC-records are encoded using the RLE LCAF Type. Both
LCAF Types are defined in [ RFC8060].

5.3. Ceneral LISP Notification Procedures

The Map-Server will issue LISP Map-Notify nmessages to informthe
source site of the presence of receivers for a particular nulticast
group over the overlay.

Updat ed Map-Notify nmessages SHOULD be issued every tinme a new
registration is received froma receiver site. This guarantees that
the source sites are aware of any potential changes in the multicast-
di stribution-list nenbership

The Map-Notify messages carry (S, G multicast ElDs encoded using the
Mul ticast Info LCAF Type defined in [ RFC8060].

Map- Noti fy nmessages will be sent by the Map-Server to the RLOCs with
whi ch the unicast S-prefix EID was registered. In the case when
sources are discovered dynam cally [LISP-EID-MOBILITY], XxTRs MJUST
regi ster sources explicitly with the want-map-notify bit set. This
is sothe ITRin the site the source has noved to can get the nost
current replication |ist.

When both the receiver sites and the source sites register to the
same Map- Server, the Map-Server has all the necessary information to
send the Map-Notify nmessages to the source site.

When the Map-Servers are distributed (when using LISP-DDT [ RFC8111]),
the receiver sites MAY register to one Map-Server while the source
site registers to a different Map-Server. 1In this scenario, the Mp-
Server for the receiver sites MJST resol ve the unicast S-prefix EID
across a distributed mapping transport system per standard LISP

| ookup procedures, and obtain the necessary information to send the
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Map- Noti fy nmessages to the source site. The Map-Notify nmessages are
sent with an authentication length of 0 as they would not be
aut henti cat ed.

VWhen the Map-Servers are distributed, different receiver sites MAY
register to different Map-Servers. However, this is not supported
with the currently defined nmechani sns.

6. Source-Specific Milticast Trees

The interconnection of SSMtrees across sites will follow the genera
receiver-site procedures described in Section 5.1 on the receiver
sites.

The source-site procedures will vary depending on the topol ogica
| ocation of the source within the source site as described in
Sections 6.1 and 6.2 .

6.1. Source Directly Connected to Source-|TRs

When the source is directly connected to the Source-ITR, it is not
necessary to trigger signaling to build a local nmulticast tree at the
source site. Therefore Map-Notify nessages are not required to
initiate building of the nmulticast tree at the source site.

Map- Noti fy messages are still required to ensure that any changes to
the replication list are conmunicated to the source site so that the
map- cache at the Source-1TRs is kept updated.

6.2. Source Not Directly Connected to Source-ITRs

The general LISP notification procedures described in Section 5.3
MUST be foll owed when the source is not directly connected to the
Source-1 TR On reception of Map-Notify nmessages, |local nulticast
signaling MIJST be initiated at the source site per the genera
source-site procedures for nulticast tree building described in
Section 5.2.1.

In the SSM case, the I P address of the source is known, and it is
al so registered with the LI SP mappi ng system Thus, the mapping
system MAY resol ve the mapping for the source address in order to
send Map-Notify nessages to the correct Source-ITR
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7. Miltihom ng Considerations
7.1. Miltiple ITRs at a Source Site

VWen multiple I TRs exist at a source nulticast site, care MIST be
taken that nore than one | TR does not head-end replicate packets;
ot herwi se, receiver nulticast sites will receive duplicate packets.
The foll owi ng procedures will be used for each topol ogy scenari o:

o Wien nore than one ITRis directly connected to the source host,
either the PPMDR or the I GW querier (when PIMis not enabl ed on
the 1 TRs) is responsible for packet replication. Al other ITRs
silently drop the packet. In the |GW querier case, one or nore
I TRs on the source LAN MJUST be | GWP querier candi dates.

Therefore, it is required that they be configured as such

o Wien nore than one ITRis multiple hops away fromthe source host
and one of the ITRs is the PIM Rendezvous Point, then the PIMRP
is responsible for packet replication

o Wien nore than one ITRis multiple hops away fromthe source host
and the PI M Rendezvous Point is not one of the ITRs, then one of
the 1TRs MIUST join to the RP. When a Map-Notify is received from
the Map-Server by an ITR, only the highest RLOC addressed | TR w ||
join toward the PIM RP or toward the source

7.2. Miltiple ETRs at a Receiver Site

VWhen nmultiple ETRs exist in a receiver nulticast site and each one
creates a nulticast join state, each Map-Registers its RLOC address
to the mapping system In this scenario, the replication happens on
the overlay causing multiple ETR entry points to replicate to al
receivers instead of a single ETR entry point replicating to al
receivers. |If an ETR does not create join state, because it has not
received PIMjoins or 1GW reports, it will not Map-Register its RLOC
addresses to the mappi ng system The sane procedures in Section 5.1
are foll owed.

When nultiple ETRs exist on the same LAN as a receiver host, then the
PIM DR (when PIMis enabled) or the |GW querier is responsible for
sendi ng a Map-Register for its RLOC. 1In the | GW case, one or nore
ETRs on a LAN MJUST be | GW querier candidates. Therefore, it is
required that they are configured as such
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7.3. Miltiple RLOCs for an ETR at a Receiver Site

It MAY be desirable to have nultiple underlay paths to an ETR for
mul ti cast packet delivery. This can be done by having multiple RLOCs
assigned to an ETR and having the ETR send Map-Registers for all its
RLOCs. By doing this, an I TR can choose a specific path based on
underl ay perfornmance and/ or RLOC reachability.

It is recoomended that an ETR send a Map-Register with a single RLOC
record that uses the Explicit Locator Path (ELP) LCAF Type [ RFC3060]
that is nested inside the RLE LCAF. For exanple, say ETRl has
assigned RLOCL and RLOC2 for a LISP receiver site. Also, there is
ETR2 in another LISP receiver site that has RLOC3. The two receiver
sites have the sane (S, G being joined. Here is howthe RLOC record
i s encoded on each ETR

ETRL: EID-record: (S, G
RLOC-record: RLE[ ELP{ (RLOC1,s,p), (RLOC2,s,p) } ]

ETR2: EID-record: (S, G
RLOC-record: RLE[ RLOC3 ]

And here is howthe entry is nerged and stored on the Map- Server
since the Map-Regi sters have an RLE-encoded RLOC-record:

Ms: ElD-record: (S, G
RLOC-record: RLE[ RLOC3, ELP{ (RLCC1,s,p), (RLOC2,s,p) } ]

VWen the I TR receives a packet froma multicast source S for group G
it uses the merged RLOC-record returned fromthe Map-Server. The ITR
replicates the packet to (RLOC3 and RLOCl) or (RLOC3 and RLOC2).
Since it is required for the s-bit to be set for RLOC1l, the | TR MUST
replicate to RLOCL if it is reachable. Wen the required p-bit is

al so set, the RLOC-reachability mechanisnms from [ RFC6830] are
followed. If the ITR determ nes that RLOCL is unreachable, it uses
RLOC2, as long as RLOC2 is reachable.

7.4. Multicast RLOCs for an ETR at a Receiver Site

This specification is focused on underlays w thout multicast support,
but it does not preclude the use of nulticast RLOCs in RLEs. ETRs
MAY register nulticast EID entries using nmulticast RLOCs. In such
cases, the ETRs will be joined to underlay nmulticast distribution
trees by using IGW as a nulticast host using nmechanisns in [ RFC2236]
and [ RFC3376] .
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8.

Pl M Any- Source Milticast Trees

LI SP signal -free multicast can support ASMtrees in |limted but
acceptabl e topologies. It is suggested, for the sinplification of
buil ding ASMtrees across the LISP overlay, to have PI M ASM run

i ndependently in each LISP site. What this neans is that a PPMRP is
configured in each LISP site so PIM Regi ster procedures and (*,Q
state maintenance is contained within the LISP site.

The foll owi ng procedure will be used to support ASMin each LISP
site:

1. In a receiver site, the RPis co-located with the ETR RPs for
di fferent groups can be spread across each ETR, but is not
required.

2. Wen (*,G state is created in an ETR, the procedures in
Section 5.1.2 are followed. |In addition, the ETR regi sters
(S-prefix, @, where S-prefix is 0/0 (the respective unicast
default route for the address-family) to the mappi ng system

3. In a source site, the RPis co-located with the ITR RPs for
di fferent groups can be spread across each ITR, but is not
required.

4. Wen a nulticast source sends a packet, a PIM Register nessage is
delivered to the ITR, and the procedures in Section 5.2 are
fol | oned.

5. Wen the I TR sends a Map-Request for (S, G and no receiver site
has registered for (S, G, the mapping systemw | return the
(0/0,G entry tothe ITRso it has a replication list of all the
ETRs that have received (*, G state.

6. The ITR stores the replication list in its map-cache for (S, G.
It replicates packets to all ETRs in the list.

7. ETRs decapsul ate packets and forward based on (*, G state in
their site.

8. Wen last-hop PIMrouters join the newly discovered (S, G, the
ETR will store the state and foll ow the procedures in
Section 5.1.2.
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9.

Signal -Free Multicast for Replication Engineering

The mechanisns in this specification can be applied to the "LISP
Replication Engi neering" [LISP-RE] design. Rather than have the

| ayered LI SP-RE RTR hi erarchy use signaling nechanisns, the RTRs can
register their availability for nulticast tree replication via the
nmappi ng dat abase system

As stated in [LISP-RE], the RTR-layered hierarchy is used to avoid
head-end replication in replicating nodes closest to a multicast
source. Rather than have multicast ITRs replicate to each ETR in an
RLE of an (S, G mappi ng dat abase entry, it could replicate to one or
nore |layer 0 RTRs in the LISP-RE hierarchy.

Thi s docunment specifies how the RTR hierarchy is determ ned but not
the optinmal layers of RTRs to be used. Methods for determ ning
optimal paths or RTR topol ogical closeness are out of scope for this
docunent .

There are two formats an (S, G nmapping database entry coul d have.
One format is a 'conplete-format’, and the other is a 'filtered-
format’. A 'conplete-format’ entails an (S, G entry having multiple
RLOC-records that contain both ETRs that have registered as well as
the RTRs at the first level of the LISP-RE hierarchy for the ITR to
replicate to. Wien using 'conplete-fornmat’, the ITR has the ability
to select if it replicates to RTRs or to the registered ETRs at the
receiver sites. A ’'filtered-format’ (S, G entry is one where the
Map- Server returns the RLOC-records that it decides the | TR SHOULD
use. So replication policy is shifted fromthe ITRs to the mappi ng
system The Map-Servers can also decide for a given ITRif it uses a
different set of replication targets per (S,G entry for which the
ITRis replicating for.

The procedure for the LI SP-RE RTRs to nmake thensel ves avail able for
replication can occur before or after any receivers join an (S, G
entry or any sources send for a particular (S,G entry. Therefore,
newy configured RTR state will be used to create new (S,G state and
will be inherited into existing (S, G state. A set of RTRs can

regi ster thenselves to the mapping systemor a third party can do so
on their behalf. Wen RTR registration occurs, it is done with an
(S-prefix, Gprefix) entry so it can advertise its replication
services for a wide range of source/group conbi nations.

When a Map- Server receives (S, G registrations fromETRs and
(S-prefix, Gprefix) registrations fromRTRs, it has the option of
mergi ng the RTR RLOC-records for each (S,G that is nore specific for
the (S-prefix, Gprefix) entry or keeping them separate. Wen
nerging, a Map-Server is ready to return a 'conplete-format’ Map-
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Reply. Wen keeping the entries separate, the Map-Server can decide
what to include in a Map-Reply when a Map- Request is received. It
can include a conbination of RLOC-records fromeach entry or decide
to use one or the other depending on policy configured.

+-- -+ +----+
Sre-1 -------------- | I TR| | ETRL| --------------- Rev-1
- -+ +----+
\ /
Source-site-1 \ / Receiver-site-1
\ /
\ /
+----+ \ / - -+
| RTR1| \ / | RTR2| Level -0
+----+ \ / +o-a -+
\ <AAAAAAAAAAAAAA> /
\ < >/
< Core Network >
< >
<VVVVVVVVVVVVVV>
/ / \ \
/ / \ \
+----+ / / \ \ +----+
| RTR3| / \ | RTR4| Level -1
+----+ / \ +----+
/ \
/ \
F--- -+ F--- -+
Rov-2 -----meeme oo - | ETR2| |ETR3| --------------- Rcv-3
+----+ +----+
Recei ver-site-2 Recei ver-site-3

Figure 2: LISP-RE Reference Mde

Here is a specific exanple, illustrated in Figure 2, of (S, G and
(S-prefix, Gprefix) mapping database entries when a source Sis
behind an I TR, and there are receiver sites joined to (S,G via ETRL
ETR2, and ETR3. And there exists a LISP-RE hierarchy of RTRL and
RTR2 at level -0 and RTR3 and RTR4 at |evel-1:

ElID-record: (S, G
RLOC-record: RLE: (ETRl1, ETR2, ETR3), pl
ElD-record: (S-prefix, Gprefix)
RLOC-record: RLE: (RTRL(LO), RTR2(LO), RTR3(L1), RTR4(L1)), pl
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10.

The above entries are in the formin which they were registered and
are stored in a Map-Server. Wen a Map-Server uses 'conpl ete-
format’, the Map-Reply it originates has the napping record encoded
as:

ElID-record: (S, G
RLOC-record: RLE: (RTR1(LO), RTR3(L1)), pl
RLOC-record: RLE: (ETRl1, ETR2, ETR3), pl

The above Map-Reply allows the ITRto decide if it replicates to the
ETRs or if it SHOULD replicate only to level -0 RTRL. This decision
is left to the ITR since both RLOC-records have priority 1. [If the
Map- Server wanted to force the ITRto replicate to RTRL, it would set
the ETRs RLOC-record to a priority greater than 1.

VWhen a Map_server uses 'filtered-format’, the Map-Reply it originates
has the mappi ng record encoded as:

ElD-record: (S, QG
RLCC-record: RLE: (RTR1(LO), RTR3(L1)), pl

An (S, G entry can contain alternate RTRs. So rather than
replicating to nultiple RTRs, one RTR set MAY be used based on the
RTR reachability status. An ITR can test reachability status to any
| ayer 0 RTR using RLOC-probing, so it can choose one RTR froma set
to replicate to. Wien this is done, the RTRs are encoded in

di fferent RLOC-records instead of together in one RLE RLOC-record.
This noves the replication |oad off the ITRs at the source site to
the RTRs inside the network infrastructure. This nechanismcan al so
be used by level-n RTRs to | evel -n+l RTRs.

The foll owi ng nmappi ng woul d be encoded in a Map-Reply sent by a Map-
Server and stored in the I TR The I TR would use RTRL until it went
unr eachabl e and then switch to use RTR2:

ElID-record: (S, G
RLOC-record: RTRL, pl
RLOC-record: RTR2, p2

Security Consi derations

[LI SP-SEC] defines a set of security mechani sns that provide origin
aut hentication, integrity, and anti-replay protection to LISP' s El D
t o- RLOC nmappi ng data conveyed via the mapping | ookup process. LI SP-
SEC al so enabl es verification of authorization on EID prefix clains
i n Map-Reply nessages.
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11.

12.

12.

Addi tional security nmechanisnms to protect the LISP Map- Regi ster
nmessages are defined in [ RFC6833].

The security of the mapping systeminfrastructure depends on the
particul ar mappi ng dat abase used. As an exanple, [RFC8111] defines a
publ i c- key-based mechani smthat provides origin authentication and
integrity protection to the LI SP DDT protocol.

Map- Repl i es received by the Source-1TR can be signed (by the Mp-
Server), so the ITR knows the replication list is froma legitimte
sour ce.

Dat a- pl ane encryption can be used when doi ng uni cast rep-
encapsul ation as described in [ RFC8061].

| ANA Consi derations

Thi s docunent has no | ANA acti ons.
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