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1. Introduction

Thi s docunent conpl ements [ RFC7432] by discussing the applicability
of the technology in a sinple and fairly common depl oynent scenari o,
whi ch is described in Section 3.

After describing the topol ogy and requirenments of the use case
scenario, Section 4 will describe the provisioning nodel

Once the provisioning nodel is analyzed, Sections 5, 6, and 7 wll
descri be the control -pl ane and dat a- pl ane procedures in the exanple
scenario for the two potential disposition/forwardi ng nodels: MAC
based and MPLS-based nmodels. Wile both nodels can interoperate in
the sanme network, each one has different trade-offs that are anal yzed
in Section 8.

Finally, EVPN provides sone potential traffic flow optim zation tools

that are also described in Section 9 in the context of the exanple
scenari o.
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2. Term nol ogy
The followi ng term nology is used:
VID:  VLAN ldentifier
CE: Cust omer Edge (device)
EVI: EVPN | nstance

MAC-VRF: A Virtual Routing and Forwarding (VRF) table for Media
Access Control (MAC) addresses on a Provider Edge (PE) router.

ES: An Et hernet Segnent is a set of links through which a CE is
connected to one or more PEs. Each ES is identified by an
Et hernet Segment ldentifier (ESI) in the control plane.

CE-VIDs: The VLAN Identifier tags being used at CEl, CE2, and CE3 to
tag customer traffic sent to the service provider EVPN network.

CEl1- MAC, CE2- MAC, and CE3-MAC. The source MAC addresses "behi nd"
each CE, respectively. These MAC addresses can belong to the
CEs thensel ves or to devices connected to the CEs.

CEl1-1P, CE2-1P, and CE3-1P: The |IP addresses associated with the
above MAC addresses

LACP: Link Aggregation Control Protocol
RD: Rout e Di stingui sher

RT: Rout e Tar get

PE: Provi der Edge (router)

AS: Aut ononpbus System

PE-1P: The IP address of a given PE
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3. Use Case Scenario Description and Requirenents

Figure 1 depicts the scenario that will be referenced throughout the
rest of the document.

S +
| |
+----+ +---- 4| | +----+ +----+
| CEL|----- | | | | | |---1 CE3|
+----+ /] PE1] | | P/ MPLS | | PES| +o-- -t
[ +----+ Net wor k | +----+
/ | |
[ et |
#ooooH | | |
| CE2[----- | PE2| | |
+----+ +----4 | |
o m e e oo +

Figure 1. EVPN Use Case Scenario
There are three PEs and three CEs considered in this exanple: PE1l
PE2, and PE3, as well as CE1l, CE2, and CE3. Broadcast donai ns nust
be extended anobng the three CEs.
3.1. Service Requirenents
The foll owi ng service requirenents are assunmed in this scenario:
o Redundancy requirenents:

- CE2 requires multihom ng connectivity to PElL and PE2, not only
for redundancy purposes but also for addi ng nore upstreant
downstream connectivity bandwi dth to/fromthe network.

- Fast convergence. For exanmple, if the Iink between CE2 and PEl
goes down, a fast convergence nechani sm nmust be supported so
that PE3 can imedi ately send the traffic to PE2, irrespective
of the nunber of affected services and MAC addresses.

o Service interface requirenents:

- The service definition nust be flexible in terns of CE-VID-to-
br oadcast - domai n assi gnnent in the core.
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- The following three EVI services are required in this exanple:

EVI 100 uses VLAN-based service interfaces in the three CEs with
a 1:1 VLAN-to-EVI mapping. The CE-VIDs at the three CEs can be
the sanme (for exanple, VID 100) or different at each CE (for
instance, VID 101 in CE1l, VID 102 in CE2, and VID 103 in CE3).
A single broadcast donmain needs to be created for EVI100 in any
case; therefore, CE-VIDs will require translation at the egress
PEs if they are not consistent across the three CEs. The case
when the sane CE-VID is used across the three CEs for EVI100 is
referred to in [ RFC7432] as the "Uni que VLAN' EVPN case. This
termwi |l be used throughout this docunent too.

EVI 200 uses VLAN bundl e service interfaces in CElL, CE2, and CE3
based on an N:1 VLAN-to-EVI napping. The operator needs to
preconfigure a range of CE-VIDs and its mapping to the EVI, and
this mappi ng should be consistent in all the PEs (no
translation is supported). A single broadcast domain is
created for the custoner. The custoner is responsible for
keepi ng the separati on between users in different CE-VIDs.

EVI 300 uses VLAN-aware bundling service interfaces in CEl, CE2,
and CE3. As in the EVI200 case, an N:1 VLAN-to-EVI mapping is
created at the ingress PEs; however, in this case, a separate
broadcast domain is required per CE-VID. The CE-VIDs can be
different (hence, CE-VID translation is required).

Note that in Section 4.2.1, only EVI100 is used as an exanpl e of
VLAN- based service provisioning. In Sections 6.2 and 7.2, 4k VLAN
based EVIs (EVI1 to EVI4k) are used so that the inpact of MAC versus
MPLS di sposition nodels in the control plane can be evaluated. In
the same way, EVI200 and EVI 300 will be described with a 4k:1 mappi ng
(CE-VIDs-to-EVI mapping) in Sections 6.3, 6.4, 7.3, and 7.4.

o Broadcast, Unknown Unicast, Milticast (BUM optim zation
requirenents:

- The solution nmust support ingress replication or P2MP MPLS LSPs
on a per EVI service. For exanple, we can use ingress
replication for EVI100 and EVI 200, assum ng those EVIs will not
carry much BUMtraffic. On the contrary, if EVI300 is
presunmably carrying a significant anmount of nulticast traffic,
P2MP MPLS LSPs can be used for this service

- The benefit of ingress replication conmpared to P2MP LSPs is
that the core routers will not need to maintain any multicast
st ates.
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3.2. Wiy EVPN Is Chosen to Address This Use Case

Virtual Private LAN Service (VPLS) solutions based on [ RFC4761],
[ RFCA762], and [ RFC6074] cannot meet the requirenments in Section 3,
wher eas EVPN can.

For exanpl e:

o If CE2 has a single CE-VID (or a few CE-VIDs), the current VPLS
mul ti hom ng sol utions (based on | oad-bal anci ng per CE-VID or
service) do not provide the optimzed link utilization required in
this exanple. EVPN provides the flow based, |oad-bal anci ng,
mul ti hom ng solution required in this scenario to optim ze the
upstream downstream link utilization between CE2 and PEl- PE2.

o EVPN provides a fast convergence solution that is independent of
the CE-VIDs in the nultihonmed PEs. Upon failure on the link
bet ween CE2 and PEl, PE3 can imediately send the traffic to PE2
based on a single notification nessage being sent by PEL. This is
not possible with VPLS sol utions.

o Wth regard to service interfaces and mappi ng to broadcast
domai ns, while VPLS m ght nmeet the requirements for EVI100 and
EVI 200, the VLAN-aware bundling service interfaces required by
EVI 300 are not supported by the current VPLS tools.

The rest of the docunment will describe how EVPN can be used to neet
the service requirenents described in Section 3 and even optinize the
network further by:

o providing the user with an option to reduce (and even suppress)
ARP (Address Resol ution Protocol) flooding; and

0 supporting ARP term nation and inter-subnet forwarding.
4. Provisioning Mde

One of the requirenments stated in [RFC7209] is the ease of

provi sioning. BGP paraneters and service context paraneters should
be auto-provisioned so that the addition of a new MAGC-VRF to the EV
requires a mni num nunber of single-sided provisioning touches.
However, this is possible only in a limted nunber of cases. This
section describes the provisioning tasks required for the services
described in Section 3, i.e., EVI100 (VLAN based service interfaces),
EVI 200 (VLAN bundl e service interfaces), and EVI 300 (VLAN aware
bundl i ng service interfaces).
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4. 1.

Conmon Provi si oni ng Tasks

Regardl ess of the service interface type (VLAN based, VLAN bundle, or
VLAN- aware), the follow ng subsecti ons describe the parameters to be
provisioned in the three PEs.

4. 1.

Non- Servi ce- Speci fic Paraneters

The nul tihoming function in EVPN requires the provisioning of certain
paranmeters that are not service specific and that are shared by al
the MAC-VRFs in the node using the multi hom ng capabilities. In our
use case, these paraneters are only provisioned or auto-derived in
PE1 and PE2 and are |isted bel ow

o

Et hernet Segrment ldentifier (ESI): Only the ESI associated with
CE2 needs to be considered in our exanple. Single-homed CEs such
as CEl and CE3 do not require the provisioning of an ESI (the ESI
will be coded as zero in the BGP Network Layer Reachability
Information (NLRI)). In our exanple, a Link Aggregation G oup
(LAG is used between CE2 and PEl-PE2 (since all-active

mul ti homing is a requirenent); therefore, the ESI can be auto-
derived fromthe LACP information as described in [RFC7432]. Note
that the ESI nust be unique across all the PEs in the network;
therefore, the auto-provisioning of the ESI is recommended only in
case the CEs are nmnaged by the operator. Oherw se, the ESI
shoul d be manual |y provisioned (Type 0, as in [RFC7432]) in order
to avoid potential conflicts.

ES-Inmport Route Target (ES-Inport RT): This is the RT that will be
sent by PE1 and PE2, along with the ES route. Regardless of how
the ESI is provisioned in PE1l and PE2, the ES-Inport RT nust

al ways be auto-derived fromthe 6-byte MAC address portion of the
ESI val ue.

Et her net Segment Route Distinguisher (ES RD): This is the RD to be
encoded in the ES route, and it is the Ethernet Auto-Discovery
(A-D) route to be sent by PEL and PE2 for the CE2 ESI. This RD
shoul d al ways be auto-derived fromthe PE-IP address, as described
in [ RFC7432] .

Mul ti homi ng type: The user nust be able to provision the

nmul ti homing type to be used in the network. In our use case, the
mul ti homing type will be set to all-active for the CE2 ESI. This
pi ece of information is encoded in the ESI Label extended
conmunity flags and is sent by PElL and PE2 al ong with the Ethernet
A-D route for the CE2 ESI
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4.

4.

In addition, the sane LACP paraneters will be configured in PE1 and
PE2 for the ES so that CE2 can send franes to PE1 and PE2 as though
they were forming a single system

1

Servi ce- Speci fic Parameters

The foll owi ng paraneters nust be provisioned in PE1, PE2, and PE3 per

EVI

(0]

2.

servi ce:

EVI ldentifier: The global identifier per EVI that is shared by
all the PEs that are part of the EVI, i.e., PEl, PE2, and PE3 wl|
be provisioned with EVI 100, 200, and 300. The EVI identifier can
be associated with (or be the sanme value as) the EVI default

Et hernet Tag (4-byte default broadcast domain identifier for the
EVI). The Ethernet Tag is different fromzero in the EVPN BGP
routes only if the service interface type (of the source PE) is a
VLAN- awar e bundl e.

EVI Route Distinguisher (EVI RD): This RDis a unique val ue across
all the MAC-VRFs in a PE. Auto-derivation of this RD night be
possi bl e depending on the service interface type being used in the
EVI. The next section discusses the specifics of each service

i nterface type.

EVI Route Target(s) (EVI RT): One or nore RTs can be provisioned
per MAC-VRF. The RT(s) inported and exported can be equal or
different, just as the RT(s) in IP-VPNs. Auto-derivation of this
RT(s) m ght be possible depending on the service interface type
being used in the EVI. The next section discusses the specifics
of each service interface type

CE-VID and port/LAG binding to EVI identifier or Ethernet Tag: For
nore information, please see Section 4.2.

Servi ce-1nterface-Dependent Provisioning Tasks

Dependi ng on the service interface type being used in the EVI, a
gi ven CE-VID binding provision nust be specified.
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4.2.1. VLAN Based Service Interface EVI
In our use case, EVI100 is a VLAN-based service interface EVI.

EVI 100 can be a "uni que-VLAN' service if the CE-VID being used for
this service in CEl, CE2, and CE3 is identical (for exanple, VID
100). In that case, the VID 100 bi nding nust be provisioned in PE1,
PE2, and PE3 for EVI 100 and the associated port or LAG The MAC VRF
RD and RT can be auto-derived fromthe CE VID:

o The auto-derived MAC-VRF RD will be a Type 1 RD, as reconmended in
[ RFC7432], and it will be conprised of [PE-I1P]:[zero-padded-VID;
where [PE-IP] is the IP address of the PE (a | oopback address) and
[zero-padded-VID] is a 2-byte value where the |l oworder 12 bits
are the VID (VID 100 in our exanple) and the high-order 4 bits are
zero.

o The auto-derived MAC-VRF RT will be conposed of [AS]:[zero-padded-
VID]; where [AS] is the Autononpbus Systemthat the PE belongs to
and [zero-padded-VID is a 2- or 4-byte value where the | ow order
12 bits are the VID (VID 100 in our exanple) and the high-order
bits are zero. Note that auto-deriving the RT inplies supporting
a basic any-to-any topology in the EVI and using the same inport
and export RT in the EVI.

If EVI100 is not a "uni que-VLAN' instance, each individual CE-VID
nmust be configured in each PE, and MAC-VRF RDs and RTs cannot be
aut o-derived; hence, they must be provisioned by the user.

4.2.2. VLAN Bundl e Service Interface EVI

Assumi ng EVI 200 is a VLAN bundl e service interface EVI, and VIDs
200- 250 are assigned to EVI 200, the CE-VID bundl e 200-250 nust be
provi sioned on PE1, PE2, and PE3. Note that this nmpodel does not
allow CE-VID transl ation and the CEs nust use the same CE-VIDs for
EVI 200. No auto-derived EVI RDs or EVI RTs are possible.

4.2.3. VLAN Aware Bundling Service Interface EVI

If EVI300 is a VLAN-aware bundling service interface EVI, CE-VID

bi nding to EVI 300 does not have to match on the three PEs (only on
PE1 and PE2, since they are part of the same ES). For exanple, PE1l
and PE2 CE-VID binding to EVI300 can be set to the range 300-310 and
PE3 to 321-330. Note that each individual CE-VID will be assigned to
a different broadcast domain, which will be represented by an

Et hernet Tag in the control plane.
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Theref ore, besides the CE-VID bundl e range bound to EVI 300 in each
PE, associations between each individual CE-VID and the correspondi ng
EVPN Et hernet Tag nust be provisioned by the user. No auto-derived
EVI RDs/RTs are possible.

5. BGP EVPN NLRI Usage

[ RFC7432] defines four different route types and four different
extended conmunities. However, not all the PEs in an EVPN network
must generate and process all the different routes and extended
conmunities. Table 1 shows the routes that nust be exported and
inmported in the use case described in this docunent. "Export", in
this context, means that the PE nust be capabl e of generating and
exporting a given route, assuning there are no BGP policies to

prevent it. In the same way, "lInport" neans the PE nust be capable
of inporting and processing a given route, assumng the right RTs and
policies. "N A" means neither inmport nor export actions are
required.
e . . +
| BGP EVPN Routes | PE1l-PE2 | PE3
o e e e e oo - Fom e e e e oo - Fom e e e e oo - +
ES Export/ I nport N A
A-D per ESI Export/ | nport | mport

| | | |
| | | |
| A-D per EVI | Export/lnmport | Inport |
| MAC | Export/lmport | Export/Inport |
| I'nclusive Mast | Export/lnmport | Export/Inport |

Table 1. Base EVPN Routes and Export/Inport Actions

PE3 is required to export only MAC and Inclusive Milticast (Mast)
routes and be able to inport and process A-D routes as well as MAC
and Inclusive Miulticast routes. |If PE3 did not support inporting and
processing A-D routes per ESI and per EVI, fast convergence and
aliasing functions (respectively) would not be possible in this use
case.

6. MAC- Based Forwardi ng Mbdel Use Case
This section describes how the BG® EVPN routes are exported and

i nported by the PEsS in our use case as well as how traffic is
forwarded assum ng that PEl, PE2, and PE3 support a MAC based

forwarding nodel. 1In order to conpare the control- and dat a-pl ane
i mpact in the two forwardi ng nodel s (MAC-based and MPLS-based) and
different service types, we will assume that CE1l, CE2, and CE3 need

to exchange traffic for up to 4k CE-VIDs.
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6.1. EVPN Network Startup Procedures

Before any EVI is provisioned in the network, the follow ng
procedures are required:

o Infrastructure setup: The proper MPLS infrastructure nust be set
up anmong PEl, PE2, and PE3 so that the EVPN services can nake use
of Point-to-Point (P2P) and P2MP LSPs. In addition to the MPLS
transport, PEl and PE2 nust be properly configured with the sane
LACP configuration to CE2. Details are provided in [ RFC7432].
Once the LAGis properly set up, the ESI for the CE2 Ethernet
Segnent (for exanple, ESI12) can be auto-generated by PE1 and PE2
fromthe LACP informati on exchanged with CE2 (ESI Type 1), as
di scussed in Section 4.1. Alternatively, the ESI can also be
manual |y provi sioned on PE1l and PE2 (ESI Type 0). PEl and PE2
wi Il auto-configure a BGP policy that will inmport any ES route
mat chi ng the auto-derived ES-Inport RT for ESI12.

o Ethernet Segnent route exchange and Desi gnated Forwarder (DF)
el ection: PElL and PE2 will advertise a BGP Et hernet Segnment route
for ESI12, where the ESI RD and ES-Inport RT will be auto-
generated as discussed in Section 4.1.1. PEl and PE2 will inport
the ES routes of each other and will run the DF el ection algorithm
for any existing EVI (if any, at this point). PE3 will sinply
discard the route. Note that the DF election algorithmcan
support service carving so that the downstreamBUMtraffic from
the network to CE2 can be | oad-bal anced across PEl and PE2 on a
per-service basis.

At the end of this process, the network infrastructure is ready to
start deploying EVPN services. PEl1 and PE2 are aware of the
exi stence of a shared Ethernet Segnent, i.e., ESI12.

6.2. VLAN- Based Service Procedures

Assumi ng that the EVPN network nust carry traffic anong CEl, CE2, and
CE3 for up to 4k CE-VIDs, the service provider can decide to

i mpl ement VLAN-based service interface EVIs to acconplish it. 1In
this case, each CE-VID will be individually mapped to a different

EVI. Wile this means a total nunber of 4k MAC-VRFs are required per
PE, the advantages of this approach are the auto-provisioning of nost
of the service paraneters if no VLAN translation is needed (see
Section 4.2.1) and great control over each individual custoner
broadcast donmmin. W assume in this section that the range of EVIs
froml to 4k is provisioned in the network.
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6.

6.

2.

1.

Service Startup Procedures

As soon as the EVIs are created in PEl, PE2, and PE3, the follow ng
control -plane actions are carried out:

o

2.

2.

Fl ooding tree setup per EVI (4k routes): Each PE will send one

I nclusive Miulticast Ethernet Tag route per EVI (up to 4k routes
per PE) so that the flooding tree per EVI can be set up. Note
that ingress replication or P2MP LSPs can be optionally signal ed
in the Provider Multicast Service Interface (PMSlI) Tunnel
attribute and the corresponding tree can be created.

Et hernet A-D routes per ESI (a set of routes for ESI12): A set of
A-Droutes with a total list of 4k RTs (one per EVI) for ESI12
will be issued fromPElL and PE2 (it has to be a set of routes so
that the total number of RTs can be conveyed). As per [RFC7432],
each Ethernet A-D route per ESI is differentiated fromthe other
routes in the set by a different Route Distinguisher (ES RD).

This set will also include ESI Label extended comunities with the
active-standby flag set to zero (all-active multihoning type) and
an ESI Label different fromzero (used for split-horizon

functions). These routes will be inmported by the three PEs, since
the RTs match the locally configured EVI RTs. The A-D routes per
ESI will be used for fast convergence and split-horizon functions,

as discussed in [RFC7432].

Et hernet A-D routes per EVI (4k routes): An A-D route per EVI wll
be sent by PE1 and PE2 for ESI12. Each individual route includes
the corresponding EVI RT and an MPLS Label to be used by PE3 for
the aliasing function. These routes will be inported by the three
PEs.

Packet Wal k- Thr ough

Once the services are set up, the traffic can start fl ow ng.

Assumi ng there are no MAC addresses | earned yet and that MAC | earning
at the access is perforned in the data plane in our use case, this is
the process followed upon receiving frames fromeach CE (for exanple,
EVI1).

BUM frane exanple from CEl:

a.

An ARP request with CE-VID=1 is issued from source MAC CEl- MAC
(MAC address coning fromCEL or froma device connected to CEl)
to find the MAC address of CE3-IP.
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b. Based on the CE-VID, the frane is identified to be forwarded in
the MAC-VRF-1 (EVI1) context. A source MAC | ookup is done in the
MAC FI B, and the sender’s CE1-1P is |ooked up in the proxy ARP
table within the MAC-VRF-1 (EVI1) context. |If CEl1-MAC/CEl-1P are
unknown in both tables, three actions are carried out (assum ng
the source MAC is accepted by PEl):

1. the forwarding state is added for the CEl- MAC associated with
the correspondi ng port and CE-VI D,

2. the ARP request is snooped and the tuple CEl-MAC/CEl-IP is
added to the proxy ARP table; and

3. a BGP MAC Advertisement route is triggered from PEl
containing the EVI1 RD and RT, ESI=0, Ethernet-Tag=0, and
CE1l- MAC/ CE1-I P, along with an MPLS Label assigned to MAC
VRF-1 fromthe PEl Label space. Note that depending on the
i npl enentation, the MAC FIB and proxy ARP | earning processes
can i ndependently send two BGP MAC advertisenents instead of
one (one containing only the CEl- MAC and anot her one
cont ai ni ng CE1- MAC/ CE1-1P).

Since we assume a MAC forwardi ng nodel, a |abel per MAC-VRF is
normal Iy all ocated and signaled by the three PEs for MAC
Advertisenment routes. Based on the RT, the route is inmported by
PE2 and PE3, and the forwarding state plus the ARP entry are
added to their MAC-VRF-1 context. Fromthis nonent on, any ARP
request from CE2 or CE3 destined to CE1-1P can be directly
replied to by PE1l, PE2, or PE3, and ARP flooding for CEL-IP is
not needed in the core.

c. Since the ARP franme is a broadcast frane, it is forwarded by PEl
using the Inclusive Milticast Tree for EVI1 (CE-VID=1 tag should
be kept if translation is required). Depending on the type of
tree, the label stack may vary. For exanple, assum ng ingress
replication, the packet is replicated to PE2 and PE3 with the
downstream al | ocated | abel s and the P2P LSP transport |abels. No
ot her | abels are added to the stack.

d. Assuming PEl is the DF for EVI1 on ESI12, the frame is locally
replicated to CE2.

e. The MPLS-encapsul ated franme gets to PE2 and PE3. Since PE2 is
non-DF for EVI1 on ESI12, and there is no other CE connected to
PE2, the frame is discarded. At PE3, the frame is
de-encapsul ated and the CE-VID is translated, if needed, and
forwarded to CE3.
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Any other type of BUMfrane from CEL would follow the sane
procedures. BUM franes from CE3 would foll ow the sane procedures
t oo.

BUM frane exanple from CE2:

a. An ARP request with CE-VID=1 is issued fromsource MAC CE2- MAC to
find the MAC address of CE3-IP.

b. CE2 will hash the frame and will forward it to, for exanple, PE2.
Based on the CE-VID, the frane is identified to be forwarded in
the EVI1 context. A source MAC | ookup is done in the MAC FIB and
the sender’s CE2-1P is |l ooked up in the proxy ARP table within
the MAC-VRF-1 context. |If both are unknown, three actions are
carried out (assum ng the source MAC is accepted by PE2):

1. the forwarding state is added for the CE2- MAC associated with
the correspondi ng LAG ESI and CE-VID;

2. the ARP request is snooped and the tuple CE2-MAC/ CE2-1P is
added to the proxy ARP table; and

3. a BGP MAC Advertisenment route is triggered from PE2
containing the EVI1 RD and RT, ESI=12, Ethernet-Tag=0, and
CE2- MAC/ CE2-I P, along with an MPLS Label assigned fromthe
PE2 Label space (one | abel per MAC-VRF). Again, depending on
the inplenentation, the MAC FIB and proxy ARP | earning
processes can i ndependently send two BGP MAC adverti senents
i nst ead of one.

Note that since PE3 is not part of ESI12, it will install the
forwarding state for CE2-MAC as long as the A-D routes for ESI 12
are also active on PE3. On the contrary, PEl is part of ESI12,
therefore PE1 will not nodify the forwarding state for CE2-MAC i f
it has previously |earned CE2-MAC locally attached to ESI 12.

O herwise, it will add the forwardi ng state for CE2- MAC
associated with the local ESI12 port.

c. Assuming PE2 does not have the ARP information for CE3-1P yet,
and since the ARP is a broadcast frame and PE2 is the non-DF for
EVI1 on ESI12, the frame is forwarded by PE2 in the Inclusive
Multicast Tree for EVI1, thus adding the ESI Label for ESI12 at
the bottom of the stack. The ESI Label has been previously
all ocated and signaled by the A-D routes for ESI12. Note that,
as per [RFC7432], if the result of the CE2 hashing is different
and the frame is sent to PE1l, PEl1 should add the ESI Label too
(PE1 is the DF for EVI1 on ESI 12).
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d. The MPLS-encapsul ated frane gets to PE1l and PE3. PEl
de-encapsul ates the Inclusive Milticast Tree Label (s) and, based
on the ESI Label at the bottom of the stack, it decides to not
forward the frame to the ESI12. It will pop the ESI Label and
will replicate it to CE1l, since CEl is not part of the ESI
identified by the ESI Label. At PE3, the Inclusive Milticast
Tree Label is popped and the frane forwarded to CE3. |If a P2MP
LSP is used as the Inclusive Miulticast Tree for EVI1, PE3 w |
find an ESI Label after popping the P2MP LSP Label. The ESI
Label will sinply be popped, since CE3 is not part of ESI12.

Uni cast frame exanple from CE3 to CEl:

a. Awunicast frame with CE-VID=1 is issued from source MAC CE3- MAC
and destinati on MAC CE1- MAC (we assume PE3 has previously
resol ved an ARP request from CE3 to find the MAC of CEl1-1P and
has added CE3-MAC/CE3-1P to its proxy ARP table).

b. Based on the CE-VID, the frame is identified to be forwarded in
the EVI1 context. A source MAC | ookup is done in the MAC FIB
within the MAC-VRF-1 context and this tinme, since we assune
CE3-MAC is known, no further actions are carried out as a result
of the source | ookup. A destination MAC | ookup is performed next
and the | abel stack associated with the MAC CE1-MAC is found
(including the | abel associated with MAC-VRF-1 in PEl and the P2P
LSP Label to get to PE1l). The unicast frame is then encapsul ated
and forwarded to PEL.

c. At PE1, the packet is identified to be part of EVI1 and a
destinati on MAC | ookup is performed in the MAC-VRF-1 context.
The | abel s are popped and the franme is forwarded to CEL1 with
CE- VI D=1.

Uni cast frames fromCElL to CE3 or fromCE2 to CE3 follow the sane
procedures descri bed above.

Uni cast frame exanple from CE3 to CE2:

a. Awunicast frame with CE-VID=1 is issued from source MAC CE3- MAC
and destinati on MAC CE2- MAC (we assune PE3 has previously
resol ved an ARP request fromCE3 to find the MAC of CE2-1P).

b. Based on the CE-VID, the frane is identified to be forwarded in
the MAC-VRF-1 context. W assume CE3-MAC is known. A
destinati on MAC | ookup is performed next and PE3 finds CE2- MAC
associated with PE2 on ESI 12, an Ethernet Segment for which PE3
has two active A-D routes per ESI (from PEl and PE2) and two
active A-Droutes for EVI1 (from PE1 and PE2). Based on a
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hashing function for the frane, PE3 nay decide to forward the
frame using the | abel stack associated with PE2 (I abel received
fromthe MAC Advertisement route) or the |abel stack associ ated
with PE1 (label received fromthe A-D route per EVI for EVI1).
Ei ther way, the frame is encapsul ated and sent to the renote PE

c. At PE2 (or PEl), the packet is identified to be part of EVI1
based on the bottom Il abel, and a destinati on MAC | ookup is
performed. At either PE (PE2 or PEl), the FIB | ookup yields a
| ocal ESI12 port to which the frame is sent.

Unicast frames fromCEl1 to CE2 foll ow the sane procedures
6.3. VLAN Bundl e Service Procedures

I nstead of using VLAN-based interfaces, the operator can choose to

i mpl enent VLAN bundle interfaces to carry the traffic for the 4k
CE-VIDs anpbng CE1, CE2, and CE3. |If that is the case, the 4k CE-VIDs
can be napped to the same EVI (for exanple, EVI200) at each PE. The
mai n advantage of this approach is the |ow control -plane overhead
(reduced nunber of routes and | abel s) and easi ness of provisioning at
the expense of no control over the custoner broadcast dommins, i.e.

a single Inclusive Multicast Tree for all the CE-VIDs and no CE-VID
translation in the provider network.

6.3.1. Service Startup Procedures

As soon as the EVI200 is created in PEl, PE2, and PE3, the follow ng
control -plane actions are carried out:

o Flooding tree setup per EVI (one route): Each PE will send one
I nclusive Miulticast Ethernet Tag route per EVI (hence, only one
route per PE) so that the flooding tree per EVI can be set up
Note that ingress replication or P2MP LSPs can optionally be
signaled in the PVMSI Tunnel attribute and the corresponding tree
can be created.

o Ethernet A-D routes per ESI (one route for ESI12): A single A-D
route for ESI12 will be issued fromPE1 and PE2. This route wll
include a single RT (RT for EVI200), an ESI Label extended
conmunity with the active-standby flag set to zero (all-active
nmul ti homi ng type), and an ESI Label different fromzero (used by
the non-DF for split-horizon functions). This route will be
i mported by the three PEs, since the RT matches the locally
configured EVI200 RT. The A-D routes per ESI will be used for
fast convergence and split-horizon functions, as described in
[ RFC7432] .
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o Ethernet A-D routes per EVI (one route): An A-D route (EVI200)
will be sent by PEL and PE2 for ESI12. This route includes the
EVI 200 RT and an MPLS Label to be used by PE3 for the aliasing
function. This route will be inmported by the three PEs.

6.3.2. Packet Wal k- Through

The packet wal k-through for the VLAN bundle case is sinilar to the
one described for EVI1 in the VLAN based case except for the way the
CE-VID is handl ed by the ingress PE and the egress PE

o No VLAN translation is allowed and the CE-VIDs are kept untouched
fromCE to CE, i.e., the ingress CE-VID nust be kept at the
i mposition PE and at the disposition PE

o The frame is identified to be forwarded in the MAC VRF- 200 cont ext
as long as its CE-VID belongs to the VLAN bundl e defined in the
PE1/ PE2/ PE3 port to CE1l/CE2/CE3. Qur exanple is a special VLAN
bundl e case since the entire CE-VID range is defined in the ports;
therefore, any CE-VID would be part of EVI200.

Pl ease refer to Section 6.2.2 for nore informati on about the control -
pl ane and forwardi ng-plane interaction for BUM and uni cast traffic
fromthe different CEs.

6.4. VLAN Aware Bundling Service Procedures

The | ast potential service type analyzed in this docunent is VLAN
aware bundling. Wen this type of service interface is used to carry
the 4k CE-VIDs anbng CE1, CE2, and CE3, all the CE-VIDs will be
mapped to the same EVI (for exanple, EVI300). The difference,
conpared to the VLAN bundl e service type in the previous section, is
that each incoming CE-VID will al so be mapped to a different

"normal i zed" Ethernet Tag in addition to EVI300. |If no translation
is required, the Ethernet Tag will match the CE-VID. Qherw se, a
transl ati on between CE-VID and Ethernet Tag will be needed at the

i nposition PE and at the disposition PE. The main advantage of this
approach is the ability to control custoner broadcast donains while
providing a single EVI to the customer.

6.4.1. Service Startup Procedures

As soon as the EVI300 is created in PElL, PE2, and PE3, the follow ng
control -plane actions are carried out:

o Flooding tree setup per EVI per Ethernet Tag (4k routes): Each PE

will send one Inclusive Miulticast Ethernet Tag route per EVI and
per Ethernet Tag (hence, 4k routes per PE) so that the fl ooding
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tree per custonmer broadcast dommin can be set up. Note that

i ngress replication or P2MP LSPs can optionally be signaled in the
PMSI Tunnel attribute and the corresponding tree be created. |In
the described use case, since all the CE-VIDs and Ethernet Tags
are defined on the three PEs, nulticast tree aggregation nm ght
nake sense in order to save forwardi ng states.

o Ethernet A-D routes per ESI (one route for ESI12): A single A-D
route for ESI12 will be issued fromPE1 and PE2. This route wll
include a single RT (RT for EVI300), an ESI Label extended
conmmunity with the active-standby flag set to zero (all-active
nmul ti homi ng type), and an ESI Label different than zero (used by
the non-DF for split-horizon functions). This route will be
i mported by the three PEs, since the RT matches the locally
configured EVI300 RT. The A-D routes per ESI will be used for
fast convergence and split-horizon functions, as described in
[ RFC7432] .

o Ethernet A-D routes per EVI: A single A-D route (EVI300) may be
sent by PE1 and PE2 for ESI12 in case no CE-VID translation is
required. This route includes the EVI300 RT and an MPLS Label to
be used by PE3 for the aliasing function. This route will be
imported by the three PEs. Note that if CE-VID translation is
required, an A-D per EVI route is required per Ethernet Tag (4k).

6.4.2. Packet Wal k- Through

The packet wal k-through for the VLAN-aware case is sinmlar to the one
descri bed before. Conpared to the other two cases, VLAN aware
services allow for CE-VID translation and for an N1 CE-VID to EVI
mappi ng. Both things are not supported at once in either of the two
ot her service interfaces. Sone differences conpared to the packet
wal k-t hrough described in Section 6.2.2 are as foll ows:

o At the ingress PE, the franmes are identified to be forwarded in
the EVI 300 context as long as their CE-VID belong to the range
defined in the PE port to the CEE In addition to it, CE-VID=x is
mapped to a "normalized" Ethernet-Tag=y at the MAC VRF-300 (where
x and y might be equal if no translation is needed). Qualified
learning is nowrequired (a different bridge table is allocated
wi thin MAC- VRF-300 for each Ethernet Tag). Potentially, the sane
MAC could be learned in two different Ethernet Tag bridge tables
of the same MAC- VRF.

0 Any new locally | earned MAC on the MAC- VRF- 300/ Et her net - Tag=y
interface is advertised by the ingress PE in a MAC Adverti senent
route using the now Ethernet Tag field (Ethernet-Tag=y) so that
the remote PE | earns the MAC associated with the MAC VRF- 300/
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7.

Et hernet-Tag=y FIB. Note that the Ethernet Tag field is not used
in advertisenents of MACs | earned on VLAN-based or VLAN- bundl e
service interfaces.

o At the ingress PE, BUM frames are sent to the corresponding
flooding tree for the particular Ethernet Tag they are napped to.
Each individual Ethernet Tag can have a different flooding tree
within the sane EVI300. For instance, Ethernet-Tag=y can use
ingress replication to get to the renote PEs, whereas Ethernet-
Tag=z can use a P2MP LSP

o At the egress PE, Ethernet-Tag=y (for a given broadcast domain
wi t hi n MAC- VRF-300) can be translated to egress CE-VID=x. That is
not possible for VLAN bundle interfaces. It is possible for VLAN
based interfaces, but it requires a separate MAC- VRF per CE-VID.

MPLS- Based Forwardi ng Mbdel Use Case

EVPN supports an alternative forwarding nodel, usually referred to as
the MPLS-based forwardi ng or disposition nodel, as opposed to the
MAC- based forwardi ng or disposition nodel described in Section 6.
Usi ng the MPLS-based forwardi ng nodel instead of the MAC- based npbde
m ght have an inpact on the foll ow ng:

o the nunber of forwarding states required; and

o the FIB where the forwardi ng states are handled (MAC FIB or MPLS
Label FIB (LFIB)).

The MPLS-based forwardi ng nodel avoids the destination MAC | ookup at
the egress PE MAC FIB at the expense of increasing the nunber of
next-hop forwarding states at the egress MPLS LFIB. This also has an
i mpact on the control plane and the | abel allocation nodel, since an
MPLS- based di sposition PE nust send as nmany routes and | abel s as
requi red next-hops in the egress MAC-VRF. This concept is equival ent
to the forwardi ng nodel s supported in IP-VPNs at the egress PE, where
an | P lookup in the IP-VPN FIB may or nmay not be necessary dependi ng
on the avail abl e next-hop forwarding states in the LFIB.

The foll owi ng subsections highlight the inpact on the control- and
dat a- pl ane procedures described in Section 6 when an MPLS-based
forwardi ng nodel is used.

Note that both forwarding nbdels are conpatible and interoperable in
the sane network. The inplenmentation of either nodel in each PEis a
| ocal decision to the PE node.
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7.1. Inpact of MPLS-Based Forwardi ng on the EVPN Network Startup

The MPLS-based forwardi ng nodel has no inpact on the procedures
expl ained in Section 6. 1.

7.2. Inpact of MPLS-Based Forwardi ng on the VLAN- Based Service
Procedur es

Conpared to the MAC- based forwardi ng nodel, the MPLS-based forwarding
nodel has no inmpact in terns of the nunber of routes when all the
service interfaces are based on VLAN. The differences for the use
case described in this docunent are summarized in the following |ist:

o Flooding tree setup per EVI (4k routes per PE): There is no inpact
when conpared to the MAC- based nodel .

o Ethernet A-D routes per ESI (one set of routes for ESI12 per PE):
There is no inmpact conpared to the MAC- based nodel .

o Ethernet A-D routes per EVI (4k routes per PE/ESI): There is no
i mpact conpared to the MAC- based nodel .

o MAC Advertisenment routes: Instead of allocating and adverti sing
the sanme MPLS Label for all the new MACs |locally |learned on the
same MAC-VRF, a different |abel nust be advertised per CE next-hop
or MAC so that no MAC FIB | ookup is needed at the egress PE. In
general, this nmeans that a different |abel (at |east per CE) nust
be advertised, although the PE can decide to inplenent a |abel per
MAC if nore granularity (hence, less scalability) is required in
terns of forwarding states. For exanple, if CE2 sends traffic
fromtw different MACs to PEl, CE2- MACl, and CE2- MAC2, the same
MPLS Label =x can be re-used for both MAC advertisenments, since
they both share the same source ESI12. It is up to the PEl
i mpl enentation to use a different |abel per individual MAC within
the sane ES (even if only one | abel per ESI is enough).

o PEl, PE2, and PE3 will not add forwarding states to the MAC FIB

upon | earning new | ocal CE MAC addresses on the data pl ane but
will rather add forwarding states to the MPLS LFIB.
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7.

3. Inmpact of MPLS-Based Forwardi ng on the VLAN Bundl e Service
Pr ocedur es

Conpared to the MAC- based forwardi ng nodel, the MPLS-based forwarding
nodel has no inpact in terns of nunber of routes when all the service
interfaces are VLAN bundle type. The differences for the use case
described in this docunent are summarized in the following |ist:

o Flooding tree setup per EVI (one route): There is no inpact
conpared to the MAC-based nodel .

o Ethernet A-D routes per ESI (one route for ESI12 per PE): There is
no i nmpact conpared to the MAC-based nodel.

o Ethernet A-D routes per EVI (one route per PE/ESI): There is no
i mpact conpared to the MAC based nodel since no VLAN translation
i s required.

o MAC Advertisenent routes: Instead of allocating and adverti sing
the same MPLS Label for all the new MACs |ocally |earned on the
sane MAC-VRF, a different |abel nust be advertised per CE next-hop
or MAC so that no MAC FIB | ookup is needed at the egress PE. In
general, this nmeans that a different |abel (at |east per CE) nust
be advertised, although the PE can decide to inplenent a | abel per
MAC if nore granularity (hence, less scalability) is required in
terns of forwarding states. It is up to the PELl inplenentation to
use a different l[abel per individual MAC within the same ES (even
if only one | abel per ESI is enough).

o PEl, PE2, and PE3 will not add forwarding states to the MAC FIB
upon | earning new | ocal CE MAC addresses on the data pl ane, but
will rather add forwarding states to the MPLS LFIB.

4. I npact of MPLS-Based Forwardi ng on the VLAN Aware Service
Procedures

Conpared to the MAC-based forwardi ng nodel, the MPLS-based forwarding
nodel has no inpact in terns of the number of A-D routes when all the
service interfaces are of the VLAN-aware bundl e type. The

di fferences for the use case described in this docunent are
summarized in the followng list:

o Flooding tree setup per EVI (4k routes per PE): There is no inpact
conpared to the MAC-based nodel .

o Ethernet A-D routes per ESI (one route for ESI12 per PE): There is
no i npact conpared to the MAC based nodel.
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o Ethernet A-D routes per EVI (1 route per ESI or 4k routes per PE
ESI): PEl and PE2 nay send one route per ESI if no CE-VID
translation is needed. However, 4k routes are normally sent for
EVI 300, one per <ESI, Ethernet Tag ID> tuple. This allows the
egress PEto find out all the forwarding information in the MPLS
LFI B and even support Ethernet Tag to CE-VID translation at the
egress.

o MAC Advertisement routes: Instead of allocating and adverti sing
the sane MPLS Label for all the new MACs |locally |earned on the
same MAC-VRF, a different |abel nust be advertised per CE next-hop
or MAC so that no MAC FIB | ookup is needed at the egress PE. In
general, this neans that a different |abel (at |east per CE) nust
be advertised, although the PE can decide to inplenent a | abel per
MAC if nore granularity (hence, less scalability) is required in
terns of forwarding states. It is up to the PEl inplenentation to
use a different |abel per individual MAC within the sane ES. Note
that the Ethernet Tag will be set to a non-zero value for the MAC
Advertisenent routes. The sane MAC address can be announced with
a different Ethernet Tag value. This will nake the advertising PE
install two different forwarding states in the MPLS LFIB.

o PEl, PE2, and PE3 will not add forwarding states to the MAC FIB
upon | earning new | ocal CE MAC addresses on the data pl ane but
will rather add forwarding states to the MPLS LFIB

Conpari son between MAC-Based and MPLS-Based Egress Forwardi ng Model s

Both forwardi ng nodels are possible in a network depl oynent, and each
one has its own trade-offs.

Bot h forwardi ng nodel s can save A-D routes per EVI when VLAN- aware
bundl i ng services are deployed and no CE-VID translation is required.
VWi le this saves a significant anpunt of routes, customers normally
require CE-VID transl ation; hence, we assunme an A-D per EVI route per
<ESI, Ethernet Tag> is needed.

The MAC-based npdel saves a significant amobunt of MPLS Label s
conpared to the MPLS-based forwarding nodel. All the MACs and A-D
routes for the same EVI can signal the sane MPLS Label, saving |abels
fromthe | ocal PE space. A MAC FIB | ookup at the egress PE is
required in order to do so.

The MPLS-based forwardi ng nodel can save forwarding states at the
egress PEs if |abels per next-hop CE (as opposed to per MAC) are

i mpl enented. No egress MAC | ookup is required. Also, a different

| abel per next-hop CE per MAC- VRF is consuned, as opposed to a single
| abel per MAC VRF.
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Table 2 summari zes the resource inplenentation details of both

nodel s.

o m e e e e e e eemao - o e e e e oo - Fom e oo - +
| Resources | MAC-Based Mbdel | MPLS-Based Model

o e m e e e e e e e oo o e e e e e oo o e e e e e oo oo - +
| MPLS Label s Consuned | 1 per MAC- VRF | 1 per CE EVI

| Egress PE Forwarding States | 1 per MAC | 1 per Next-Hop

| Egress PE Lookups | 2 (MPLS+MAC) | 1 (MPLS) |
o m e e e e e e eemao - o e e e e oo - Fom e oo - +

Tabl e 2: Resource Conpari son between MAC-Based and MPLS-Based Model s

The egress forwarding nodel is an inplementation |ocal to the egress
PE and is independent of the nodel supported on the rest of the PEs;
i.e., in our use case, PEl1l, PE2, and PE3 coul d have either egress
forwardi ng nodel w thout any dependenci es.

9. Traffic Flow Optimzation

In addition to the procedures described across Sections 3 through 8,
EVPN [ RFC7432] procedures allow for optimzed traffic handling in
order to mnimze unnecessary fl ooding across the entire
infrastructure. Optimzation is provided through specific ARP

term nation and the ability to block unknown uni cast fl ooding.

Addi tionally, EVPN procedures allow for intelligent, close to the
source, inter-subnet forwarding and sol ves the comonly known
suboptimal routing problem Besides the traffic efficiency, ingress-
based i nter-subnet forwarding also optim zes packet forwarding rules
and i npl enentation at the egress nodes as well. Details of these
procedures are outlined in Sections 9.1 and 9. 2.

9.1. Control-Plane Procedures
9.1.1. MAC Learning Options

The fundanental prem se of [RFC7432] is the notion of a different
approach to MAC address | earning conpared to traditional |EEE 802.1
bri dge | earni ng nmet hods; specifically, EVPN differentiates between
data and control - pl ane-driven | earni ng mechani sms.

Data-driven learning inplies that there is no separate comruni cation
channel used to advertise and propagate MAC addresses. Rather, MAC
addresses are | earned through | EEE-defined bridge |earning procedures
as well as by snooping on DHCP and ARP requests. As different MAC
addresses show up on different ports, the Layer 2 (L2) FIBis

popul ated wi th the appropriate MAC addresses.
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Control -pl ane-driven learning inplies a comunication channel that
could be either a control -plane protocol or a managemnent-pl ane
mechanism In the context of EVPN, two different |earning procedures
are defined: |ocal and renote procedures.

o Local l|earning defines the procedures used for |earning the MAC
addresses of network el ements |ocally connected to a MAC VRF.
Local learning could be inplemented through all three |earning
procedures: control plane, managenent plane, and data pl ane.
However, the expectation is that for nmost of the use cases, |ocal
| earning through the data plane should be sufficient.

o Renpte | earning defines the procedures used for |earning MAC
addresses of network el ements renmotely connected to a MAC- VRF,
i.e., far-end PEs. Renote |earning procedures defined in
[ RFC7432] advocate using only control-plane | earni ng, BGP
specifically. Through the use of BG EVPN NLRI's, the rempte PE
has the capability of advertising all the MAC addresses present in
its local FIB.

1.2. Proxy ARP/ND

In EVPN, MAC addresses are advertised via the MAC/ I P Adverti senent
route, as discussed in [ RFC7432]. Optionally, an |IP address can be
advertised along with the MAC address advertisenent. However, there
are certain rules put in place in ternms of |IP address usage: if the
MAC/ | P Route contains an | P address, this particular |P address
correlates directly with the adverti sed MAC address. Such
advertisenent allows us to build a proxy ARP / Nei ghbor Di scovery
(ND) table populated with the | P<->MAC bi ndings received fromall the
renot e nodes.

Furthernore, based on these bindings, a |local MAC-VRF can now provide
proxy ARP/ND functionality for all ARP requests and ND solicitations
directed to the I P address pool |earned through BGP. Therefore, the
amount of unnecessary L2 fl ooding (ARP/ND requests/solicitations in
this case) can be further reduced by the introduction of proxy ARP/ND
functionality across all EVI MAC- VRFs.

1.3. Unknown Uni cast Fl oodi ng Suppression

Gven that all locally | earned MAC addresses are advertised through
BGP to all renote PEs, suppressing flooding of any unknown uni cast
traffic towards the remote PEs is a feasible network optimnm zati on.

The assunption in the use case is made that any network device that
appears on a renote MAC-VRF will sonehow signal its presence to the
network. This signaling can be done through, for exanple, gratuitous
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ARPs. Once the renpte PE acknow edges the presence of the node in
the MAC-VRF, it will do two things: install its MAC address in its
| ocal FIB and advertise this MAC address to all other BGP speakers

via EVPN NLRI. Therefore, we can assunme that any active MAC address
is propagated and | earned through the entire EVI. Gven that MAC
addr esses becone prepopul ated -- once nodes are alive on the network

-- there is no need to flood any unknown uni cast towards the renote
PEs. |f the owner of a given destination MACis active, the BGP
route will be present in the local RIB and FIB, assunming that the BGP
i mport policies are successfully applied; otherw se, the owner of
such destination MAC is not present on the network.

It is worth noting that unknown uni cast flooding rmust not be
suppressed unless (at least) one of the following two statenments is
given: a) control- or nmanagemnent-plane learning is performed
throughout the entire EVI for all the MACs or b) all the EVI-attached
devi ces signal their presence when they come up (G atuitous ARP
(GARP) packets or sinlar).

9.1.4. Optimzation of Inter-Subnet Forwarding

In a scenario in which both L2 and L3 services are needed over the
same physical topol ogy, sonme interaction between EVPN and I P-VPN is
required. A comon way of stitching the two service planes is
through the use of an Integrated Routing and Bridging (IRB)

interface, which allows for traffic to be either routed or bridged
dependi ng on its destination MAC address. |If the destination MAC
address is the one fromthe IRB interface, traffic needs to be passed
through a routing nodul e and potentially be either routed to a renote
PE or forwarded to a |ocal subnet. If the destination MAC address is
not the one fromthe IRB interface, the MAC VRF foll ows standard

bri dgi ng procedures.

A typi cal exanple of EVPN inter-subnet forwarding would be a scenario
in which multiple I P subnets are part of a single or multiple EVISs,
and they all belong to a single IP-VPN. 1In such topologies, it is
desired that inter-subnet traffic can be efficiently routed w thout
any tronboning effects in the network. Due to the overl apping

physi cal and service topology in such scenarios, all inter-subnet
connectivity will be locally routed through the IRB interface.

In addition to optimzing the traffic patterns in the network, |oca

i nter-subnet forwarding also greatly optim zes the anount of
processi ng needed to cross the subnets. Through EVPN MAC
advertisenents, the local PE |learns the real destination MAC address
associated with the renote | P address and the inter-subnet forwarding
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can happen locally. Wen the packet is received at the egress PE, it
is directly mapped to an egress MAC- VRF and bypasses any egress
| P- VPN processi ng.

Pl ease refer to [ EVPN-I NTERSUBNET] for nore information about the IP
i nter-subnet forwardi ng procedures in EVPN

9.2. Packet W&l k- Through Exanpl es

Assumi ng that the services are set up according to Figure 1 in
Section 3, the following flow optim zation processes will take place
in terns of creating, receiving, and forwardi ng packets across the
net wor k.

9.2.1. Proxy ARP Exanple for CE2-to-CE3 Traffic

Using Figure 1 in Section 3, consider EVI400 residing on PEl, PE2,
and PE3 connecting CE2 and CE3 networks. Al so, consider that PE1 and
PE2 are part of the all-active nultihoming ES for CE2, and that PE2
is elected designated forwarder for EVI400. W assune that all the
PEs inplement the proxy ARP functionality in the MAC VRF-400 context.

In this scenario, PE3 will not only advertise the MAC addresses
through the EVPN MAC Advertisenent route but also |IP addresses of

i ndi vidual hosts (i.e., /32 prefixes) behind CE3. Upon receiving the
EVPN routes, PE1 and PE2 will install the MAC addresses in the MAC
VRF- 400 FI B and, based on the associated received | P addresses, PEl
and PE2 can now build a proxy ARP table within the context of MAC
VRF- 400.

Fromthe forwardi ng perspective, when a node behind CE2 sends a frane
destined to a node behind CE3, it will first send an ARP request to,
for exanple, PE2 (based on the result of the CE2 hashing). Assum ng
that PE2 has populated its proxy ARP table for all active nodes
behind the CE3, and that the I P address in the ARP nessage matches
the entry in the table, PE2 will respond to the ARP request with the
actual MAC address on behal f of the node behi nd CE3.

Once the nodes behind CE2 | earn the actual MAC address of the nodes
behi nd CE3, all the MAC-to- MAC communi cati ons between the two
networks will be unicast.

9.2.2. Flood Suppression Exanple for CE1-to-CE3 Traffic
Using Figure 1 in Section 3, consider EVI500 residing on PE1 and PE3
connecting CE1l and CE3 networks. Consider that both PE1 and PE3 have

di sabl ed unknown uni cast flooding for this specific EVI context.
Once the network devices behind CE3 cone online, they will learn
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their MAC addresses and create local FIB entries for these devices.
Note that local FIB entries could also be created through either a

control or nanagenent plane between PE and CE as well. Consequently,
PE3 will automatically create EVPN Type 2 MAC Adverti senent routes
and advertise all locally | earned MAC addresses. The routes will

al so include the correspondi ng MPLS Label

G ven that PEl automatically learns and installs all MAC addresses
behind CE3, its MAGC-VRF FIB will already be prepopulated with the
respecti ve next-hops and | abel assignments associated with the MAC
addresses behind CE3. As such, as soon as the traffic sent by CEl to
nodes behind CE3 is received into the context of EVI500, PE1 will
push the MPLS Label (s) onto the original Ethernet franme and send the
packet to the MPLS network. As usual, once PE3 receives this packet,
and dependi ng on the forwarding nodel, PE3 will either do a next-hop
| ookup in the EVI500 context or just forward the traffic directly to
the CES. In the case that PE1 MAC VRF-500 does not have a MAC entry
for a specific destination that CE1l is trying to reach, PEL will drop
the frame since unknown uni cast flooding is disabled.

Based on the assunption that all the MAC entries behind the CEs are
prepopul at ed t hrough gratuitous ARP and/or DHCP requests, if one
specific MAC entry is not present in the MAC VRF-500 FIB on PEl, the
owner of that MACis not alive on the network behind the CE3; hence,
the traffic can be dropped at PEl instead of flooding and consum ng
net wor k bandwi dt h.

9.2.3. Optimzation of Inter-subnet Forwardi ng Exanple for CE3-to-CE2
Traffic

Using Figure 1 in Section 3, consider that there is an | P-VPN 666
context residing on PEl, PE2, and PE3, which connects CEl, CE2, and
CE3 into a single IP-VPN domain. Also consider that there are two
EVIs present on the PEs, EVI600 and EVI 60. Each IP subnet is
associated with a different MAC-VRF context. Thus, there is a single
subnet (subnet 600) between CEl and CE3 that is established through
EVI600. Simlarly, there is another subnet (subnet 60) between CE2
and CE3 that is established through EVI60. Since both subnets are
part of the same IP-VPN, there is a nmapping of each EVI (or

i ndi vi dual subnet) to a local IRB interface on the three PEs.

If a node behind CE2 wants to comunicate with a node on the sane
subnet seating behind CE3, the comrunication flowwll followthe
standard EVPN procedures, i.e., FIB |lookup within the PElL (or PE2)
after adding the corresponding EVPN | abel to the MPLS Label stack
(downstream | abel allocation from PE3 for EVI60).
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When it comes to crossing the subnet boundaries, the ingress PE

i mpl enents | ocal inter-subnet forwardi ng. For exanple, when a node
behi nd CE2 (EVI 60) sends a packet to a node behind CE1 (EVI600), the
destination I P address will be in the subnet 600, but the destination
MAC address will be the address of the source node’s default gateway,
which in this case will be an IRB interface on PE1 (connecting EVI 60
to I P-VPN 666). Once PEl sees the traffic destined to its own MAC
address, it will route the packet to EVI600, i.e., it will change the
source MAC address to the one of the IRB interface in EVI600 and
change the destination MAC address to the address belonging to the
node behind CE1, which is already populated in the MAC VRF-600 FI B,

ei ther through data- or control-plane | earning.

An inportant optim zation to be noted is the local inter-subnet

forwarding in lieu of IP-VPN routing. |If the node from subnet 60
(behind CE2) is sending a packet to the renote end-node on subnet 600
(behind CE3), the mechanismin place still honors the |ocal inter-

subnet (inter-EVI) forwarding.

In our use case, therefore, when the node from subnet 60 behind CE2
sends traffic to the node on subnet 600 behind CE3, the destination
MAC address is the PE1 MAC- VRF-60 | RB MAC address. However, once the
traffic locally crosses EVIs to EVI600 (via the IRB interface on
PE1), the source MAC address is changed to that of the IRB interface
and the destination MAC address is changed to the one advertised by
PE3 via EVPN and already installed in MAC-VRF-600. The rest of the
forwardi ng through PELl is using the MAC- VRF- 600 forwardi ng context
and | abel space.

Anot her very relevant optim zation is due to the fact that traffic
between PEs is forwarded through EVPN rather than through IP-VPN. In
t he exanpl e described above for traffic fromEVI60 on CE2 to EVI 600
on CE3, there is no need for |P-VPN processing on the egress PES3.
Traffic is forwarded either to the EVI600 context in PE3 for further
MAC | ookup and next-hop processing or directly to the node behind
CE3, depending on the egress forwardi ng nodel being used.

Security Considerations

Pl ease refer to the "Security Considerations” section in [ RFC7432].
The standards produced by the SI DR Wrking G oup address secure route
origin authentication (e.g., RFCs 6480 through 6493) and route
advertisenent security (e.g., RFCs 8205 through 8211). They protect
the integrity and authenticity of |IP address advertisements and ASN

| P prefix bindings. This docunment and [ RFC7432] use BGP to convey
other info (e.g., MAC addresses); thus, the protections offered by
the SIDR WG RFCs are not applicable in this context.
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