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Abstract

Segnent Routing (SR) | everages the source routing paradigm A node
steers a packet through an ordered list of instructions, called
"segnents". A segnment can represent any instruction, topological or
service based. A segment can have a semantic local to an SR node or
global within an SR domain. SR provides a nechanismthat allows a
flowto be restricted to a specific topological path, while

mai ntai ning per-flow state only at the ingress node(s) to the SR
donmai n.

SR can be directly applied to the MPLS architecture with no change to
the forwarding plane. A segnment is encoded as an MPLS | abel. An
ordered list of segments is encoded as a stack of |abels. The
segnent to process is on the top of the stack. Upon conpletion of a
segnent, the related | abel is popped fromthe stack

SR can be applied to the IPv6 architecture, with a new type of
routi ng header. A segnent is encoded as an | Pv6 address. An ordered
list of segnments is encoded as an ordered list of |IPv6 addresses in
the routing header. The active segnment is indicated by the
Destination Address (DA) of the packet. The next active segnent is

i ndi cated by a pointer in the new routing header
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1. Introduction

Segnment Routing (SR) | everages the source routing paradigm A node
steers a packet through an SR Policy instantiated as an ordered |i st
of instructions called "segrments". A segnent can represent any

i nstruction, topological or service based. A segnent can have a
semantic local to an SR node or global within an SR domain. SR
supports per-flow explicit routing while maintaining per-flow state
only at the ingress nodes to the SR donain

A segnent is often referred to by its Segment ldentifier (SID).
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A segnent may be associated with a topological instruction. A
topol ogi cal | ocal segnent may instruct a node to forward the packet
via a specific outgoing interface. A topological global segrment may
instruct an SR domain to forward the packet via a specific path to a
destination. Different segments may exist for the same destination
each with different path objectives (e.g., which netric is m nimzed,
what constraints are specified).

A segnent may be associated with a service instruction (e.g., the
packet shoul d be processed by a container or Virtual Machine (VM
associated with the segnent). A segnment may be associated with a QS
treatnent (e.g., shape the packets received with this segnment at x
Mops) .

The SR architecture supports any type of instruction associated with
a segnent.

The SR architecture supports any type of control plane: distributed,
centralized, or hybrid.

In a distributed scenario, the segnents are allocated and signal ed by
| S-1S or OSPF or BGP. A node individually decides to steer packets
on an SR Policy (e.g., pre-conmputed |ocal protection [RFC38355]). A
node i ndividually conputes the SR Policy.

In a centralized scenario, the segnents are allocated and
instantiated by an SR controller. The SR controller decides which
nodes need to steer which packets on which source-routed poli cies.
The SR controller computes the source-routed policies. The SR
architecture does not restrict how the controller prograns the
network. Likely options are Network Configuration Protoco
(NETCONF), Path Conputation El enent Commruni cation Protocol (PCEP),
and BGP. The SR architecture does not restrict the nunber of SR
controllers. Specifically, multiple SR controllers may programthe
same SR domain. The SR architecture allows these SR controllers to
di scover which SIDs are instantiated at which nodes and which sets of
| ocal (SRLB) and gl obal (SRGB) | abels are avail abl e at which node.

A hybrid scenario conpl enents a base distributed control plane with a
centralized controller. For exanple, when the destination is outside
the 1 G domain, the SR controller may conpute an SR Policy on behal f
of an I GP node. The SR architecture does not restrict how the nodes
that are part of the distributed control plane interact with the SR
controller. Likely options are PCEP and BGP

Hosts MAY be part of an SR domamin. A centralized controller can

i nform hosts about policies either by pushing these policies to hosts
or by responding to requests from hosts.
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The SR architecture can be instantiated on various data planes. This
docunent introduces two data-plane instantiations of SR SR over MPLS
(SR-MPLS) and SR over |Pv6 (SRv6).

SR can be directly applied to the MPLS architecture with no change to
the forwarding plane [ SR-MPLS]. A segnent is encoded as an MPLS
label. An SR Policy is instantiated as a stack of |abels. The
segnent to process (the active segnent) is on the top of the stack
Upon conpl etion of a segnent, the related |abel is popped fromthe

st ack.

SR can be applied to the IPv6 architecture with a new type of routing
header called the SR Header (SRH) [IPv6-SRH. An instruction is
associated with a segnment and encoded as an | Pv6 address. An SRv6
segnent is also called an SRv6 SID. An SR Policy is instantiated as
an ordered list of SRv6 SIDs in the routing header. The active
segnment is indicated by the Destination Address (DA) of the packet.
The next active segnent is indicated by the SegnentsLeft (SL) pointer
in the SRHA Wen an SRv6 SID is conpleted, the SL is decrenmented and
the next segnent is copied to the DA. Wen a packet is steered on an
SR Policy, the related SRH is added to the packet.

In the context of an | GP-based distributed control plane, two
topol ogi cal segments are defined: the | GP-Adj acency segnent and the
| GP-Prefix segnent.

In the context of a BGP-based distributed control plane, two
topol ogi cal segrments are defined: the BGP peering segnment and the
BGP- Prefi x segnent.

The headend of an SR Policy binds a SID (called a Binding segnent or
BSID to its policy. Wen the headend receives a packet with active
segnment matching the BSID of a local SR Policy, the headend steers
the packet into the associated SR Policy.

Thi s docunent defines the |G, BGP, and Bi nding segnents for the
SR- MPLS and SRv6 data pl anes.

Note: This docunent defines the architecture for Segnent Routing,

i ncluding definitions of basic objects and functions and a
description of the overall design. It does NOT define the neans of

i npl enenting the architecture -- that is contained in nunerous
referenced docunents, sone of which are nentioned in this docunment as
a conveni ence to the reader.
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2.

Ter m nol ogy

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOWENDED', "NOT RECOMVENDED', "MAY", and
"OPTIONAL" in this docunent are to be interpreted as described in
BCP 14 [ RFC2119] [RFCB8174] when, and only when, they appear in al
capitals, as shown here.

SR-MPLS: the instantiation of SR on the MPLS data pl ane.
SRv6: the instantiation of SR on the I Pv6 data pl ane.

Segnent: an instruction a node executes on the i ncom ng packet (e.g.
forward packet according to shortest path to destination, or, forward
packet through a specific interface, or, deliver the packet to a

gi ven application/service instance).

SID: a segnment identifier. Note that the termSIDis comonly used
in place of the term"Segnment", though this is technically inprecise
as it overl ooks any necessary translation

SR-MPLS SID: an MPLS | abel or an index value into an MPLS | abel space
explicitly associated with the segment.

SRv6 SID: an | Pv6 address explicitly associated with the segnent.

Segnment Routing domain (SR domain): the set of nodes participating in
the source-based routing nodel. These nodes nay be connected to the
same physical infrastructure (e.g., a Service Provider’s network).
They may as well be renotely connected to each other (e.g., an
enterprise VPN or an overlay). |If multiple protocol instances are
depl oyed, the SR domai n nost commonly includes all of the protoco
instances in a network. However, sone deploynments may wi sh to

subdi vide the network into nultiple SR domains, each of which

i ncl udes one or nore protocol instances. It is expected that al
nodes in an SR domai n are nanaged by the same administrative entity.

Active Segrment: the segment that is used by the receiving router to
process the packet. 1In the MPLS data plane, it is the top label. In
the 1 Pv6 data plane, it is the destination address [|Pv6-SRH .

PUSH: the operation consisting of the insertion of a segment at the
top of the segnment list. In SR-MPLS, the top of the segnent list is
the topnost (outer) l|abel of the label stack. In SRv6, the top of
the segnment list is represented by the first segnent in the Segnent
Routi ng Header as defined in [IPv6-SRH| .
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NEXT: when the active segnment is conpleted, NEXT is the operation
consi sting of the inspection of the next segnment. The next segnent
becomes active. In SR MPLS, NEXT is inmplenmented as a POP of the top
label. 1In SRv6, NEXT is inplenmented as the copy of the next segment
fromthe SRH to the destination address of the |IPv6 header

CONTI NUE: the active segnment is not conpleted; hence, it renains
active. In SR MPLS, the CONTINUE operation is inplemented as a SWAP
of the top label [RFC3031]. |In SRv6, this is the plain | Pv6
forwardi ng action of a regular |Pv6 packet according to its
destinati on address.

SR d obal Block (SRGB): the set of global segments in the SR domain.
If a node participates in multiple SR donmains, there is one SRGB for
each SR domain. In SR-MPLS, SRGB is a local property of a node and
identifies the set of local |abels reserved for gl obal segments. In
SR-MPLS, using identical SRGBs on all nodes within the SR domain is
strongly recomended. Doing so eases operations and troubl eshooting
as the sane | abel represents the sane gl obal segment at each node.
In SRv6, the SRGB is the set of global SRv6 SIDs in the SR domain

SR Local Block (SRLB): local property of an SR node. If a node
participates in multiple SR domains, there is one SRLB for each SR

domain. In SRRMPLS, SRLIB is a set of |local |abels reserved for |oca
segnents. In SRv6, SRLB is a set of local |Pv6 addresses reserved
for local SRv6 SIDs. In a controller-driven network, sone

controllers or applications may use the control plane to discover the
avai |l abl e set of |ocal segnents.

A obal Segnent: a segnent that is part of the SRGB of the domain
The instruction associated with the segnent is defined at the SR

donmain |l evel. A topological shortest-path segnent to a given
destination within an SR domain is a typical exanple of a gl oba
segnent .

Local Segment: In SR-MPLS, this is a |local |abel outside the SRGB

It may be part of the explicitly advertised SRLB. In SRv6, this can
be any I Pv6 address, i.e., the address nay be part of the SRGB, but
used such that it has local significance. The instruction associated
with the segment is defined at the node |evel.

| GP Segnent: the generic name for a segnent attached to a piece of
i nfornmati on advertised by a link-state I1GP, e.g., an IGP prefix or an
| GP adj acency.

| GP-Prefix Segnent: an | GP-Prefix segnent is an | GP segnent

representing an I GP prefix. Wen an | GP-Prefix segnment is globa
within the SR I1GP instance/topology, it identifies an instruction to
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forward the packet along the path computed using the routing
algorithmspecified in the algorithmfield, in the topology, and in
the IGP instance where it is advertised. Also referred to as "prefix
segment ".

Prefix-SID: the SID of the | GP-Prefix segnent.

| GP- Anycast Segnent: an | GP- Anycast segrment is an | GP-Prefix segnent
that identifies an anycast prefix advertised by a set of routers.

Anycast-SID: the SID of the | GP-Anycast segment.

| GP- Adj acency Segnent: an | GP- Adj acency segnent is an | GP segnent
attached to a unidirectional adjacency or a set of unidirectiona
adj acenci es. By default, an | GP-Adjacency segnent is local (unless
explicitly advertised otherwise) to the node that advertises it.
Also referred to as "Adj-SID'

Adj-SID: the SID of the | GP-Adjacency segment.

| GP- Node Segment: an | GP- Node segment is an | GP-Prefix segnent that
identifies a specific router (e.g., a loopback). Also referred to as
"Node Segnent".

Node-SID: the SID of the | GP-Node segnent.

SR Policy: an ordered list of segnents. The headend of an SR Policy
steers packets onto the SR Policy. The list of segments can be
specified explicitly in SRRMPLS as a stack of |abels and in SRv6 as
an ordered list of SRv6 SIDs. Alternatively, the list of segments is
conput ed based on a destination and a set of optimzation objective
and constraints (e.g., latency, affinity, SRLG etc.). The
conput ati on can be local or delegated to a PCE server. An SR Policy
can be configured by the operator, provisioned via NETCONF [ RFC6241]
or provisioned via PCEP [ RFC5440]. An SR Policy can be used for
Traffic Engineering (TE), Operations, Adm nistration, and Mi ntenance
(OAM), or Fast Reroute (FRR) reasons.

Segnment List Depth: the number of segnments of an SR Policy. The
entity instantiating an SR Policy at a node N should be able to

di scover the depth-insertion capability of the node N. For exanple,
the PCEP SR capability advertisenent described in [ PCEP-SR-EXT] is
one neans of discovering this capability.

Forwardi ng I nformati on Base (FIB): the forwarding table of a node
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3.

3.

3.

Li nk-State | GP Segnents

Wthin an SR domai n, an SR-capabl e | GP node advertises segnents for
its attached prefixes and adj acencies. These segnents are called
"I GP segments” or "IGP SIDs". They play a key role in Segnent
Routing and use cases as they enable the expression of any path

t hroughout the SR domain. Such a path is either expressed as a
single I GP segnent or a list of nultiple | GP segnents.

Advertisement of | GP segnents requires extensions in link-state | GP
protocols. These extensions are defined in [ISIS SR EXT],
[ OSPF- SR- EXT], and [ OSPFv3- SR- EXT] .

1. 1GP-Prefix Segment (Prefix-SID)

An | GP-Prefix segment is an | GP segnment attached to an | GP prefix.
An | GP-Prefix segment is global (unless explicitly advertised
otherwise) within the SR domain. The context for an | GP-Prefix
segnent includes the prefix, topology, and algorithm Miltiple SIDs
MAY be allocated to the sanme prefix so long as the tuple <prefix,
topol ogy, algorithne is unique.

Mul tiple instances and topol ogies are defined in IS 1S and OSPF in:
[ RFC5120], [RFC8202], [RFC6549], and [ RFC4915].

1.1. Prefix-SID Al gorithm

Segment Routing supports the use of nmultiple routing algorithns, i.e,
di fferent constraint-based shortest-path cal cul ati ons can be
supported. An algorithmidentifier is included as part of a Prefix-
SID advertisenment. Specification of how an algorithmspecific path
calculation is done is required in the docunent defining the

al gorithm

Thi s docunent defines two al gorithms:

o Shortest Path First: this algorithmis the default behavior. The
packet is forwarded al ong the well known ECMP-aware Shortest Path
First (SPF) algorithmenployed by the I GPs. However, it is
explicitly allowed for a mdpoint to inplement another forwarding
based on local policy. The Shortest Path First algorithmis, in
fact, the default and current behavior of nmost of the networks
where | ocal policies nmay override the SPF deci sion

o Strict Shortest Path First (Strict-SPF): This al gorithm nandates
that the packet be forwarded according to the ECVP-aware SPF
algorithmand instructs any router in the path to ignore any
possi bl e local policy overriding the SPF decision. The SID
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advertised with the Strict-SPF algorithmensures that the path the
packet is going to take is the expected, and not altered, SPF
path. Note that Fast Reroute (FRR) [ RFC5714] nechanisns are stil
conpliant with the Strict Shortest Path First algorithm |In other
words, a packet received with a Strict-SPF SID nmay be rerouted
through an FRR nmechanism Strict-SPF uses the sanme topol ogy used
by the Shortest Path First algorithm Cbviously, nodes that do

not support Strict-SPF will not install forwarding entries for
this algorithm Restricting the topology only to those nodes that
support this algorithmw Il not produce the desired forwarding

pat hs since the desired behavior is to foll ow the path cal cul at ed
by the Shortest Path First algorithm Therefore, a source SR node
MUST NOT use an SR Policy containing a strict SPF segnent if the
path crosses a node not supporting the Strict-SPF algorithm

An | GP-Prefix segment identifies the path, to the related prefix,
conputed as per the associated algorithm A packet injected anywhere
within the SR donain with an active Prefix-SID is expected to be
forwarded al ong a path conputed using the specified algorithm For
this to be possible, a fully connected topol ogy of routers supporting
the specified algorithmis required.

3.1.2. SR-MPLS

When SR is used over the MPLS data plane, SIDs are an MPLS | abel or
an index into an MPLS | abel space (either SRGB or SRLB).

VWere possible, it is recommended that identical SRGBs be configured
on all nodes in an SR domain. This sinplifies troubl eshooting as the
sane |label will be associated with the sane prefix on all nodes. In
addition, it sinplifies support for anycast as detailed in

Section 3. 3.

The foll owi ng behaviors are associated with SR operating over the
MPLS data pl ane:

o The IGP signaling extension for IGP-Prefix segnent includes a flag
to indicate whether directly connected nei ghbors of the node on
which the prefix is attached should performthe NEXT operation or
the CONTI NUE operation when processing the SID. This behavior is
equi valent to Penultimte Hop Popping (NEXT) or U timte Hop
Poppi ng (CONTINUE) in MPLS.

0 APrefix-SIDis allocated in the formof an MPLS | abel (or an
index in the SRG) according to a process sinlar to | P address
allocation. Typically, the Prefix-SIDis allocated by policy by
the operator (or Network Managenent System (NVS)), and the SID
very rarely changes.
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o Wile SR allows a |l ocal segnent to be attached to an I GP prefix,
where the term nology "I GP-Prefix segnent” or "Prefix-SID" is
used, the segnent is assumed to be global (i.e., the SIDis
defined fromthe advertised SRG). This is consistent with al
the described use cases that require global segnents attached to
| GP prefixes.

o The allocation process MJST NOT all ocate the same Prefix-SID to
different prefixes.

o If a node learns of a Prefix-SID that has a value that falls
outside the locally configured SRG range, then the node MJST NOT
use the Prefix-SID and SHOULD i ssue an error log reporting a
m sconfiguration.

o If a node N advertises Prefix-SID SIDR for a prefix Rthat is
attached to N and specifies CONTINUE as the operation to be
perfornmed by directly connected neighbors, then N MJUST naintain
the following FIB entry:

I ncomi ng Active Segnent: SID-R
I ngress Operation: NEXT
Egress interface: NULL

o Arenpte node M MJST naintain the following FIB entry for any
| earned Prefix-SID SID-R attached to prefix R

I ncom ng Active Segnent: SID-R
I ngress QOperation:
If the next-hop of Ris the originator of R
and M has been instructed to renpove the active segment: NEXT
El se: CONTI NUE
Egress interface: the interface(s) towards the next-hop al ong the
pat h conputed using the algorithm advertised with
the SID toward prefix R

As Prefix-SIDs are specific to a given algorithm if traffic
associated with an algorithmarrives at a node that does not support
that algorithm the traffic will be dropped as there will be no
forwarding entry matching the i ncom ng | abel
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3.1.3. SRv6
Wen SR is used over the I Pv6 data plane:
o APrefix-SIDis an | Pv6 address.

0 An operator MJST explicitly instantiate an SRv6 SID. |Pv6 node
addresses are not SRv6 SIDs by default.

A node N advertising an | Pv6 address R usable as a segnment identifier
MJUST maintain the following FIB entry:

I ncom ng Active Segnent: R
I ngress Operation: NEXT
Egress interface: NULL

Note that forwarding to R does not require an entry in the FIBs of
all other routers for R Forwarding can be, and nost often will be,
achi eved by a shorter mask prefix that covers R

| ndependent of SR support, any renote |Pv6 node will maintain a plain
IPv6 FIB entry for any prefix, no matter if the prefix represents a
segnent or not. This allows forwarding of packets to the node that
owns the SID even by nodes that do not support SR

Support of multiple algorithns applies to SRv6. Since algorithm
specific SIDs are sinmply 1 Pv6 addresses, algorithmspecific
forwarding entries can be achi eved by assigning algorithmspecific
subnets to the (set of) algorithmspecific SIDs that a node

al | ocat es.

Nodes that do not support a given algorithmnmay still have a FIB
entry covering an algorithmspecific address even though an

al gorithm specific path has not been cal cul ated by that node. This
is mtigated by the fact that nodes that do not support a given

algorithmw ||l not be included in the topol ogy associated with that

al gorithmspecific SPF; therefore, traffic using the algorithm
specific destination will normally not flow via the excluded node.

If such traffic were to arrive and be forwarded by such a node, it
will still progress towards the destination node. The next-hop wll
be either a node that supports the algorithm-- in which case, the
packet will be forwarded al ong al gorithmspecific paths (or be
dropped if none are available) -- or a node that does NOT support the
algorithm-- in which case, the packet will continue to be forwarded

along AlgorithmO paths towards the destinati on node.
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3.2. | GP-Node Segnment (Node-SI D)

An | GP Node-SI D MUST NOT be associated with a prefix that is owned by
nore than one router within the same routing domain.

3.3. | GP-Anycast Segnent (Anycast- Sl D)
An Anycast segment or Anycast-SID enforces the ECVP-aware shortest-
path forwardi ng towards the cl osest node of the anycast set. This is
useful to express nacro-engi neering policies or protection
mechani sns.
An | GP- Anycast segnent MJUST NOT reference a particul ar node.

Wthin an anycast group, all routers in an SR domain MJUST adverti se
the sanme prefix with the sanme SID val ue.

3.3.1. Anycast-SIDin SR MLS

o e ok +
| Goup A |
| 192. 0. 2. 10/ 32 |
| S| D: 100 |
| |
e Al---A3---------- +
| | A |
SID: 10 | | | 7 | | SI D: 30
203.0.113.1/32 | | | 7\ ] | | 203.0.113.3/32
PE1l------ Rl---------- A2---Ad--------- R3------ PE3
\ /| | | |\ /
\ /] R + | \ /
\ 7 |\ /
/ | | /
I\ | /7 \
/ \ R + | / \
/ \| | | | / \
PE2------ R2---------- Bl---B3--------- R4------ PE4
203.0.113.2/32 | | | \ /] | | 203.0.113.4/32
SI D: 20 | | | 7 | | SI D: 40
| | | /v |
R B2---B4---------- +
| |
| Goup B |
| 192.0.2.1/32 |
| SI D: 200 |
Fomm oo o - +

Figure 1. Transit Device G oups
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The Figure 1 illustrates a network exanple with two groups of transit
devices. Goup A consists of devices {Al, A2, A3, and A4}. They are
all provisioned with the anycast address 192.0.2.10/32 and the
Anycast - SI D 100.

Simlarly, Goup B consists of devices {Bl, B2, B3, and B4}, and they
are all provisioned with the anycast address 192.0.2.1/32 and the
Anycast-SID 200. In the above network topol ogy, each Provide Edge
(PE) device has a path to each of the groups: A and B.

PE1 can choose a particular transit device group when sending traffic
to PE3 or PE4. This will be done by pushing the Anycast-SID of the
group in the stack.

Processi ng the anycast, and subsequent segnents, requires special
care.

o e i aao oo +
| Goup A |
| 192.0. 2. 10/ 32 |
| SI D: 100 |
S |
SRGB: SRGB:
SID: 10 | (1000- 2000) (3000-4000) | SI D: 30
PEl---+ e Al------------- A3------- + +---PE3
\ / | | \ /] | \ /
\ / | | 4----- + /] | \ /
SRGB: \ | | \ | | \ SRGB:
(7000- 8000) R1 | | \ | | R3 (6000- 7000)
[\ | | [\ | | [\
/ \ | | 4----- + 0\ | / \
/ \ | | / \ | / \
PE2- - -+ +----- - A2----me - - - Ad------- + +-- - PE4
SID: 20 | SRGB: SRGB: | SID: 40

| (2000-3000)  (4000-5000) |

Figure 2: Transit Paths via Anycast G oup A
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Consi deri ng an MPLS depl oynent, in the above topology, if device PEL
(or PE2) requires the sending of a packet to the device PE3 (or PE4),
it needs to encapsul ate the packet in an MPLS payload with the

foll owi ng stack of I abels.

o Label allocated by RL for Anycast-SID 100 (outer | abel).

0 Label allocated by the nearest router in Goup Afor SID 30 (for
destinati on PE3).

In this case, the first label is easy to compute. However, because
there is nore than one device that is topologically nearest (Al and
A2), determ ning the second |abel is inpossible unless Al and A2

all ocated the same | abel value to the same prefix. Devices Al and A2
may be devices fromdifferent hardware vendors. |[|f both don't

all ocate the sane | abel value for SID 30, it is inpossible to use the
anycast Group A as a transit anycast group towards PE3. Hence, PEl
(or PE2) cannot conpute an appropriate | abel stack to steer the
packet exclusively through the Group A devices. Sane holds true for
devi ces PE3 and PE4 when trying to send a packet to PEL or PE2.

To ease the use of an anycast segment, it is recommended to configure
identical SRGBs on all nodes of a particular anycast group. Using
this nethod, as nentioned above, conputation of the |abel follow ng
the anycast segment is straightforward.

Usi ng an anycast segnent wi thout configuring identical SRGBs on al
nodes bel onging to the same anycast group may lead to misrouting (in
an MPLS VPN depl oyment, some traffic may | eak between VPNs).

3.4. | GP-Adjacency Segnent (Adj-SlD)

The adj acency is formed by the local node (i.e., the node adverti sing
the adjacency in the IGP) and the renote node (i.e., the other end of
the adjacency). The |ocal node MJST be an | GP node. The renote node
may be an adj acent | GP nei ghbor or a non-adjacent neighbor (e.g., a
forwardi ng adj acency, [RFC4206]).

A packet injected anywhere within the SR dormain with a segment |i st
{SN, SNL} where SN is the Node-SID of node N and SNL is an Adj-SID
attached by node Nto its adjacency over link L will be forwarded
al ong the shortest path to N and then be switched by N, wi thout any
| P shortest-path consideration, towards Ilink L. |[|f the Adj-SID
identifies a set of adjacencies, then the node N | oad- bal ances the
traffic anmong the various nenbers of the set.
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Simlarly, when using a global Adj-SID a packet injected anywhere
within the SR donmain with a segnent list {SNL}, where SNL is a gl obal
Adj -SID attached by node Nto its adjacency over link L, will be
forwarded al ong the shortest path to N and then be switched by N,

wi thout any |IP shortest-path consideration, towards link L. If the
Adj-SID identifies a set of adjacencies, then the node N does | oad-
bal ance the traffic anong the various nmenbers of the set. The use of
global Adj-SID allows to reduce the size of the segnent |ist when
expressing a path at the cost of additional state (i.e., the global
Adj-SIDwi Il be inserted by all routers within the area in their
forwardi ng table).

An "1 GP- Adj acency segnent” or "Adj-SID' enforces the switching of the
packet froma node towards a defined interface or set of interfaces.

This is key to theoretically prove that any path can be expressed as

a list of segments.

The encodings of the Adj-SID include a set of flags supporting the
followi ng functionalities:

o Eligible for Protection (e.g., using | PFRR or MPLS-FRR).
Protection allows that in the event the interface(s) associated
with the Adj-SID are down, that the packet can still be forwarded
via an alternate path. The use of protection is clearly a policy-
based decision; that is, for a given policy protection may or nay
not be desirable.

o Indication whether the Adj-SID has |ocal or global scope. Default
scope SHOULD be | ocal.

o Indication whether the Adj-SID is persistent across control plane
restarts. Persistence is a key attribute in ensuring that an SR
Pol i cy does not tenporarily result in msforwarding due to
reassi gnnent of an Adj-SID.

A wei ght (as described below) is also associated with the Adj-SID
adverti sement.

A node SHOULD al |l ocate one Adj-SID for each of its adjacencies.

A node MAY allocate multiple Adj-SIDs for the same adjacency. An
exanple is to support an Adj-SID that is eligible for protection and
an Adj-SID that is NOT eligible for protection.

A node MAY associate the sane Adj-SID to multiple adjacencies.
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In order to be able to advertise in the I1GP all the Adj-SlDs
representing the | GP adjacenci es between two nodes, paralle
adj acency suppressi on MUST NOT be perfornmed by the IGP

VWhen a node binds an Adj-SID V to a local data-link L, the node MJST
install the following FIB entry:

I ncom ng Active Segnent: V
I ngress Operation: NEXT
Egress Interface: L

The Adj-SID inmplies, fromthe router advertising it, the forwarding

of the packet through the adjacency or adjacencies identified by the
Adj-SID, regardless of its |GP/SPF cost. In other words, the use of
adj acency segnments overrides the routing decision made by the SPF

al gorithm

3.4.1. Parallel Adjacencies

Adj -SIDs can be used in order to represent a set of paralle
i nterfaces between two adj acent routers.

A node MJUST install a FIB entry for any locally originated Adj-SID of
value Wattached to a set of Ilinks B wth:

I ncomi ng Active Segnment: W
I ngress Operation: NEXT
Egress interfaces: |oad-bal ance between any data-link within set B

When paral l el adjacencies are used and associated with the sane Adj-
SID, and, in order to optimze the |oad-bal ancing function, a

"wei ght" factor can be associated with the Adj-SID advertised with
each adjacency. The weight tells the ingress (or an SDN
orchestration system about the |oad-bal ancing factor over the
paral | el adjacencies. As shown in Figure 3, A and B are connected
through two parall el adjacencies

Figure 3: Parallel Links and Adj-SlDs
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Node A advertises followi ng Adj-SIDs and wei ghts:
o Link-1: Adj-SID 1000, weight: 1
o Link-2: Adj-SID 1000, weight: 2

Node S receives the advertisenments of the parallel adjacencies and

understands that by using Adj-SID 1000 node A will | oad-bal ance the
traffic across the parallel links (Link-1 and Link-2) according to a
1:2 ratio i.e., twice as many packets will flow over Link-2 as

conpared to Link-1.
3.4.2. LAN Adjacency Segnents

In LAN subnetworks, link-state protocols define the concept of
Desi gnated Router (DR, in OSPF) or Designated Internmedi ate System
(DS, in1S1S) that conduct flooding in broadcast subnetworks and
that describe the LAN topology in a special routing update (OSPF
Type2 LSA or |S-1S Pseudonode LSP).

The difficulty with LANs is that each router only advertises its
connectivity to the DRDI'S and not to each of the individual nodes in
the LAN. Therefore, additional protocol mechanisnms (1S-1S and OSPF)
are necessary in order for each router in the LAN to advertise an

Adj - SI D associ ated with each nei ghbor in the LAN

3.5. Inter-Area Considerations

In the follow ng exanple diagram it is assumed that the all areas
are part of a single SR domain.

The Figure 4 assunes the I Pv6 control plane with the MPLS data pl ane.

! !
! !
B------ C---- F----G----K

/ | | |
s | L
\D------ R J----- L----Z (2001: DB8::2:1/128, Node-SID 150)
! !
Area 1 ! Backbone ! Area 2
! area !

Figure 4: Inter-Area Topol ogy Exanple
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In Area 2, node Z allocates Node-SID 150 to his local |Pv6 prefix
2001: DB8: : 2: 1/ 128.

Area Border Routers (ABRs) G and J will propagate the prefix and its
SIDs into the backbone area by creating a new instance of the prefix
according to nornmal inter-areal/level |GP propagation rul es.

Nodes C and | will apply the sane behavi or when | eaking prefixes from
t he backbone area down to area 1. Therefore, node S will see prefix
2001: DB8::2:1/128 with Prefix-SID 150 and adverti sed by nodes C and

l.

Therefore, the result is that a Prefix-SID remains attached to its
related 1 GP prefix through the inter-area process, which is the
expected behavior in a single SR donmain.

VWhen node S sends traffic to 2001: DB8::2:1/128, it pushes Node-
SID(150) as an active segnent and forwards it to A

When a packet arrives at ABR I (or C), the ABR forwards the packet
according to the active segnent (Node-SID(150)). Forwarding
continues across area borders, using the sane Node-SID(150) until the
packet reaches its destination.

4. BGP Segnents
BGP segnents nmay be allocated and distributed by BGP.

4.1. BGP-Prefix Segnent
A BGP-Prefix segnent is a BGP segnent attached to a BGP prefix.

A BGP-Prefix segnent is global (unless explicitly advertised
ot herwi se) within the SR domain.

The BGP-Prefix segnent is the BGP equivalent to the | GP-Prefix
segnent .

A likely use case for the BGP-Prefix segnent is an | GP-free hyper-

scal e spi ne-leaf topology where connectivity is |earned solely via
BGP [ RFC7938]
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4.2. BGP Peering Segnents

In the context of BGP Egress Peer Engineering (EPE), as described in
[ SR- CENTRAL- EPE], an EPE-enabl ed egress node MAY advertise segnents

corresponding to its attached peers. These segnments are called BGP

peering segnents or BGP peering SIDs. They enable the expression of
source-routed inter-donmai n paths.

An ingress border router of an Autononous System (AS) may conpose a
list of segments to steer a flow along a selected path within the AS
towards a sel ected egress border router C of the AS and through a
specific peer. At a mninmm a BGP peering engineering policy
applied at an ingress node involves two segnents: the Node-SID of the
chosen egress node and the BGP peering segnment for the chosen egress
node peer or peering interface.

Three types of BGP peering segnents/SIDs are defined: PeerNode SID,
Peer Adj SID, and PeerSet SID.

0 PeerNode SID: a BGP PeerNode segnent/SIDis a |local segrment. At
the BGP node advertising it, its semantics are:

* SR operation: NEXT.

* Next-Hop: the connected peering node to which the segnent is
rel at ed.

o0 PeerAdj SID: a BGP PeerAdj segnent/SIDis a |local segnent. At the
BGP node advertising it, the senmantics are:

* SR operation: NEXT.

* Next-Hop: the peer connected through the interface to which the
segnment is rel ated.

o0 PeerSet SID: a BGP PeerSet segnent/SIDis a |local segnent. At the
BGP node advertising it, the senmantics are:

* SR operation: NEXT.

* Next-Hop: |oad-bal ance across any connected interface to any
peer in the related group

A peer set could be all the connected peers fromthe same AS or a

subset of these. A group could al so span across AS. The group
definition is a policy set by the operator.
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The BGP extensions necessary in order to signal these BGP peering
segnments are defined in [ BGPLS- SR- EPE] .

5. Binding Segnent

In order to provide greater scalability, network opacity, and service
i ndependence, SR utilizes a Binding SID (BSID). The BSID is bound to
an SR Policy, instantiation of which may involve a list of SIDs. Any
packets received with an active segnment equal to BSID are steered
onto the bound SR Poli cy.

A BSID may be either a local or a global SID. If local, a BSID
SHOULD be allocated fromthe SRLB. |If global, a BSID MIST be
al l ocated fromthe SRGB

Use of a BSID allows the instantiation of the policy (the SIDlist)
to be stored only on the node or nodes that need to inpose the
policy. Direction of traffic to a node supporting the policy then
only requires inposition of the BSID. |f the policy changes, this
al so nmeans that only the nodes inposing the policy need to be
updated. Users of the policy are not inpacted.

5.1. 1G> Mrroring Context Segnent

One use case for a Binding segnent is to provide support for an |IGP
node to advertise its ability to process traffic originally destined
to another |1 GP node, called the "mrrored node" and identified by an
| P address or a Node-SID, provided that a Mrroring Context segnent
is inserted in the segnent list prior to any service segnent |ocal to
the mirrored node.

When a given node B wants to provide egress node A protection, it
advertises a segment identifying node’s A context. Such a segnent is
called "Mrroring Context segment” and is identified by the Mrror

SI D.

The Mrror SID is advertised using the Binding segnent defined in SR
| GP protocol extensions [|S|S-SR EXT].

In the event of a failure, a Point of Local Repair (PLR) diverting
traffic fromA to B does a PUSH of the Mrror SID on the protected
traffic. Wen receiving the traffic with the Mrror SID as the
active segnent, B uses that segnment and processes underlying segnents
in the context of A
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6. Milticast

Segnent Routing is defined for unicast. The application of the
source-route concept to Multicast is not in the scope of this
docunent .

7. | ANA Consi derations
Thi s docunment has no | ANA acti ons.
8. Security Considerations
Segnent Routing is applicable to both MPLS and | Pv6 data pl anes.

SR adds sone netadata (instructions) to the packet, with the list of
forwardi ng path el enents (e.g., nodes, links, services, etc.) that
the packet nust traverse. It has to be noted that the conplete
source-routed path nmay be represented by a single segnent. This is
the case of the Binding SID

By default, SR operates within a trusted domain. Traffic MJST be
filtered at the domai n boundari es.

The use of best practices to reduce the risk of tampering within the
trusted domain is inportant. Such practices are discussed in
[ RFC4381] and are applicable to both SR-MPLS and SRv6.

8.1. SR-MPLS

When applied to the MPLS data pl ane, SR does not introduce any new
behavi or or any change in the way the MPLS data pl ane works.
Therefore, froma security standpoint, this docunent does not define
any additional nechanismin the MPLS data pl ane.

SR al l ows the expression of a source-routed path using a single
segnent (the Binding SID). Conpared to RSVP-TE, which al so provides
explicit routing capability, there are no fundanental differences in
terns of information provided. Both RSVP-TE and Segrment Routing may
express a source-routed path using a single segnment.

VWen a path is expressed using a single | abel, the syntax of the
netadata is equi val ent between RSVP-TE [ RFC3209] and SR

When a source-routed path is expressed with a |ist of segnents,

additional metadata is added to the packet consisting of the source-
routed path the packet nust foll ow expressed as a segment |ist.
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When a path is expressed using a |abel stack, if one has access to
the neaning (i.e., the Forwardi ng Equival ence O ass) of the |abels,
one has the know edge of the explicit path. For the MPLS data pl ane,
as no data-plane nodification is required, there is no fundamenta
change of capability. Yet, the occurrence of |abel stacking wll

i ncrease.

SR donmi n boundary routers MJUST filter any external traffic destined
to a |l abel associated with a segnent within the trusted domain. This
i ncludes labels within the SRGB of the trusted domain, |abels within
the SRLB of the specific boundary router, and |abels outside either
of these blocks. External traffic is any traffic received from an
interface connected to a node outside the domain of trust.

From a network protection standpoint, there is an assuned trust nodel
such that any node inposing a | abel stack on a packet is assuned to
be allowed to do so. This is a significant change conmpared to plain
| P offering shortest path routing, but it is not fundanentally

di fferent conpared to existing techniques providing explicit routing
capability such as RSVP-TE. By default, the explicit routing

i nformati on MUST NOT be | eaked through the boundaries of the
adm ni stered domain. Segnent Routing extensions that have been
defined in various protocols, |everage the security nmechani sns of
these protocols such as encryption, authentication, filtering, etc.

In the general case, a segnent-routing-capable router accepts and
installs labels only if the |abels have been previously advertised by
a trusted source. The received information is validated using

exi sting control -plane protocols providing authentication and
security nechani sns. Segnment Routing does not define any additiona
security nechanismin existing control-plane protocols.

SR does not introduce signaling between the source and the m dpoints
of a source-routed path. Wth SR, the source-routed path is conputed
using SIDs previously advertised in the IP control plane. Therefore,
in addition to filtering and controll ed adverti senent of SIDs at the
boundari es of the SR domain, filtering in the data plane is also
required. Filtering MIUST be perfornmed on the forwardi ng pl ane at the
boundari es of the SR domain and may require looking at nmultiple

| abel s/instructions.

For the MPLS data plane, there are no new requirenents as the

exi sting MPLS architecture already all ows such source routing by
stacking multiple labels. And, for security protection, [RFC4381]
and [ RFC5920] already call for the filtering of MPLS packets on trust
boundari es.
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8.2. SRv6

When applied to the | Pv6 data plane, Segnent Routing does introduce
the Segment Routing Header (SRH, [IPv6-SRH]) which is a type of
Rout i ng Extensi on header as defined in [ RFC8200].

The SRH adds sone netadata to the |Pv6 packet, with the list of
forwarding path el enents (e.g., nodes, links, services, etc.) that
the packet nust traverse and that are represented by |Pv6 addresses.
A compl ete source-routed path may be encoded in the packet using a
singl e segment (single |IPv6e address).

SR domai n boundary routers MJST filter any external traffic destined
to an address within the SR@G of the trusted domain or the SRLB of
the specific boundary router. External traffic is any traffic
received froman interface connected to a node outside the dommi n of
trust.

From a network-protection standpoint, there is an assuned trust nodel
such that any node adding an SRH to the packet is assuned to be
allowed to do so. Therefore, by default, the explicit routing

i nformati on MJUST NOT be | eaked through the boundaries of the
adm ni stered domain. Segnent Routing extensions that have been
defined in various protocols, |everage the security mechani sns of
these protocols such as encryption, authentication, filtering, etc.

In the general case, an SRv6 router accepts and install segments
identifiers (in the formof |Pv6 addresses), only if these SIDs are
advertised by a trusted source. The received information is
val i dat ed using existing control -plane protocols providing

aut hentication and security nechani sns. Segnment Routing does not
define any additional security mechanismin existing control-plane
pr ot ocol s.

Probl ems that may arise when the above behaviors are not inplenented
or when the assuned trust nodel is violated (e.g., through a security
breach) i ncl ude:

o Malicious |ooping

o Evasion of access controls

o Hiding the source of DoS attacks

Security concerns with SR at the | Pv6 data plane are nore conmpletely
di scussed in [RFC5095]. The new | Pv6- based Segnment Routing Header is

defined in [IPv6-SRH]. This docunent al so discusses the above
security concerns.
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8.3. Congestion Contro

SR does not introduce new requirenments for congestion control. By
default, traffic delivery is assuned to be best effort. Congestion
control may be inplenented at endpoints. Were SR policies are in
use, bandwi dth allocation nay be managed by nonitoring incom ng
traffic associated with the binding SID identifying the SR Policy.
O her solutions such as presented in [ RFC8084] may be applicabl e.

9. Manageability Considerations

In SR-enabl ed networks, the path the packet takes is encoded in the
header. As the path is not signaled through a protocol, OAM
nmechani sns are necessary in order for the network operator to
validate the effectiveness of a path as well as to check and nonitor
its liveness and perfornmance. However, it has to be noted that SR
allows to reduce substantially the nunber of states in transit nodes;
hence, the nunber of elements that a transit node has to nanage is
smal | er.

SR OAM use cases for the MPLS data plane are defined in [ RFC3403].
SR OAM procedures for the MPLS data pl ane are defined in [ RFC8287].

SR routers receive advertisenents of SIDs (index, |abel, or IPv6
address) fromthe different routing protocols being extended for SR
Each of these protocols have nonitoring and troubl eshooting
nmechani sns to provi de operation and nmanagenent functions for IP
addresses that nust be extended in order to include troubl eshooting
and nonitoring functions of the SID.

SR architecture introduces the usage of global segnents. Each gl oba
segnment MJUST be bound to a unique index or address within an SR
domai n. The managenent of the allocation of such an index or address
by the operator is critical for the network behavior to avoid
situations like msrouting. In addition to the allocation policy/
tooling that the operator will have in place, an inplenmentation
SHOULD protect the network in case of conflict detection by providing
a determnistic resolution approach.

VWhen a path is expressed using a | abel stack, the occurrence of |abe

stacking will increase. A node may want to signal, in the contro
plane, its ability in terms of size of the label stack it can
support.

A YANG dat a nodel [RFC6020] for SR configuration and operations has
been defined in [ SR YANG .
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10.

10.

Wen SR is applied to the IPv6 data plane, segnents are identified
through I Pv6 addresses. The allocation, nanagenent, and

troubl eshooti ng of segnment identifiers is no different than the

exi sting nechanisns applied to the allocation and managenent of |Pv6
addr esses.

The DA of the packet gives the active segnent address. The segnent
list in the SRH gives the entire path of the packet. The validation
of the source-routed path is done through inspection of DA and SRH
present in the packet header matched to the equival ent routing table
entries.

In the context of the SRv6 data plane, the source-routed path is
encoded in the SRH as described in [IPv6-SRH . The SRv6 source-
routed path is instantiated into the SRH as a list of |Pv6 addresses
where the active segnment is in the DA field of the | Pv6 packet
header. Typically, by inspecting, in any node, the packet header, it
is possible to derive the source-routed path to which it bel ongs.
Simlar to the context of the SR-MPLS data plane, an inplenentation
may originate path control and nonitoring packets where the source-
routed path is inserted in the SRH and where each segment of the path
inserts in the packet the relevant data in order to neasure the end-
to-end path and performance.
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